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Abstract

In spite of the complexities of the human musculoskeletal system, the central nervous

system has the ability to orchestrate difficult motor tasks. Many researchers have tried to

understand how the human nervous system works. Yet, our knowledge about the integra-

tion of sensory information and motor control is incomplete.

This thesis presents a mathematical motor control framework that is developed to

give the scientific community a biologically-plausible feedback controller for fast and

efficient control of musculoskeletal systems. This motor control framework can be applied

to musculoskeletal systems of various complexities, which makes it a viable tool for many

predictive musculoskeletal simulations, assistive device design and control, and general

motor control studies.

The most important feature of this real-time motor control framework is its emphasis on

the intended task. In this framework, a task is distinguished by the kinematic variables that

need to be controlled. For example, in a reaching task, the task variables are the position

of the hand (individual joint angles are irrelevant to the reaching task). Consequently, the

task space is defined as the subspace that is formed by all the controlled variables.

This motor control framework employs a hierarchical structure to speed up the calcu-

lations while maintaining high control efficiency. In this framework, there is a high-level

controller, which deals with path planning and error compensation in the task space. The

output of this task space controller is the acceleration vector in the task space, which needs

to be fulfilled by muscle activities.

The fast and efficient transformation of the task space accelerations to muscle activities

in real-time is a main contribution of this research. Instead of using optimization to solve for

the muscle activations (the usual practice in the past), this acceleration-to-activation (A2A)

mapping uses muscle synergies to keep the computations simple enough to be real-time

implementable. This A2A mapping takes advantage of the known effect of muscle synergies

in the task space, thereby reducing the optimization problem to a vector decomposition

problem. To make the result of the A2A mapping more efficient, the novel concept of

posture-dependent synergies is introduced.

The validity of the assumptions and the performance of the motor control framework

are assessed using experimental trials. The experimental results show that the motor

control framework can reconstruct the measured muscle activities only using the task-

related kinematic/dynamic information.
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The application of the motor control framework to feedback motion control of mus-

culoskeletal systems is also presented in this thesis. The framework is applied to muscu-

loskeletal systems of various complexities (up to four-degree-of-freedom systems with 15

muscles) to show its effectiveness and generalizability to different dimensions.

The control of functional electrical stimulation (FES) is another important application

of my motor control framework. In FES, the muscles are activated by external electrical

pulses to generate force, and consequently motion in paralysed limbs. There exists no

feedback FES controller of upper extremity movements in the literature. The proposed

motor control model is the first feedback FES controller that can be used for the control of

reaching movements to arbitrary targets. Experimental results show that the motor control

model is fast enough and accurate enough to be used as a practical motion controller for

FES systems. Using such a biologically-plausible motor control model, it is possible to

control the motion of a patient’s arm (for example a stroke survivor) in a natural way, to

accelerate recovery and improve the patient’s quality of life.
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Chapter 1

Introduction

The human nervous system is one of the most complex systems known to mankind. This

relatively small biological tissue is responsible for all the thoughts, imaginations, personal-

ities and everything that make us human. All such aspects originate from a small portion

(supposedly the frontal lobe) of the brain. The greater part of the nervous system is dedi-

cated to sensory and motor functions. This fact alone is sufficient to realize how complex is

the human sensory-motor system. The integration of sensory feedback with body motion

is an extremely complicated process, and our understanding of such an integration is far

from complete.

The human motor control system manages to perform tasks, be it voluntary or involun-

tary, in a remarkably fast, efficient, and robust way. Modelling of such a complex system

is, therefore, a very challenging task—challenging enough that it is not done yet, nor does

it look possible in the near future.

Experimentation is an approach that can be used in the analysis of the human central

nervous system (CNS); however, doing experimental trials is usually time-consuming and

very expensive. Besides, performing many experiments may be unethical, infeasible with

the available tools, or impossible altogether (e.g. isolate one specific part of the brain to

study its function).
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Modelling is another possible direction in studying the human motor control system.

Models can be used when experimentation is not possible. It is much easier to perform

what-if studies in silico than in vivo. Furthermore, modelling is the low-cost alternative

for many experiments. Additionally, by developing models for the human motor control

system, we may be able to extract the human control mechanism and employ a similar

controller in the control of other machinery.

1.1 Human motor control modelling

The goal of this research is to develop a working model of the human motor control system.

However, developing a motor control model is very a challenging problem. Some of the

difficulties are:

• Degrees of freedom: The human body is a complex mechanical system, with more

degrees of freedom than are needed to perform a task. The complex dynamical

interaction between body segments in a known movement is difficult to study, let

alone understanding how the CNS plans and executes the actions in the unpredictable

environments that we live in.

• Dimensionality: For every degree of freedom in the human body, there are multiple

muscles, and within each muscle, there are hundreds to thousands of motor units that

can be activated. The control of this large number of inputs (likely in an optimal

manner) requires a complex plan.

• Pool of sensory information: A huge amount of sensory information is sent to the

nervous system. Depending on the situation, some sensory information may give in-

accurate/contradicting representations of the body to the CNS. Integration of sensory

information in the CNS is a very challenging process to model.
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• Complex dynamics: Besides the non-linearities of the skeletal dynamics, muscles and

tendons have very difficult-to-predict behaviour. Thus, building a controller that can

reliably control such a system is not trivial.

• Subject-specific: Every person has a different body; the skeleton, muscles, attachment

points, responses, and basically every feature of human bodies is different. Therefore,

the motor control model has to be tuned for every person. Making the motor control

model easily tunable is challenging.

• Coupled responses: There are multiple pathways in the neural circuitries (e.g. reflex

loops in the spinal cord), which add to the complexity of the reposes we observe

during task executions.

1.2 Applications of the research

A realistic model of the human motor control system can be used in a variety of appli-

cations. First and foremost, such a model can help researchers better understand the

mechanisms underlying the control of human movements. A model allows for virtual ex-

periments that may be difficult or impossible to do otherwise. For example, one can alter

the parameters of the system (e.g. transmission delay of the sensory information) to in-

vestigate their effects on the movement control. Furthermore, certain features of a motor

control model (e.g. reflexes) can be isolated for more detailed studies.

Having a motor control model, we can also run predictive simulations; for instance, it

is possible to couple the motor control model to a human musculoskeletal model, and then

perform virtual experiments on a new design of a prosthesis. In such a scenario, where no

previous motion analysis is available, one cannot use inverse dynamics methods to solve

for the muscle loads. Therefore, only with the presence of a realistic motor control model,

is it possible to run such a simulation.
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On a similar note, knowing how humans interact with their environment is essential

to developing controllers for the machines that interact with humans. Examples of such

systems include exoskeletons, rehabilitation robots, and many common devices that we use

daily such as cars. Reliable prediction of the human behaviour during interaction with an

external device is required to make the device safe and comfortable to use.

Lastly, a motor control model can be used to re-produce the movements in paralysed

limbs by artificially stimulating the muscles—a process called functional electrical stimu-

lation (FES). In FES, the muscles are stimulated by electrical pulses to generate force and

motion. There exists no feedback controller that can handle the complexities of the human

musculoskeletal system. Only a controller as complex as the human nervous system seems

able to control it.

1.3 Problem statement

The goal of the proposed research is to develop a biologically plausible model of the human

motor control system. In this context, the term biologically plausible refers to a model that

could be considered as a possible way of movement control by the CNS. For instance, a

computationally-heavy off-line optimization solution to the muscle force sharing problem is

not biologically plausible, as it cannot be run concurrent to the movement. Therefore, the

developed biologically plausible motor control model should have the following properties:

1. Bio-fidelity: be based on biological observations, and provide close to normal re-

sponse.

2. Real-time: so that it can be used to control the actions.

3. Flexible: so that it can be utilized for subject-specific applications.

As mentioned earlier, our knowledge of the mechanism used by the human CNS in

motion control is incomplete. Therefore, it is hard to guarantee that the developed motor
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control model will faithfully replicate the exact mechanism of the CNS.

Muscle synergy is a popular topic among motor control theories. This theory suggests

that the central nervous system activates the muscle not individually, but in groups called a

synergy or a primitive of motor control. By combining these synergies, the nervous system

builds the muscle excitation levels required to perform a task. To develop a biologically

plausible motor control model, the muscle synergy theory will be used. In other words, the

developed motor control model will use a number of synergies and combine them to build

the required muscle excitations.

1.4 Document outline

In the next chapter, the existing knowledge in the fields of motor control modelling and

FES control will be reviewed. Chapter 3 will present the basics of the proposed motor

control framework. The next two chapters include the application of this framework to the

control of the motions in musculoskeletal simulation and FES devices. The document will

close by presenting the concluding remarks and a list of contributions in chapter 6. The

list of references and appendices are provided at the end of the thesis.
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Chapter 2

Background

This chapter presents a review of the existing theories and models of the human motor

control system, as well as the available methods for the control of functional electrical

stimulation systems.

2.1 What is the challenge?

The number of degrees-of-freedom (DoF) and the number of actuators (muscles) in the

human body exceed the minimum number required to perform various tasks. Therefore, a

task can be carried out in a multitude of ways (the degree of freedom problem, Bernstein,

1967), and a certain movement can be produced by an infinite number of muscle activation

levels (the muscle redundancy problem). The first issue is known as kinematic redundancy,

and the second is the dynamic redundancy.

Because of muscle redundancy, no unique solution for muscle activities can be found for

a given movement. Thus, optimization has gained significant attention in musculoskeletal

modelling. Generally, in the optimization setting, the goal is to find the set of muscle

activity levels that minimizes a physiological cost. It is generally accepted that the solution
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to the optimization problem is close to normal human behaviour (for a review see Valero-

Cuevas et al., 2009a). A simple optimization problem, however, does not provide significant

insight into the actual mechanism of motor control in humans. More theories and models

have been proposed in the literature to study the human motor control system.

2.2 Motor control theories

Many efforts have been made to understand movement control mechanisms of the central

nervous system (CNS), yet the clear answer remains unknown. Although many researchers

have investigated various aspects of motor control (such as cortical areas related to motor

control, the role of the basal ganglia and cerebellum, structure of reflex loops, and so

on), the full integration of such pieces of information is not yet done. Thus, no complete

understanding of human motor control mechanisms is available.

In the following, an overview of the studies regarding the mechanisms of motor control

are presented. In particular, the focus is on the studies that try to gain insight into motor

control through mathematical modelling.

2.2.1 Motor planning

Before hypothesizing about the mechanisms employed by the CNS in motor control, one

has to figure out what aspects of motion are controlled, i.e. what are the desired variables

that the CNS is controlling.

The well-supported hypothesis regarding the desired variables in motor control was

pioneered by Morasso (1981). Morasso showed that in reaching actions, the joint angle

and velocity trajectories have no consistent pattern among different reach trials, whereas,

the end-effector (hand) moves in a straight line from the origin to the targets, with bell-

shaped velocity trajectories. This observation led Morasso to suggest that the movement

trajectories are not planned in the joint angle space, but rather in the task space.
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Furthermore, the strong correlation between the task-related variables (both kinematic

and dynamic variables) and neuronal activities in motor cortex (Georgopoulos et al., 1986,

1988; Schwartz et al., 1988; Kettner et al., 1988; Ashe and Georgopoulos, 1994; Moran and

Schwartz, 1999; Boline and Ashe, 2005; Lillicrap and Scott, 2013) supports the importance

of task-related variables in motion control.

To quantify the classification of controlled/uncontrolled variables, Scholz and Schöner

(1999) and Latash et al. (2010) presented the method of uncontrolled manifold (UCM).

According to this theory, for every kinematic variable (e.g. hand position), the degrees

of freedom (the joint angles) can be separated into two groups: the ones whose variation

result in a change in the kinematic variable of interest, and the ones whose variation does

not affect it. The latter is referred to as the uncontrolled manifold because the variations in

this manifold do not affect the task variable, thus do not need to be precisely controlled to

finish a task. As a result, the joint angles in the UCM show higher trial-to-trial variability.

The UCM approach can, therefore, provide a quantitative measure to rank the im-

portance of different kinematic variables in the control of complex motions by analysing

the joint angle variability in the corresponding UCMs. If the variability in a variable’s

UCM is significantly higher than the variability in the subspace orthogonal to it, then we

can conclude that the kinematic variable is actively stabilized (controlled) by the nervous

system. Conversely, if the variabilities in UCM and non-UCM spaces are the same, the

kinematic variable is not controlled. As an example, Scholz and Schöner (1999) used this

approach in the analysis of sit-to-stand motion, and argued that the centre of mass (COM)

position (in both horizontal and vertical directions) is tightly controlled by the CNS, while

the positions of head and hand are less controlled.

As will be discussed later, the knowledge of the controlled variable (the task space) is

the key information in constructing the proposed motor control model.
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2.2.2 Motor command execution

How the muscles contribute to the control of the task variables (whatever they might be)

is not well understood either. Optimization-based approaches have been proposed as a

possible method to find muscle activations that produce a certain movement (for a review

see Erdemir et al., 2007). Although these optimization-based models can estimate the

muscle activations reasonably well (e.g. Meyer et al., 2016; Sharif Shourijeh et al., 2016;

Walter et al., 2014), their usefulness as a feedback motor control model is questionable. The

optimization framework may work well in the context of well-practised motions, where the

control can be viewed as feed-forward (Shourijeh et al., 2017; Sharif Razavian et al., 2015;

Neptune et al., 2009; Berniker et al., 2009; Anderson and Pandy, 2001); however, it is not

clear whether the nervous system is capable of continuously solving for the optimal muscle

activations during the course of an action. The high computation cost of the optimization

process renders it inapplicable for real-time control. Another major question in this regard

is the availability of an instantaneous cost value to the CNS.

Two important control strategies presented in the literature that try to replace opti-

mization are the threshold control theory and muscle synergy theory, which are briefly

discussed here.

Threshold control theory

Feldman and Levin (2009) have proposed the equilibrium point (or the threshold control

theory) as a possible motor control strategy. According to this hypothesis, the CNS controls

a motion, not by modulating the muscle activities directly, but by adjusting some muscle

length thresholds, beyond which the muscles automatically start to generate force. The

interaction between the external loads and the defined thresholds will result in a posture

at which the dynamical system reaches an equilibrium. Equilibrium point theory suggests

that the synergistic activation of the muscles is not the control mechanism by itself—it is a

result of the dynamical interaction between the defined thresholds and the external loads.
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Another advantage of the equilibrium point theory is that it does not rely on the

interpretation of an internal model. Additionally, this way of thinking about the motor

control readily solves the redundancy problem, as the CNS is no longer concerned about

the individual joint angle or muscle activity. This approach is also very useful to explain

involuntary reflexes.

Muscle synergy theory

Muscle synergy theory has gained considerable attention in motor control research (Tresch

and Jarc, 2009) as a biologically-plausible approach to simplify the muscle redundancy

problem. According to this theory, the nervous system activates the muscles by combining

a few bundles of activations (known as modules, synergies, or motor primitives). This

theory has been proposed as a way to simplify computations, by reducing the number of

signals that the nervous system has to control (Bizzi et al., 2008).

Muscle synergy has mostly been studied in an inverse manner (i.e. finding the synergies

by looking at the measured muscle activities). The literature is rich with studies that aim

to extract these building blocks from the measured muscle activations. A few examples

include studies on healthy human movements (Kutch et al., 2008; Smale et al., 2016;

Shourijeh et al., 2016), spinal cord injury (Zariffa et al., 2012) and cerebral palsy patients

(Steele et al., 2015), frogs (Bizzi et al., 2008; Cheung et al., 2005), and cats (Ting and

McKay, 2007; Sohn and Ting, 2016).

Despite being used extensively in the literature, muscle synergy theory carries many

uncertainties that need to discussed.

Structure and number of synergies The structure of the dimension reduction in the

nervous system via muscle synergies is not properly understood. Muscle synergies are often

defined as fixed relations between instantaneous activation levels of multiple muscles (Zelik

et al., 2014; Steele et al., 2013; Ting, 2007; McKay and Ting, 2008; Berniker et al., 2009;

Roh et al., 2011; Safavynia et al., 2011; Kutch and Valero-Cuevas, 2012). Alternatively,
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time-varying patterns (also called the motor primitives) are proposed as the building blocks

of muscle activations (Meyer et al., 2016; Sartori et al., 2013; D’Avella and Tresch, 2001;

Ivanenko et al., 2006; Bizzi et al., 2008; D’Avella et al., 2008). A mixture of both approaches

has also been investigated by Delis et al. (2014).

The identification of the synergies is an important part of the theory. Various methods

have been proposed in the literature to decompose muscle activities into a number of syn-

ergies. In the majority of research articles, the goal has been to reconstruct the measured

muscle activities as closely as possible, using a low-dimensional basis set (the synergies).

Non-negative matrix factorization (NNMF, Lee and Seung, 2000) is a widely-used method

in this application (Berger and D’Avella, 2014; Berniker et al., 2009; McKay and Ting,

2008; Kargo et al., 2010; D’Avella et al., 2008). This approach, however, is unable to

determine whether the synergies result from neural origins (as claimed by the synergy

theory), or are by-products of other processes (e.g. biomechanical constraints (Kutch and

Valero-Cuevas, 2012; Kutch et al., 2008), or optimization (de Rugy et al., 2013)).

There is also uncertainty about the number of synergies. The usual practice is to exam-

ine the variance accounted for (VAF) of the experimental EMG after synergy decomposition

(Delis et al., 2014; Steele et al., 2013; Sartori et al., 2013; de Rugy et al., 2013; Moghadam

et al., 2013; Lockhart and Ting, 2007; Roh et al., 2011). In general, a fewer number of

synergies produce a lower VAF, and as the number of synergies increase, more variation in

the experimental data can be captured. Therefore, the number of synergies beyond which

no further improvement in VAF is observed is usually chosen. Unfortunately, this approach

is purely statistical and does not provide significant insight into biomechanical aspects of

muscle synergy theory.

Relation with the task and posture The dependency of synergies on the task and

posture has not been extensively investigated. Efforts have been made to find shared

synergies that can reconstruct EMG data in a variety of tasks (e.g. Zelik et al. (2014);

Sartori et al. (2013); Bizzi et al. (2008)). In the majority of the articles, however, synergies
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from a single task are studied, without explicit investigation as to if the synergies vary from

one task to another. The relationship between the task and the synergies seems to be left

unattended. The exceptions are (D’Avella et al., 2008) where proposed posture- and speed-

dependent synergies are proposed (for opposing gravity, and acceleration, respectively), and

(de Rugy et al., 2013; Moghadam et al., 2013) where the synergies are identified while also

trying to reconstruct the task forces.

de Rugy (2010) has shown that visuomotor adaptation occurs at the muscle synergy

level, suggesting the necessity of task-dependent synergies. It is, therefore, reasonable to

argue that the recruited set of synergies may depend on the intended action. For example,

the set of synergies used during a hand-writing action is perhaps different from the set

recruited during a simple grasp motion, though the same muscles are activated. One

possibility is that different sets of synergies are known to the CNS, and the CNS chooses

the appropriate set to manipulate and perform the tasks.

Therefore, information about the intended task seems to be essential in the identifi-

cation of the synergies. For this purpose, a quantifiable criterion is needed to distinguish

between tasks. I hypothesize that the desired controlled variable (equivalently the task

space) could provide such information. In this regard, the uncontrolled manifold theory

(UCM, Scholz and Schöner, 1999) can be used to identify the controlled variable in var-

ious tasks. Furthermore, the concept of task-dependent synergies aligns well with the

minimal intervention theory, which states that the CNS activates muscles to control only

the task-relevant variable (Valero-Cuevas et al., 2009b).

The possible dependency of the synergies on body posture also needs to be studied.

D’Avella et al. (2008) used cosine tuning curves to estimate the activation coefficient of their

proposed tonic and phasic synergies based on the final posture and the motion velocity,

respectively. Furthermore, the changing force production capacity and function of the

muscles with posture also highlights the importance of body state on the structure of the

synergies.
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Synergies for motion control Muscle synergies are used to control the motion in

(Lockhart and Ting, 2007; Ting and McKay, 2007; McKay and Ting, 2008; Neptune et al.,

2009; Berniker et al., 2009; Kargo et al., 2010; Allen and Neptune, 2012). However, they

all reported that a fine tuning of the synergies (by an optimization algorithm) is required

in the control of the motion. One possible reason for such fine tuning is the feed-forward

nature of the controllers in all these articles. Furthermore, despite the reduction in the

number of control inputs, the problem is still redundant, requiring an optimization routine

to solve for the best combination of the synergies.

A feedback control scheme can be used for the modulation of the synergies, thus im-

proving motion control performance. Unfortunately, despite the appealing concept of using

synergies-based controllers that act on task space variables, the literature is very limited;

only Lockhart and Ting (2007) and Ting (2007) have used the centre of mass position as

the feedback to construct a balance controller. No other article seems to be available that

employed muscle synergies for motion control using a task space representation.

Relation to optimal control It should be noted that it is still not clear whether the

synergies are the tools used by the CNS in motion control, or they are by-products of

other motor control processes. de Rugy et al. (2013) argue that the muscle activation

obtained from the solution of an optimization problem (e.g. Todorov et al., 2005) can also

be decomposed into a few synergies. In other words, an optimal pattern of muscle activities

is inherently synergistic (de Rugy et al., 2013; Steele et al., 2013). Therefore, if one assumes

that the CNS performs some form of optimization, the synergies will naturally come out

of the optimization as an inherent property of optimal solutions.

Relation to kinematic redundancy It was mentioned earlier that many observations

support the existence of a control mechanism in the task space. In this regard, it is

important to note that the dimensions of the task space is usually smaller than the number

of available degrees of freedom (the degree of freedom problem). This raises the question

of how the synergies are employed to control only a subset of degrees of freedom, and leave
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the rest uncontrolled. Furthermore, there are situations when not just the task-related

variables, but all the degrees of freedom need to be tightly controlled (e.g. reach to a

target while avoiding an obstacle). How do these situations fit in the “task space control”

theme?

There is no published study that has investigated the separation of the task and redun-

dant variables control. The only exception is the minimal intervention principle (Todorov

and Jordan, 2002a), which uses optimal control theories to show that the optimal control

is the one that puts less effort on the control of redundant variables. Nonetheless, it is

still an optimization-based model, and therefore is computationally costly. Other feedback

motion controllers for musculoskeletal systems (Todorov et al., 2005; Liu and Todorov,

2009; Mehrabi et al., 2015a,b) are optimization-based models that inherently control all

the degrees of freedom at all times, and as a result are computationally costly. The models

developed by Park and Durand (2008); Blana et al. (2009); Jagodnik and van den Bogert

(2010) are joint space controllers. Lockhart and Ting (2007) have developed feedback con-

trollers based on muscle synergies, but for systems without kinematic redundancy. Lastly,

Fu et al. (2015) have developed a controller for a kinematically redundant system; however,

only the control of the task variables are reported.

The relation between muscle synergies and task/redundant variables is not well-studied

either. The correlation between the synergies and the endpoint force has been shown in

(Bizzi et al., 1991; Ting and Macpherson, 2005). Berger and D’Avella (2014) have used a

mapping to estimate the end-point force from the measured muscle activities. Conversely,

Lockhart and Ting (2007) have used center of mass kinematics (task variable) to estimate

muscle activations in a balancing task. The missing point in all these articles is: how do

the synergies affect the redundant degrees of freedom, besides the task space?
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2.3 Motor control models

So far in this chapter, the existing knowledge about two important motor control theories

was presented (with more emphasis on muscle synergy theory). The following sections give

a review of the motor control models that are implemented based on a variety of methods,

ranging from artificial neural networks to optimization.

2.3.1 Feed-forward versus feedback controllers

Both feedback and feed-forward aspects of control are present in the human motor control.

Compensating for error and uncertainties is the important evidence for feedback control

strategy. However, in the absence of some or all sensory feedback, the CNS is still able to

perform tasks, which proves the presence of a feed-forward pathway in the motor control

mechanism. The motor control models in the literature are based on different observations,

and therefore, both feedback and feed-forward models are available.

Due to the complexity of the system, a majority of motor control models are based

on the feed-forward strategy; i.e. a set of predefined control inputs are used to drive

the system. Among these models are MOSAIC (Gomi and Kawato, 1993; Haruno et al.,

2001, 2003) and MODEM (Emadi Andani et al., 2009). A common feature of these motor

control models is their modular architecture. In these models, a control module (a trained

artificial neural network) is used to generate the control signal in a certain condition.

Multiple modules are then used to cover the range of different conditions.

Trained networks are not the only models to operate in a feed-forward manner. Most

of the optimization-based motion control models are also feed-forward (for example see

Shourijeh et al., 2017; Anderson and Pandy, 2001; Neptune et al., 2009; Sharif Shourijeh

and McPhee, 2013, 2014; Sharif Razavian et al., 2015; Sharif Razavian and McPhee, 2015).

Only a few feedback motor control models are available. Most of the feedback control mod-

els employ a hierarchical structure (Todorov et al., 2005; Liu and Todorov, 2009; DeWolf

and Eliasmith, 2011; Mehrabi et al., 2013, 2015a,b). In these motor control models, the
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first level of the controller deals with the task-related dynamics (e.g. center of mass), disre-

garding the muscle redundancy, while the second layer solves for the optimal muscle forces.

There also exist a few non-hierarchical optimal feedback controllers (Mehrabi et al., 2017;

Sharif Shourijeh et al., 2017). In (Jagodnik et al., 2015) acceptable controller performance

is achieved, using well-tuned Proportional-Integral-Derivative (PID) feedback controllers

to control the muscle activities (the body representation in this work is in the joint space).

A combination of feedback and feed-forward control structures is developed by Park and

Durand (2008) and also by Blana et al. (2009). The feedback/feed-forward models have

some of the advantages of both feedback and feed-forward control methods. In (Park and

Durand, 2008; Blana et al., 2009), artificial neural networks are trained to approximate the

steady-state inverse model of the system to provide fast control, while proportional-integral-

derivative (PID) controllers are used to compensate for errors, and to reject disturbances

to the system.

2.3.2 Model-based versus trained controllers

In another classification, the motor control models, regardless of their feedback or feed-

forward structure, can be grouped into model-based and trained controllers. The model-

based controllers are the ones that explicitly take into account the dynamics of the system

to generate the control signal. On the other hand, the trained controllers look at the

system as an input-output relation, and learn the control signal over a training period.

The advantage of the model-based controllers is their ability to perceive the change in

the dynamics of the system and act accordingly. The trained systems, on the other hand,

can only behave reliably within the ranges for which they are trained.

Many models of motor control use trained networks (some examples are Gomi and

Kawato, 1993; Haruno et al., 2001, 2003; Emadi Andani et al., 2009; Park and Durand,

2008; Blana et al., 2009). These models usually use multiple trained modules, because of

the complexity of the control problem, and the fact that only one trained network cannot
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control the system under all circumstances. The fact that the nervous system can learn

new moves and adapt to a new condition is a strong motivation for the development of

motor control models that employ trained networks.

On the other hand, some motor control models use control theory techniques to cal-

culate the proper control command. The model-based controllers also have roots in the

physiological aspects of motor control. It is thought that the cerebellum hosts internal

representations of the body, which are used in the coordination of body movements. A

great deal of attention is paid to optimal control theories and their application in control

of neuromusculoskeletal systems (Todorov et al., 2005; Liu and Todorov, 2009; DeWolf and

Eliasmith, 2011; Mehrabi et al., 2013; Anderson and Pandy, 2001; Neptune et al., 2009;

Sharif Shourijeh and McPhee, 2013, 2014). There are two issues with the optimization-

based models. One is, optimization is, in general, a very slow process, rendering it inap-

plicable for real-time control. The second issue is in the nature of the solution. Most of

the optimization-based methods in the literature deal with inverse-dynamics simulations,

where the motion is known. The few models that deal with forward dynamics simulations

only use optimization to find signals to drive the musculoskeletal system in a feed-forward

manner (Sharif Shourijeh and McPhee, 2014; Neptune et al., 2009; Anderson and Pandy,

2001; Berniker et al., 2009). Optimal feedback controllers are more scarce (Todorov et al.,

2005; Todorov and Jordan, 2002b; Sharif Shourijeh et al., 2017; Mehrabi et al., 2013,

2015a,b, 2017).

The choice of the cost function in optimization-based models is also worth discussing.

For instance, should we use the cost function that results in less fatigue, or less energy

consumption per travelled distance? The question as to which objective function gives

results closer to the natural behaviour of the CNS still has no answer.
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2.4 Application of the motor control model to func-

tional electrical stimulation

Understanding how the human motor control system works can help us design better assis-

tive technologies to improve healthy and mobility-impaired populations. One specific area

that will benefit from a realistic motor control model is the restoration of body movement

by artificial stimulation of muscles.

2.4.1 Functional electrical stimulation

Functional electrical stimulation (FES) is the process of applying external electrical pulses

to skeletal muscles or to the attached nerves, in order to generate force in the muscle and

perform actions. There are various types of electrodes to apply the stimulations, including

transcutaneous (over the skin), epimysial (on the surface of the muscle), percutaneous

(within the muscle), or nerve cuff (around the nerve that innervates the muscle). Each of

the electrode types has advantages and disadvantages that make them suitable for different

applications. The applied electric pulse also has different properties. The electric pulses

are usually in the form of a high-frequency pulse train, where the frequency, amplitude

and pulse width can all be modulated to change the muscle force.

To maintain a relatively constant force in the muscle, the frequency of the applied elec-

tric signals should be 20-40 Hz. This frequency is much higher than the 6-8 Hz frequency

of action potentials in motor units that are generated by the CNS in a normal tetanic

contraction (Lynch and Popovic, 2008). The CNS maintains the constant force with such

a low frequency by activating the motor units in an asynchronous manner (the CNS cy-

cles through different motor units). In artificial stimulations, however, the activation is

synchronous—all the motor units activate together. The third difference between the nor-

mal and artificially activated muscles is the order of motor unit recruitments. The CNS

activates smaller fast-twitch, fibres first for lower forces. The larger motor units activate
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for higher force levels. By the external stimulation, the order is reversed. The larger units

that fatigue faster are activated first. All these reasons (high stimulation frequency, syn-

chronous activation, and reverse order of recruitment) cause the rapid occurrence of muscle

fatigue when stimulated by FES.

2.4.2 FES in rehabilitation

The application of functional electrical stimulation in rehabilitation programs is relatively

new. It is shown in recent studies (Kapadia et al., 2014; Thrasher et al., 2008) that FES

can improve reach and grasping functionality of chronic and severe stroke patients. The

improvements in a variety of indices of severe patients are more significant than conven-

tional therapies. Additionally, in the chronic patients whose recovery has plateaued, FES

can still improve the hand functionality.

The results are promising that FES rehabilitation can be used for the recovery of

patients, even the severe and chronic stroke patients. The current FES control approach is

manual, and a feedback control scheme might improve the recovery even more (Lynch and

Popovic, 2008). Furthermore, the integration of FES and robotic rehabilitation programs,

in an intelligent and self-contained system, is another open area to explore.

2.4.3 Motion control with FES

Artificially stimulating the muscles to produce movements in individuals with motor im-

pairments has always been an intriguing idea; however, there are basic challenges that

prevent FES from being widely used.

The biggest challenge is associated with the complexity of the human musculoskeletal

system; it is a redundant, non-linear and noisy system with significant uncertainties. The

actuators in the human body are the muscles, many of which are co-activated by the

nervous system to produce a certain motion. We do not know how the nervous system
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calculates the required muscle activities. Thus, we have yet to mimic the same process to

produce naturally-looking motions with FES.

Many methods are presented in the literature for the control of FES devices; a few

examples are (Piazza et al., 2012; Abbas and Chizeck, 1995; Popovic and Popovic, 2007;

Bauman et al., 2011; Schearer et al., 2014). The available FES control methods vary

significantly. Finite state controllers (for example Bauman et al., 2011) are able to switch

between different states based on the measurements of the system, but during each state

the controller is essentially feed-forward. Many models use artificial neural networks to

generate the proper control signals (Abbas and Chizeck, 1995; Schearer et al., 2014; Park

and Durand, 2008). PID and sliding-mode controllers are also used for the control of

FES systems (Lynch and Popovic, 2012). However, there are few optimal feedback control

methods for FES. Furthermore, the available FES controllers do not result in a behaviour

that is close to the natural response of the human body.

Proof of concept studies for more advanced feedback controllers exist that report suc-

cessful control of simple motions (e.g. knee extension by Previdi (2002); Ajoudani and

Erfanian (2009); Kirsch et al. (2017, 2015), elbow extension by Crago et al. (1998), and

two-degree-of-freedom ankle motion by Park and Durand (2008)). However, their general-

izability to multi-degree-of-freedom and multi-muscle systems has not been reported.

Controlling the upper extremity movements with FES is a more challenging control

problem, mostly because of the larger number of degrees of freedom and the involved

muscles. Initial steps toward solving this problem include a single-muscle controller for

a one-dimensional reaching task (Freeman et al., 2009), control of isometric hand force

in a multi-muscle FES system (Schearer et al., 2014), estimation of FES-produced joint

torques during a prescribed 3D movement (Schearer et al., 2016), and feed-forward control

of the reaching tasks (Schearer et al., 2015). Popovic and Popovic (1998, 2001) have

also developed controllers for elbow extension using the measured shoulder joint velocities.

However, no feedback controller exists for the upper extremity reaching movements that

allows reaching to arbitrarily specified targets.
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The developed motion controllers in (Freeman et al., 2009; Schearer et al., 2014, 2016,

2015) have all taken a joint space approach, in which the effect of muscle activities on

joint torques are calculated, and then inverse kinematics/dynamics are used to convert

the information from task space (hand position, which is the controlled variable) to joint

space (for which the models are developed). This added complexity can be removed by

developing the formulation in the task space, and considering the effect of muscles on the

task space forces, rather than the joint torques.

2.5 Chapter summary

Here is a brief summary of the reviewed literature regarding the human motor models.

• Both feedback and feed-forward control schemes exist in the human motor control

system

• Human movement control behaves optimally, but it is uncertain that the CNS per-

forms real-time optimization

• Muscle synergy and threshold control theories are proposed as possible mechanisms

to simplify the control process

• It is suggested that the control of movements occurs in the task space

Motor control models of various complexities are developed trying to explain some of

the aforementioned aspects of motor control. Despite all the efforts taken to understand the

human motor control system, there still exist many unknowns that need to be answered.

The human motor control system is a massively complex system for which no one can

tackle all of its aspects at once. For this reason, this thesis focuses on a narrow field in

this area. Specifically, I only focus on feedback aspect of the movement control in

a task space, and I use the muscle synergy theory as the dimension reduction method.

In this narrow field of view, there are unresolved issues that need to be explored:
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• How does the CNS control the movements in real-time, while performing optimally?

• How can the nervous system control some variables (task-related) while leaving the

rest uncontrolled?

• Are muscle synergies actually useful to control the movements in complex muscu-

loskeletal systems?

• How do the muscle synergies relate to tasks? Are they shared between all tasks, or

are they task-specific?

• Where do the adaptation and motor learning fit in muscle synergy context?

In the next chapters of this thesis, a mathematical motor control framework is described

that includes all of the following aspects: 1) feedback controller for the arbitrary movement

of a general multi-DoF musculoskeletal system; 2) control of the movements in the task

space; 3) utilization of muscle synergies to simplify control; and 4) implementation for

real-time control.

This motor control framework includes a fast feedback controller in the task space for

motion planning and error compensation. Furthermore, this framework is based on an

explicit relationship between the muscle synergies and the task-related variables, which

allows for fast estimation of the muscle activations from the task requirements without the

need to solve an online optimization problem. An important advantage of this mechanistic

framework is its generalizability to arbitrary dimensions and tasks. It is also proposed

that for the efficient control of the movements, the number of synergies depends on the

intended task. Lastly, the potential of this framework to selectively control some or all of

the degrees of freedom in kinematically redundant musculoskeletal systems is explored.

Furthermore, as requested by Lynch and Popovic (2008), there is an unsatisfied need

for a real-time feedback controller that can drive FES devices efficiently, and performs

similarly to the motion control of a healthy person. The proposed motor control model

can effectively fulfil this need.
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Chapter 3

Basics of the Motor Control

Framework

This chapter introduces the proposed motor control framework and the basic ideas and

assumptions made in its development. The experimental trials performed to assess the

validity of the framework assumptions are also presented at the end of this chapter.

3.1 The task space

According to the uncontrolled manifold theory (UCM, Scholz and Schöner, 1999), the ner-

vous system tightly controls the task-related kinematic variables and leaves the unrelated

ones uncontrolled. In this thesis, the term task space is used to describe the collection of

the task-related variables that are actively controlled by the nervous system. For example,

during a reaching task, the task variables are the (x, y, z) position of the hand, and the

task space is the 3D Cartesian space. Conversely, the collection of the kinematic variables

whose variations do not affect the task form the redundant space (Figure 3.1a). It is readily

apparent that the redundant variables are functions of all the joint angles. However, it is

possible to define generalized kinematic variables that are in a subspace orthogonal to the
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Figure 3.1: (a) Because of the kinematic redundancy in the human body, there are multiple

ways to perform a certain task. The ones that are related to the task (and tightly controlled

by the nervous system) form the task space, while the ones that do not affect the task form

the redundant space. (b) An example of a redundant system (3-DoF with a 2D task space).

There is one extra (redundant) degree of freedom besides the task-related ones. (c) The

two representations of the system: the joint coordinate representation, and task/redundant

representation. The task space (x, y) is visualized with the gray surface, and the redundant

space is the line orthogonal to it.

task space. Figure 3.1b shows an example of a 3-degree-of-freedom (3-DoF) system, which

can be described by the coordinates (θ1, θ2, θ3) or (x, y, ξ). The former is the joint angle

representation, while the latter is task/redundant variable representations. The variable

ξ is any generalized coordinate lying in a subspace that is orthogonal to the task space.

It can be any of the joint angles (lor a function of them) as long as its variation does not

affect the task variables (x, y) (see Figure 3.1c).

3.2 The motor control framework

Various observations suggest that the nervous system controls only task-related kinematic

variables. Therefore, it is hypothesized that the nervous system stores task-related rep-
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resentations of the body (e.g. hand position in space, instead of joint angles). This view

separates the control of the task-related and unrelated variables, without requiring the

nervous system to continuously solve an inverse kinematic problem.

Muscle synergy theory holds the key to further simplify the control process. An individ-

ual muscle, specifically a bi-articular muscle (muscles that span two joints, e.g. hamstring)

may have a very complex function in the task space, but the co-contraction of a number

of muscles can potentially have a very clear function. Therefore, the combination of the

task-related representation of the body with the task/synergy relationship has a strong

potential to simplify the motion control in musculoskeletal systems.

In the following, the details of a general motor control framework are presented. With-

out loss of generalizability, an upper extremity reaching motion is used as an example to

show the potential of this framework.

3.2.1 Overview of the motor control framework

High-level controller

The hierarchical structure of the proposed motor control framework is shown in Figure 3.2.

The high-level controller is a feedback controller in the task space, which only deals with

the task variables (e.g. the 3D hand position), and disregards the complexities of the

musculoskeletal system. Its role is to compare the current task variables with the target

and define the task space accelerations, aref , required to achieve the goal.

In this motor control framework, this level of control is responsible for many of the

properties of the human motor control system, including path planning, error compensa-

tion, anticipation/prediction, and adaptation. Identifying detailed models of the high-level

controller is beyond the scope of this research, which is mostly focused on error compen-

sation.
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Figure 3.2: The hierarchical structure of the proposed synergy-based motor control frame-

work. The high-level controller is responsible for task space control, and outputs the task

space acceleration. The low-level controller translates this acceleration command to muscle

activations.

Low-level controller

Human motions are produced by muscle contractions. Thus, the reference acceleration

specified by the task space controller needs to be translated to muscle activations (see Fig-

ure 3.2). Muscle synergies have been used to simplify the calculations in this acceleration-

to-activation (A2A) mapping. Essentially, muscle synergies are viewed as the pre-calculated

bundles of solutions for the muscle force sharing problem (perhaps obtained through evo-

lution or practice). The details on how to obtain these synergies will be provided later in

this chapter, but for now, it is assumed that the synergies are known. The way the A2A

mapping works is depicted in Figure 3.3 and described below.

Consider an N -DoF musculoskeletal system with m muscles, for which a p-dimensional

task space (Tp) is considered:

Tp ⊂ Rp, p ≤ N (3.1)
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Figure 3.3: The schematic of the acceleration-to-activation (A2A) mapping. This example

shows the case where the task space is 3-dimensional (hand position), p = 3. An arbitrary

acceleration vector (black arrow, aref ) can be decomposed into the basis set (coloured

vectors, Bi) to find the corresponding coefficients. The same coefficients can then be

used to combine the synergies to calculate the muscle activities that result in the desired

acceleration. In this example, four synergies are shown to demonstration the concept.

It is assumed that the nervous system knows k synergies, represented in this model by

the matrix Sm×k, where each column of S contains the relative activation of the m muscles

in a single synergy. It is also assumed that the nervous system knows the effect of each

synergy in the task space (e.g. the resulting acceleration vectors, Bi, in Figure 3.3). The

collection of these acceleration vectors can be viewed as a basis set, Bp×k, for the task

space Tp. It means that any arbitrary acceleration vector in the task space (a ∈ Tp) can

be created from a linear combination of these basis vectors. Thus, the nervous system

can decompose the reference task space acceleration vector (the output of the task space

controller, aref ) onto this basis set, to calculate the coefficients (i.e. intensity) of each basis

vector. This process is analogous to solving for the coefficients vector Ck×1 in the following

equation.
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aref = Bp×kCk×1 (3.2)

The basis vectors combined with the coefficients ci produce the reference acceleration.

Likewise, the synergies (that generate the basis vectors) combined with the same coefficients

result in the muscle activations that produce the reference acceleration; i.e.:

um×1 = Sm×kCk×1 (3.3)

is the solution of the muscle force sharing problem. The proposed A2A mapping has an

important implication: it replaces the costly and time-consuming non-linear optimization

process with a linear vector decomposition problem. As a result, it is possible to implement

this method for real-time motion control. The block diagram of this process is also shown

in Figure 3.3. It should be noted that, although this problem does not necessarily have

a unique solution, it can easily be solved using a least-squares method as implemented in

lsqnonneg function in Matlab.

The underlying assumptions

Positive-decomposition Muscles are pull-only actuators. Thus only a positive muscle

activation level is meaningful. The same property is also assumed for a synergy; i.e. a

synergy cannot have a negative coefficient. Therefore, the vector decomposition mentioned

above has to be a positive decomposition (ci > 0). This requirement implies that the basis

vectors cannot all be in one half-plane. Thus, at least p+1 basis vectors are needed to span

a p-dimensional task-space with positive coefficients. For example at least four synergies

are needed to positively decompose an acceleration vector in the 3D task space.

Task-specific synergies A tight relation between the synergies and the task is assumed

in this model. The term task-specific synergies means that, for example, the synergies
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employed during a 3D reaching task (controlling the hand position) are different from the

ones during elbow flexion (controlling elbow angle). The uncontrolled manifold theory

(Scholz and Schöner, 1999) can help distinguish between different tasks by identifying the

actively controlled variables.

Principle of superposition The proposed A2A mapping (and muscle synergy theory in

general) relies on the principle of superposition. Unfortunately, the human musculoskeletal

system is a non-linear system, for which superposition may not hold in general. However,

musculoskeletal system dynamics equations reveal that under certain assumptions (body

is stationary, and the elasticity of the muscles are neglected), the relationship between

the muscle activities and the resulting task space acceleration is linear, and superposition

can be applied. In other words, the effect of co-activation of multiple synergies (the total

task space acceleration) is the same as the summation of the effects of individual synergies

(which are the basis vectors). In such a nominal condition, the A2A mapping works as

expected, but in real conditions, there will be errors in A2A estimations. However, it will

be shown in the next chapters that, because of the presence of a feedback controller, the

motion is still controllable.

3.2.2 Synergies and kinematic redundancy

There was no complication with the presented method when the number of task space

dimensions was equal to the number of degrees of freedom in the system (i.e. p = N). In

this case, there is no redundant degree of freedom. The human body, however, has usually

more degrees of freedom for the intended task (usually p < N , e.g. at least seven degrees

of freedom are involved in reaching to a point in 3D space). Therefore, the redundant

space, which is defined as the collection of the kinematic variable that do not affect the

task (Rq, q = N − p), is non-empty.

According to the uncontrolled manifold theory, the nervous system tightly controls the

task-related kinematic variables and leaves the unrelated ones uncontrolled. There is a
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significant complication inherent to this theory; the task variables (e.g. hand position) are

in general complex functions of all the joint angles. How does the nervous system activate

the muscles (which rotate the joints) to control some of the kinematic variables and leave

the others uncontrolled?

A possible solution for this issue is to restrict the task space basis vectors to have

no component in the redundant space. In other words, the task space basis vectors are

orthogonal to the redundant spaces. As a result, the activation of the task space synergies

will not produce any muscle induced acceleration in the redundant space. Consequently,

it is possible to leave the redundant variables uncontrolled, while maintaining the control

over the task variables.

In redundant systems, there may be situations where the redundant DoFs are important

and need to be actively controlled (for example to avoid an obstacle, or reach to a target

at a particular angle). Therefore, the new full-dimensional task space in the previously-

redundant system includes all the degrees of freedom, and is mathematically defined as:

T̂N = Tp ⊕Rq (T̂N ⊂ RN) (3.4)

where T̂N is the new task space and ⊕ is the direct sum that “combines” two vector spaces.

The proposed motor control framework requires synergies that are defined for a specific

task space. Thus, a new set of synergies would ideally be needed for T̂N . However, in-

creasing the dimensions of the problem exponentially increases its complexity. Therefore,

assumptions have been made to avoid such complexities.

Instead of defining new synergies for TN , the original ones (Sm×k) are augmented with

l new synergies (S̄m×l) that produce basis vectors orthogonal to the original ones. Mathe-

matically, the new basis set B̂ for T̂N is constructed as:

B̂N×(k+l) = Bp×k ⊕ B̄q×l =

[
Bp×k 0

0 B̄q×l

]
(3.5)
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which is produced by the synergies:

Ŝm×(k+l) =
[
Sm×k S̄m×l

]
(3.6)

Here, B̂ is the augmented basis set for new task space T̂N , and B̄q×l is the basis set

that spans the original redundant space. Therefore, T̂N is spanned by the collection of two

basis sets that are orthogonal to each other.

To put this in the motor control framework, the high-level controller may now define

an N -D reference acceleration vector aN×1. In an identical process to the original case, the

reference acceleration vector is decomposed into the basis set:

âN×1 =

[
ap×1

āq×1

]
ref

= B̂N×(k+l)Ĉ(k+l)×1 (3.7)

to find the coefficients of the synergies, Ĉ, which are then used as the weightings to combine

the synergies as:

um×1 = Ŝm×(k+l)Ĉ(k+l)×1 (3.8)

The resulting muscle activations, um×1, will produce the acceleration vectors aref and

āref in the original task and redundant spaces, respectively.

This orthogonal formulation, although being sub-optimal compared to a general N -D

basis set, has the advantage of decoupling the task and redundant spaces. As a result,

it is possible to switch on/off the control of the redundant DoFs by choice. The task

space controller may output a non-zero reference acceleration in the redundant space (ā 6=
0) to control it, or a zero value (ā = 0) to leave it uncontrolled (ū = 0). Because of

the architecture of the motor control framework, the condition ā = 0 does not enforce

zero acceleration—it means no acceleration produced by the muscles. Another interesting

implication of this method is the possibility of implementing a less strict controller, for a

loose control of the redundant DoFs.
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3.2.3 Taking the system dynamics into account

It is important to note that the A2A mapping uses synergies/bases that are usually ob-

tained for a stationary condition (see the next section on how synergies are obtained). For

a better control performance, velocity-dependent accelerations, gravity, and external forces

must be accounted for in the solutions for muscle activations.

The arm dynamics in the joint-space can be described as:

Mq̈ + b(q, q̇) + g(q) = JTF + f(u,q, q̇) (3.9)

where q is the vector of the joint angles, M is the inertia matrix, b contains the velocity

dependent terms, and g represents the effect of gravity. F is the vector of the external

forces in the task space, which is related to the joint space dynamics via the Jacobian

matrix J. Finally, f(u,q, q̇) represents the effects of muscle forces on the system, which

are functions of muscle activations, posture (through moment arms and muscle force-length

relation), and velocities (through muscle force-velocity relations).

In the nominal condition (no gravity, no external forces, no velocity), the muscle acti-

vations found from the acceleration-to-activation mapping (u = A2A (aref )) result in the

reference acceleration. In joint space representation:

q̈ref = M−1f(A2A (aref ),q, 0) (3.10)

However, in a general condition where the non-linear terms exist, the resulting acceler-

ation (q̈real) will be different from the desired one.

q̈real + M−1(b + g − JTF) = M−1f(A2A (aref ),q, q̇) (3.11)

Therefore, in order to have q̈real = q̈ref , one should use a corrected reference accelera-

tion (˜̈qref ) in the mapping, i.e.:
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˜̈qref = q̈ref + M−1(b + g − JTF) (3.12)

Since the task-space acceleration can be written as:

a = Jq̈ + J̇q̇ (3.13)

the corrected acceleration in the task-space will be:

ãref = J˜̈qref + J̇q̇ (3.14)

= J(q̈ref + M−1(b + g − JTF)) + J̇q̇ (3.15)

= aref + JM−1(b + g − JTF) + J̇q̇ (3.16)

This corrected acceleration accounts for the system dynamics. However, it must be

noted that this correction does not account for the force-velocity term and tendon dynam-

ics. Therefore, the muscle activations obtained from

u = A2A (ãref ) (3.17)

may still produce inaccurate accelerations because of the neglected muscle dynamics. Fur-

thermore, the neglected muscle excitation/activation dynamics also affects the reliability

of estimations. Fortunately, most of these uncertainties (i.e. unmodelled dynamics) can

be effectively compensated using the task space feedback controller.

3.3 Obtaining the synergies

Muscle synergies, if they exist, are probably formed either through evolution or practice.

They must be structured in such a way that results in the best performance in doing a task,

whether it be reducing the effort, or increasing the robustness. It is speculated that in the
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case of a familiar and well-trained action (e.g. reaching to a point in space), the synergies

are structured to maximize efficiency for the intended task. Therefore, physiological effort

minimization is the basis of the computational methods used in this thesis for synergy

extraction.

3.3.1 Synergies from factorization of data matrices

A common practice to obtain the muscle synergies is to use a computer algorithm to

unfold a set of muscle activities to reveal the underlying building blocks. Both measured

and simulated (optimal) muscle activities exhibit such modularity (Steele et al., 2013) that

can be used to identify the muscle synergies.

To unravel the synergies, multiple sets of muscle activity data (either measured or

simulated) are required. These multiple sets may include multiple trials of one task, or

multiple tasks. Regardless, a rich-enough set of muscle activity data is usually gathered

in a data matrix as:

Am×n = [u1,u2, . . . ,un] (3.18)

where m is the number of muscles, and n is number of samples. In the simplest case, the

data matrix A is assumed to be a linear combination of k muscle synergies, which can

mathematically be presented as:

Am×n = Sm×kCk×n (3.19)

where S is called the synergy matrix, with muscle synergies represented by its columns; si,j

contains the share of the ith muscle in the jth synergy. The coefficient matrix C contains

the weighting of the synergies corresponding to each sample of the data matrix.

Various algorithms have been proposed to extract the synergies, including non-negative

matrix factorization (NNMF), independent component analysis (ICA), principal compo-

nent analysis (PCA), and matrix factorization (MF). For a review of factorization algo-
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[u] = argmin {J}

Posture 1

Posture 2

ades

Posture 3

...task space: (x,y,z) hand

Figure 3.4: A large number of optimization problems are solved off-line to obtain the

synergies. In a given posture, an optimization is solved to find the optimal muscle activa-

tions that produce each of the desired task space accelerations (ades). The same process is

repeated for a variety of postures.

rithms see (Tresch et al., 2006). Among these algorithms, NNMF (initially proposed by

Lee and Seung, 2000) is the most widely used one due to its non-negativity constraint.

An NNMF problem is defined as:

minimize: e = norm(Am×n − Sm×kCk×n) (3.20)

such that S and C have non-negative elements.

Synergies with posture-dependent bases

To obtain and store the synergies in musculoskeletal simulations, a large number of op-

timization problems can be solved to mimic the human evolution/practice process. At a

given posture, the best combination of muscle activities that produce a certain task space

acceleration is found through an optimization process (see Figure 3.4). The optimization

algorithm calculates the vector of muscle activations, um×1, that minimize the following

objective function:
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um×1 = arg min

{
J = w1

1

|ades|2
|ades − a|2 + w2u

Tu

}
(3.21)

Here, J is the objective function that is minimized. ades and a are the desired and

actual task space acceleration vectors, respectively. w1 and w2 are the weighting factors

that balance the importance of the tracking error and the muscular effort terms. The

optimization is subjected to the constraints:

0 ≤ ui ≤ 1 , i ∈ {1, ..,m} (3.22)

The same optimization process is repeated for n different acceleration vectors in various

directions (see Figure 3.4) to get the samples in the matrix A as:

Am×n = [u1,u2, . . . ,un] (3.23)

Applying the NNMF to the solution matrix A gives a set of synergies at the current

posture. If the entire process is repeated for all positions/orientations in the working space,

a set of posture-dependent synergies can be defined.

These posture-dependent synergies and the corresponding task space basis vectors are

assumed to be stored in the nervous system. During motion control, they are recalled and

used in the A2A mapping to estimate muscle activations.

A problem with the application of the NNMF algorithm as described above is its sen-

sitivity to its initial guesses. In other words, there are very many local minima in the

solution space of (3.20), and the NNMF may hit a local minimum instead of the global

minimum. Therefore, when the NNMF is run for two neighbouring postures, the resulting

synergies may be substantially different. These inconsistencies adversely impact the func-

tionality of the A2A mapping. An example of this inconsistency issue is illustrated in the

top row of Figure 3.5. The data to obtain these synergies are measured EMGs in 9 different
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postures in a 2D task space (the data belongs to the experiment #1 explained in section

3.4.2). It is visible in the top plots that there is no consistency between synergies of neigh-

bouring points in the 2D task space, if NNMF is applied to the data matrices separately.

Furthermore, the corresponding basis vectors seem to point in random direction.

One approach to improving the consistency of NNMF is to use the synergies of a

neighbouring point as the initial guess for the next posture. In this approach, the algorithm

starts from one corner of the task-space with some random initial guess (see Figure 3.6).

Then the algorithm moves to the next point (posture) along the first dimension (the red

line in Figure 3.6), and uses the NNMF results of the previous point as its initial guess.

The algorithm continuous to the end of the line, and uses the previous point’s results as

the initial guess. When the first line is covered, the algorithm moves along the second

dimension (the blue lines in Figure 3.6). The algorithm uses the NNMF results of the

point in the previous line as its initial guess, until the first “page” (coloured in green)

is covered. Finally, the algorithm moves along the last dimension, and uses the NNMF

results of the points in the previous page as its initial guess, until the whole task-space is

covered.

This algorithm results in more consistent synergy matrices across the postures. An

example is shown in the second row of Figure 3.5. It is also visible that the basis vectors

from the synergies are more clustered, which improves the A2A mapping results.

Notes on posture-dependent synergies: The synergies are essentially calculated

at discrete points in space. However, during motion, the hand moves through continuous

space, where synergies are not necessarily calculated. To continue the feedback control

process, the synergies at every single point in the task-space has to be identified. The

synergies at an intermediate point can be estimated by interpolating between the mesh

points. In the nervous system, this may not be an issue, as the synergies may be confined

within neural circuits that output signals as continuous functions of body posture.
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Figure 3.5: The comparison of various synergy extraction methods. The plots show how

moving in x and y directions in the 2D task space affect the muscle activations in the syner-

gies. Each coloured surface shows the activation level of a muscle in a synergy. The panels

in the right column show the basis vectors associated with the synergies at 9 different po-

sitions in the task space. Top row: The application of NNMF with random initial guesses

to the data matrices separately in various postures. No consistency exists between the

synergies in the neighbouring points; the basis vectors are randomly distributed. Second

row: The application of NNMF to separate data matrices with specified initial guesses;

the synergies show smooth transition between neighbouring points, and the basis vectors

are more clustered. Third row: The application of the CNNMF to the concatenated data

matrix that is built by vertically stacking all the data matrices. The synergies are smooth,

and the basis vectors are essentially posture-invariant. Last row: The application of the

NNMF to the data matrix that considers all the available data as different samples. As a

result, synergies are posture-invariant, but basis vectors do change with posture.
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x

y

z

Starting point

3D task-space

Figure 3.6: The schematic of the progression through a 3D task-space. The initial point

is at the corner (the red dot). Each point along the first dimension (the red coloured line)

uses the previous point results as the initial guess of the NNMF. Moving along the second

dimension (the lines coloured blue), each point uses the result of the previous line as the

initial guess. Finally, moving along the third dimension (the green “pages”), the previous

page data is used as the initial guess of the current point.

Synergies with shared (posture-invariant) basis vectors

The method presented in the previous section results in posture-dependent synergies that

produce posture-dependent basis vectors. It is possible to overcome the inconsistency issue

mentioned earlier using a slightly different factorization approach. However, it comes at

the expense of being restricted to posture-invariant bases.

In this method, the data matrices A from all postures are vertically stacked in a larger

matrix (Shourijeh et al., 2016) as:
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Acon =


A1
m×n

A2
m×n
...

AP
m×n


mP×n

(3.24)

where Acon is the concatenated data matrix and Ai, i = 1 . . . P are the data matrices in

all P postures. Application of NNMF to this concatenated matrix (referred to as the

concatenated-NNMF, or CNNMF method) gives a concatenated synergy matrix and a

shared coefficient matrix:

Acon =


A1
m×n

A2
m×n
...

AP
m×n


mP×n

'


S1
m×k

S2
m×k
...

SPm×k


mP×k

[Ck×n] (3.25)

where each of the Si matrices represent a synergy matrix at a specific posture. In the

CNNMF formulation, the same coefficient matrix C is used to explain the data matrices

Ai. Since the acceleration vectors that the columns of Ai’s produce are the same, this

formulation implies that the synergy-produced basis vectors are the same for all postures.

An example of CNNMF that results in posture-dependent synergies and posture-invariant

bases is shown in the third row of Figure 3.5.

The posture-invariance bases are interesting from the implementation point of view.

Since the bases are the same for all postures, the A2A mapping has an easier job decom-

posing the reference acceleration vector onto the basis set, as it does not need to interpolate

the stored basis sets.

Furthermore, because the coefficient matrix is shared between all synergies in the fac-

torization, and because the original data matrix contained smooth transitions from one

point to the neighbouring one, the synergies’ transitions are also necessarily smoothly

across various postures (resolving the inconsistency issue).

40



The drawback of the CNNMF method is the possibility of sub-optimality of the ex-

traction, since some flexibility is lost as a result of using a shared coefficient matrix for all

postures. On the other hand, it has the advantage of being easier to implement.

Number of synergies

There is no systematic way to choose the number of synergies (except for the simpler cases

described in section 3.3.2). The usual practice is to pick the smallest number of synergies

that reconstruct the data with little error in an inverse manner; i.e. the goal is to explain

the data with as few synergies as possible. The reconstruction error usually decreases as

the number of synergies increase, and the number of synergies beyond which no significant

improvement is observed is usually chosen.

However, the objective in the proposed motor control framework is to maximize the

overall performance of the A2A process as a predictive method. Thus, instead of the

reconstruction error of the original data (e.g. the error in (3.20)), a quantitative measure

for the predictive capabilities of the method is needed. Therefore, the variance accounted

for (VAF) of A2A mapping results is chosen as the measure. The VAF is defined as:

V AF = 1−
∑

(ua2a − u)2∑
u2

(3.26)

where ua2a is the muscle activation calculated by the A2A mapping, and u is the gold

standard value (usually measured EMG data, or optimally calculated muscle activation).

The summation is usually taken over the entire number of muscle and samples. As it will

be shown later in this thesis, the highest VAF value is usually attained with a relatively

low numbers of synergies (k � m).

3.3.2 Synergies from optimal control

It is usually observed that the muscle activations obtained by minimizing an exertion index

(e.g. minimizing muscle force or activation) have highly modular structures (Steele et al.,
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θ

ri

musclei

fi

Figure 3.7: An example of a 1-DoF musculoskeletal system with mono-articular muscles.

A muscle’s force, f , and moment arm, r, is illustrated here.

2013). This section presents an alternative approach to identify the muscle synergies via

analytical optimal control methods.

Assume a musculoskeletal system with a 1D task space. An example is shown in

Figure 3.7, where the task variable is the joint angle, θ.

Since the model contains only mono-articular muscles, it is possible to analytically solve

for the optimal muscle activations, ai, that minimize the instantaneous cost function J :

J =
m∑
i=1

u2i (m = number of muscles) (3.27)

subject to the constraints: ∑
i

firi(θ) = T (3.28)
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and

0 ≤ ui (3.29)

The cost function J in (3.27) represents the muscular effort at each instant of time.

Equation (3.28) is the moment balancing constraint that requires the muscles to generate

a certain torque T in the task space. The muscle forces, fi, act at posture-dependent

moment arms ri(θ), which are positive for the flexors, and negative for the extensors.

The inequality constraint (3.29) enforces the activations to be positive. No explicit

upper bound (i.e. ui ≤ 1) is assumed for the activations since lower activations are strictly

preferred by the cost function, resulting in optimal activations that do not violate the

upper bound constraint. Therefore, the following arguments are only valid for sub-maximal

motions.

The muscle force can be estimated from the activation level using a Hill muscle model

as:

F = uF0maxfl(θ)fv(θ̇, u) cos(α) (3.30)

In the Hill muscle model, muscle activation, u, scales the maximum muscle force F0max .

Additionally fl and fv are force-length and force-velocity relations (Thelen, 2003) that

also alter the muscle force. Lastly, muscle force in the tendon direction is affected by the

pennation angle α.

It is possible to combine the non-linear terms in (3.28) and (3.30) and rewrite the

constraint equation (3.28) as: ∑
i

uihi(θ, θ̇) = T (3.31)

where hi(θ, θ̇) is the non-linear function that transforms muscle activity to the torque in

the operational space (similar to a Jacobian that transforms joint torque to end-effector
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Figure 3.8: The simulated transformation hBIClong as a function of the elbow flexion angle

θ and activation u, for various joint angle velocities. The plots show small dependence of

h on activation.

force); it accounts for the force-length relation fl, force-velocity relation fv, maximum force

F0max , pennation angle α, and moment arm r(θ) of muscle i. Therefore, h is positive for the

flexors and negative for the extensors. It should be noted that in (3.31), the dependency

of the force-velocity term on the activation is neglected (i.e. fv = fv(θ̇)). Figure 3.8 shows

the simulated value of h for the long head of biceps brachii as a function of elbow flexion

angle θ and activation for θ̇ = 2 rad/s. As can be seen, h is not a significant function of

activation.

To solve the optimization problem, the cost function (3.27) can be augmented using a

Lagrange multiplier, λ (Kirk, 2004).

Ĵ =
∑
i

u2i + λ

[∑
i

uihi(θ, θ̇)− T

]
(3.32)

The inequality constraints (3.29) can be rewritten using the slack variables δi in the

form:

ui − δ2i = 0 (3.33)

where δi are assumed to be unbounded. Substituting (3.33) into (3.32) yields:
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Ĵ =
∑
i

δ4i + λ

[∑
i

δ2i hi(θ, θ̇)− T

]
(3.34)∑

i

δ2i hi(θ, θ̇) = T (3.35)

At a local minimum, the gradient of the cost function should be zero.

∂Ĵ

∂δi
= 4δ3i + 2λδihi(θ, θ̇) = 0 (3.36)

One solution to this equation is:

δi = 0 (3.37)

which yields the optimal muscle activation, u∗i :

u∗i = 0 (3.38)

If δi 6= 0, (3.36) can be divided by δi to get:

2δ2i + λhi(θ, θ̇) = 0 (3.39)

which leads to:

δ2i = −λ
2
hi(θ, θ̇) (3.40)

By substituting this expression into the constraints (3.35), the Lagrange multiplier can

be found:

∑
i

[
−λ

2
hi(θ, θ̇)

]
hi(θ, θ̇) = T (3.41)
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or:

λ =
−2T∑
i h

2
i (θ, θ̇)

(3.42)

Therefore, the optimal solution (in sub-maximal contractions) can be found:

δ2i = u∗i =
hi(θ, θ̇)∑
j h

2
j(θ, θ̇)

T (3.43)

To summarize the optimal solutions are:

u∗i = 0 (3.44)

or

u∗i =
hi(θ, θ̇)∑
j h

2
j(θ, θ̇)

T (3.45)

The optimal solutions (3.44) and (3.45) are both valid answers in different situations.

When the joint torque T is positive, the solution (3.45) is valid for the flexor muscles,

which have h(θ, θ̇) > 0. For the extensors, however, h is negative resulting in a negative

(infeasible) answer if (3.45) is used. Therefore, the optimal extensor activations when

T > 0 are stated by (3.44) (i.e. no extensor activity.) The opposite argument can be

made when the joint torque is negative. In this case, the optimal extensor activations are

found using (3.45), while flexors are inactive. A subtle detail that needs to be considered

in (3.45) is that, depending on which group is active, the summation in the denominator

has to be calculated over the same-action muscles (either flexors, or extensors). Therefore,

the closed-form solution of (3.45) can be used to efficiently calculate the optimal muscle

activations that generate a certain joint torque, T .

Alternatively, it can be observed that the ratio of the activations for the same-action

muscles is independent of the required torque; they all activate with fixed (posture-dependent)

relations—the same notion as muscle synergy.
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u∗i
u∗j

=
hi
hj

= f(θ, θ̇) (3.46)

It is possible to define two synergies for this operational space: one for a positive

joint torque (flexor, Sf ), and one for a negative one (extensor, Se). One can identify two

representative muscles (i.e. a flexor and an extensor) from the full set of muscles, and

calculate the synergy ratios of (3.47) and (3.48).

sfi =


u∗i
u∗f

= hi
hf

sfi > 0

0 sfi ≤ 0
(3.47)

sei =


u∗i
u∗e

= hi
he

sei > 0

0 sei ≤ 0
(3.48)

In these relations, sfi and sei are the flexor and extensor synergy ratios for muscle i,

respectively. One can then calculate the optimal muscle activations based on the flexor

and extensor representatives (uf , ue) using the synergies:

u =
[
Sf Sei

] [ uf

ue

]
rep

(3.49)

where Sf and Se are column vectors that contain the synergy ratios sfi and sei , respectively.

The representative activations themselves can be calculated either from the optimal values

(3.45), or from any other control logic (e.g. PID). It is important to note that, regardless

of the values of (uf , ue), if the synergy ratios of (3.47) and (3.48) are used, the resulting

torque is optimally produced.

The calculation of synergy ratios are straightforward in simulations; they are the ratio

of non-linear transformation of muscle i to that of the representative muscle. Although h

is in general a function of activation, it is safe to neglect such dependency and calculate
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h|u=0.5. As will be shown in the simulation results in the next chapter, this approach results

in near-optimal solutions.

3.3.3 Static versus posture-dependent synergies

The conventional method in the literature to extract synergies from the data matrices

results in static synergies. In this context, static means that the synergies do not change

with posture. The way these methods extract synergies involves gathering the muscle

activity samples from a variety of situations. The samples in the data matrix may vary

based on the experiment or simulation; they can be snapshots of the time-varying muscle

activities, or the average of the recordings from multiple trials. Regardless, applying NNMF

to such data results in synergies that are essentially static—they are the same for all

samples. In contrast, both of the presented methods (the factorization and the analytic

methods), result in posture-dependent synergies.

As shown in the next chapter (section 4.1), by adding the flexibility to the synergies

to change with posture, it is possible to achieve higher control efficiency with a small

number of synergies. Static synergies, on the other hand, fail to consider the changing

capacity/function of the muscles as the posture changes. As a result, more synergies are

required to capture the richness of muscle activity patterns.

For the sake of completeness, a method to extract static synergies is briefly described

here. An example of static synergies is shown in the last row of Figure 3.5. To obtain these

results, the data from various postures were stacked horizontally according to:

Acon = [A1,A2, · · · ,AP ]m×Pn (3.50)

which essentially discards the dependence of the data on posture, and assumes them only

as different samples without distinguishing them (a total of Pn samples). Therefore, the

result of applying NNMF on this matrix is a set of static (posture-invariant) synergies,

which produce posture-dependent bases.
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3.4 Experimental evaluation of the methods

This section describes two experimental procedures designed to evaluate the performance

of the A2A mapping. In these experiments, it is assumed that the human movements

are governed by some high-level controller; the nature of this controller is not the focus

of these experiments. Instead, the goal of the experiments is to test whether the A2A

mapping can successfully be used to estimate muscle activities using the measured task

space kinematics/dynamics (as the outputs of the high-level controller). If the estimates

are close to the measured muscle activities, it is then possible to argue that the A2A

mapping can be used for fast and biologically plausible feedback control of musculoskeletal

systems.

In the next section, first the two experiments are described and the results are shown.

The discussion about both experiments is presented afterwards.

3.4.1 Experiment #1: synergies in 2D horizontal plane

The first experiments uses the set-up shown in Figure 3.9. This set-up includes a two-DoF

haptic robot (Quanser Inc.) that allows motion in the horizontal (table top) plane. The

subject was asked to hold and move the robot end-effector. Therefore, the task space is

the 2D (x, y) position of the hand/end-effector. The end-effector is equipped with a six-

axis force sensor (Nano25, ATI Industrial Automation, Inc.) to measure the task space

forces. The end-effector position was also measured by the robot. The subject’s arm was

suspended to remove the effects of gravity and arm/table friction (arm does not move

off-plane). The robot’s control loop and the force sensor had a 500 Hz sampling rate.

Surface electromyogram (EMG) data from eight muscles (Table 3.1) were recorded at

1926 Hz (Trigno Wireless EMG, Delsys Inc.). The EMG data was processed with the

common procedure (raw EMG → zero-mean → digital band-pass filter with 5-800 Hz cut-

off frequency→ full-wave rectify→ low-pass filter with 2 Hz cut-off frequency). The EMGs
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weight support

Figure 3.9: The set-up for experiment #1 includes a 2DoF haptic robot to measure

force/position in the 2D task space. The arm is lifted above the table surface to sup-

port its weight and minimize friction.

# Muscle # Muscle

1 Deltoid anterior 5 Brachioradialis

2 Deltoid middle 6 Triceps long

3 Deltoid posterior 7 Triceps Lateral

4 Biceps brachii 8 Pectoralis major

Table 3.1: The muscles recorded in the experiments

for each muscle were normalized with respect to the maximum voluntary contraction (see

Appendix C for more details about the experiments).

The experiment was conducted in two phases. In phase one, the synergies were ob-

tained and stored. In phase two, these synergies were used in the same A2A algorithm to

reconstruct the muscle activities during motion trials. The only difference from the original

algorithm is that the task space force vectors are used instead of the acceleration vectors

(therefore, the mapping is a force-to-activation, F2A).

Force vectors are chosen because they are easier to measure in the experiments than
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accelerations. However, working with force in the F2A mapping introduces error in the

estimation of muscle activities. Due to the dynamics of the system (i.e. inertias), the

measured hand force does not include all the information about the task space motion

(system equations are needed to account for the dynamic terms). Therefore, to reduce the

adverse effects of the arm and robot dynamics, the motion trails are conducted with high

resistive force from the robot, and at low speeds and accelerations. In this condition, the

hand/robot interaction force outweighs the dynamics effects, and the error is expected to

be small.

Phase one: obtaining the synergies

The robot end-effector was locked in 9 different positions in the task space, and in each

position, the subject applied isometric force to the end-effector. A display showed the

measured force vector, which the subject had to match with multiple targets. The target

forces were 5 N (setup’s limitation) along 15 equally-spaced directions in the horizontal

plane. The subject had to hold the force for at least 2 s within 0.5 N accuracy range to

successfully match a target.

The EMG data in each posture was averaged for each muscle in the 2-s window before

the successful target matching. The collection of these data for all 15 targets formed a

data matrix A8×15 for that specific posture. The concatenated data matrices from all 9

postures were given to the CNNMF algorithm to obtain the posture-dependent synergy

and the shared coefficient matrices (A(9×8)×15 = S(9×8)×kCk×15, with k synergies)

The basis set B corresponding to each synergy matrix was also obtained by solving the

following equation using a least square method:

F2×15 = B2×kCk×15 (3.51)

The matrix F2×15 contained the measured 2D force vectors in the 15 directions in the

specific posture.
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Phase two: motion trials and muscle activation estimation

Next, the subject performed multiple point-to-point reaching movements in the 2D task

space with self-selected speed, and the task space forces and positions were collected.

At each point during the motion, the posture-specific synergy and basis matrices were

estimated by interpolating the previously obtained matrices. Then, the measured force

vector was decomposed onto the basis set to calculate the corresponding coefficients, which

were multiplied by the synergy matrix to reconstruct the muscle activities. The only data

available to this mapping were: the current task space force (Fx, Fy) and position (x, y),

as well as the previously obtained synergy and basis matrices (S and B).

To quantify the estimation performance, VAF (3.26) is calculated, where the summation

is across all the muscles and for the entire duration of the movements. In (3.26), uA2A is

the estimated muscle activities using the presented synergy approach, which is compared

against the gold standard, u (the measured EMGs).

Results

Three subjects participated in the experiment. The experimental results (the 2D task

space) for subject #1 are shown in Figures 3.10 and 3.11 (Appendix A contains the rest of

the results). Applying the CNNMF algorithm to the collected EMG datasets results in the

posture-dependent synergy matrices, which are visualized in Figure 3.10a. The results with

three synergies (k = 3) are shown here. Each surface in the visualization of the synergies in

Figure 3.10a illustrates the variation of a muscle share in a synergy across various positions

in the task space. Associated with each synergy is a basis vector shown in Figure 3.10b.

The implementation of the CNNMF results in basis sets that are consistent across all

postures. The point-to-point motion trials in the 2D task space and the associated task

space forces are shown in Figure 3.10c. A segment is the movement from one target to the

next (5 segments in total), and the motion in each segment was repeated 10 times. Finally,

the measured EMGs during the movements are shown in Figure 3.11, super-imposed by
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the estimated activations from the presented method.

The motor control framework presented here is a general method; however, the results

(specifically the synergies) are subject-specific, and an inter-subject comparison is hard.

Therefore, only one subject’s results were shown here. The results for subject 2 and 3 are

presented in Appendix A. The three subjects’ results were similar with VAF calculated to

be 0.726± 0.005, 0.635± 0.006, and 0.661± 0.005 (for k = 3).

The effect of the number of synergies on the framework performance (VAF) as well as

the CNNMF error (e in (3.20)) is shown in Figure 3.12. Multiple runs of the method (20

sets) is performed (because CNNMF results are sensitive to the randomly-chosen initial

guesses), and Figure 3.12 shows the mean and standard deviation of the obtained results.

It can be seen that the minimum number of synergies for a 2D task space (k = 3) results

in the best VAF performance, and the inclusion of more synergies does not improve the

results. This is the reason why k = 3 was used in the presented results in Figures 3.10 and

3.11.

3.4.2 Experiment #2: synergies in a redundant system

In the second experiment, the goal has been to investigate how the assumption of the

task/redundant space orthogonality works in practice.

To tackle this problem, the experimental set-up of Figure 3.13 was designed to impose

certain constraints on the body. The subject was asked to hold the handle, and the forearm

was strapped to the armrest. As a result, the set-up allowed only two degrees of freedom: a

linear motion of the hand in the x direction (which is considered as the task space), plus a

rotation of the arm about the same axis (the redundant space, denoted by angle φ). These

two DoFs are shown in Figure 3.13.

Surface electromyogram (EMG) data from eight muscles (Table 3.1) was recorded at

1926 Hz (Trigno Wireless EMG, Delsys Inc.). The arm motion was registered at 150 Hz

(Optotrak Certus, Northern Digital Inc.), with optical markers placed on the shoulder
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Figure 3.10: The experiment #1 results, belonging to subject #1. (a) The synergies

obtained by applying CNNMF to the experimentally measured EMG data. (b) The basis

vectors associated with the synergies. (c) The motion (on the left) and force (on the right)

in the task space during the motion trials. The motion is divided into 5 segments (color

coded).
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Figure 3.12: The effect of the number of synergies on the performance of the motor control

framework. Because CNNMF is sensitive to the initial guesses, multiple runs of CNNMF

are performed. The plots show the mean and standard deviation of the results. When a

small number of synergies are used, the standard deviation is small.

(acromion process), elbow (lateral epicondyle), wrist (ulnar styloid process) and hand

(distal end of the third metacarpal bone). Force plate data was also recorded at 100 Hz

(AccuGait, Advanced Mechanical Technology, Inc.). By assuming negligible body motion,

the same forces at the hand can be sensed by the force plate beneath the stool.

The EMG data was processed with the common procedure (raw EMG→ zero-mean→
band-pass filter with 5-800 Hz cut-off frequency → full-wave rectify → low-pass filter with

2 Hz cut-off frequency). The EMGs for each muscle were normalized with respect to the

maximum voluntary contraction (see Appendix C).

Similar to experiment #1, this experiment is also conducted in multiple phases.

Phase one: obtaining the synergies

The subject was asked to exert isometric positive (push) and negative (pull) forces along

the task space, as well as positive (rotate upwards) and negative (rotate downward) torques

in the redundant space. The set-up was locked at nine different positions (three positions
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Figure 3.13: The experiment #2 set-up to study the orthogonality of the synergies in task

and redundant spaces. The apparatus allows a 1D motion along the slider (the task space,

x), and a rotation about the slider’s axis (the redundant space, φ). Therefore, the entire

systems has 2 degrees of freedom.

in the task space {close, middle, far}, each at three angles in the redundant space {0◦,
−45◦, −90◦}). Therefore, a total of 36 sessions were recorded.

The processed EMG from each of the eight muscles was averaged for the last 2 s of

the isometric force/torque production episodes. These averaged EMG data were then

normalized by the corresponding measured force (F in the task space) or torque (T in

the redundant space) to obtain the “synergies” (S) that produce unit force/torque in the

task/redundant spaces; i.e.:
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Stask =
1

F


EMG1

EMG2

...

EMG8

 (when pulling/pushing in the task space) (3.52)

Sred =
1

T


EMG1

EMG2

...

EMG8

 (when rotating up/down in the redundant space) (3.53)

(3.54)

These posture-dependent synergies and the corresponding basis set can be represented

as:

Ŝ8×4(x, φ) = [S+
task S

−
task S

+
red S

−
red] (3.55)

B̂2×4 =

[
+1 −1 0 0

0 0 +1 −1

]
(3.56)

where Stask and Sred are the task and redundant space synergies, respectively, and the

superscripts + and − denote the positive and negative directions in the two spaces. The

basis vectors are the unit force/torque in the 2D space.

Phase two: motion trials

Next, the subject was instructed to reach forward and backward along the slider with a

self-selected speed (the task is a point-to-point reach), while a small resistance was imposed

on the slider to increase the muscular activity. The redundant DoF was once fixed (locked

58



Table 3.2: The motion trials in the experiments

Trial name Redundant DoF Trial name Redundant DoF

Fixed-0 Fixed at 0◦ Controlled-0 Free, held at 0◦

Fixed-45 Fixed at -45◦ Controlled-45 Free, held at -45◦

Fixed-90 Fixed at -90◦ Controlled-90 Free, held at -90◦

Uncontrolled Free, unattended

at three different angles {0◦, −45◦, −90◦}), and once left free to rotate. In the free motion

trials, the subject was asked to actively hold the arm at specific angles {0◦, −45◦, −90◦}
while reaching forward and back. Lastly, the subject was asked to disregard the redundant

angle, and naturally move back and forth in the task space. The three sets of trials are

designated by fixed, controlled, and uncontrolled trials, respectively, and are summarized

in Table 3.2.

Phase three: EMG reconstruction

In this part, it was assumed that a task space controller (unknown nature at this moment)

had decided on the movement trajectories that satisfied the tasks mentioned above. The

task/redundant space forces are assumed to be the outputs of this high-level controller.

The goal has been to use these observed task/redundant space forces to estimate the muscle

activations. Therefore, the same procedure introduced previously in section 3.2.2 has been

used to reconstruct the muscle activities. However, instead of the acceleration vectors, the

measured force/torque vectors were used.

Mathematically, at a given sample time during the motion, the coefficients Ĉ4×1 =

[c+task, c
−
task, c

+
red, c

−
red]

T were found such that:

[
F (t)

T (t)

]
measured

= B̂2×4Ĉ4×1 (3.57)
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and then multiplied by the synergy matrix:

û(t) = Ŝ (x(t), φ(t))8×4 Ĉ4×1 (3.58)

to estimate the muscle activations.

Note 1 Since the basis vectors in (3.56) are orthonormal (they are unit vectors orthogonal

to each other), the decomposition in (3.57) is essentially a separation of positive and

negative portions of the measured force/torque.

Note 2 The synergy matrix Ŝ (x(t), φ(t)) in (3.58), is the posture-specific synergy matrix,

which is calculated by interpolating the previously obtained synergy matrices Ŝ(x, φ) in

part one, at the measured posture (x(t), φ(t)).

Note 3 It was assumed that the redundant DoF was not controlled in the fixed and

uncontrolled trials. Therefore, zero redundant space torque (T = 0) was used in (3.57)

to reconstruct the muscle activations. In the controlled trials, the redundant space torque

could not be measured; thus it was estimated as:

T = Tmax cos(φ)
d

dmax
(3.59)

In this relation, Tmax is the torque measured when the arm is resting on the fixed arm

rest at φ = 0◦ and the elbow is fully flexed. In this posture, the distance of the elbow

from the axis of rotation is dmax, which is used to scale the measured distance d during

the movements.

Results

Two subjects participated in the second experimental trials. In the following, the results

belonging to subject #1 is shown (Complete results are shown in the Appendix B).
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Figure 3.14: The synergies in experiment #2; the synergies that correspond to the task

space are shown in the top row, and the redundant space ones in the bottom row. The

plots show fitted spline functions to the measured data.

The experimentally obtained synergies are shown in Figure 3.14. These plots show

how the share of the muscles in the synergies changes across various postures. At a given

posture, (x, φ), the value of each surface corresponds to the elements of the synergy matrix

S. The plots “task+” and “task−” show the task space synergies (pushing and pulling

along the linear guide respectively), while the “redundant+” and “redundant−” plots show

the redundant space synergies (roughly translate into elevating the arm and lowering it,

respectively).

The recorded motion in the task and redundant spaces are shown in the top two rows

of Figure 3.15. The plots show the average and standard deviation of the variables in

five repetitions of the motion (reach out, rest, and return). The third row shows the

measured task space force, as well as the estimated redundant space torque. Finally, the

comparison of the measured and estimated muscle activities during movements are shown
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in the subsequent rows of Figure 3.15. To obtain these results, the measured x and φ

values at a given time are used to interpolate the synergies shown in Figure 3.14. Next,

the obtained synergy matrix, along with the measured force at this sample time are used

in (3.57) and (3.58). This process is done for the entire duration of the movement.

The presented results in Figure 3.15 are essentially subject-specific, and inter-subject

comparison is not possible. To quantify the estimation performance and compare the

subjects, the same VAF measure (3.26) is used. The calculated VAF for subjects #1 and

#2 are 0.619 and 0.587, respectively.

3.4.3 Discussion

The experimental trials presented in this section meant to evaluate the performance of the

F2A (equivalently A2A) methodology only. Therefore, not much attention was given to

how the motions are generated. Instead, the goal was to test whether the muscle activations

could be estimated using only the high-level controller’s output, which was assumed to be

the task space forces (and redundant space torque). Therefore, only the measured task

space forces and posture information were used to reconstruct the muscle activations.

The calculated VAF values (about 60%) were lower than the reported values in the

muscle synergy literature (above 90%, e.g. in Moghadam et al., 2013). There are many

reasons for this difference. The most important one is due to the approach taken. In

most of the muscle synergy studies, the VAF is calculated for how well the extracted

muscle synergies (e.g. using NNMF) can explain the same set of experimental data. In

the presented method, however, a predictive approach is taken: the muscle activations

were predicted using a different set of measurements (i.e. the task space forces/positions).

Because of the different approaches, comparing the calculated VAF with the values reported

in the literature bears little significance. The only comparable work in the literature is

(Lockhart and Ting, 2007), in which muscle activities are estimated using a feedback

balance controller. Lockhart and Ting have reported VAF>80% in various conditions;

62



x (mm)

fixed 90

200

300

400

500

phi (deg)

-80
-60
-40
-20

0

-50

0

50

F (N)

T (0.1 N.m)

delt ant

delt mid

delt post

bic

brd

tri long

tri lat

pect

time (%)
0 50 100

0

0.25 % MVC

fixed 45 fixed 0 controlled 90 controll 45 controlled 0 uncontrolled

Figure 3.15: experimental results during the motion trials in experiment #2. The measured
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are shown. The EMGs (grey lines) are overlaid with the estimated activities (black) during

the multiple motion trials
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however, to obtain these results, the same set of data that was used to train the model was

used for comparison, which potentially results in higher VAF.

The properties of the measured EMG signals are also worth discussing. The measured

surface EMG signals are less reliable at low activation levels (mostly because of the high

noise-to-signal ratio), which may be a potential source of discrepancy observed in the

results. Furthermore, the filtering of the EMG signals introduces non-linearities to the

system, which conflicts with the linearity requirement of the presented framework.

Another potential source of inaccuracy, as mentioned earlier, is the use of forces instead

of accelerations in muscle activation estimation (i.e. F2A instead of A2A). Although mo-

tions were slow and robot resistance was high, the arm and robot inertia still affected the

measurements and introduced error.

Lastly, the amplitudes of muscle activations were usually under-estimated by the method,

which is speculated to be mostly due to agonist/antagonist co-contractions and other com-

pensatory movements. Informal observations during the experiments revealed that the

estimation error decreased if the subjects were asked to relax (to eliminate co-contraction)

and fully rest their arm on the arm rest (to remove the extra muscle activities that were

required to hold the arm against gravity).

Despite all these factors, it was shown that the proposed method could (qualitatively)

capture the pattern and relative activation of the muscle activations.

It was mentioned before that the F2A methodology relies on superposition. Although

the linearity assumption was not rigorously tested in these experiments, the results suggest

that the linear scaling of the task space forces with the amplitude of the synergies is feasible.

Although the experimental results showed that the A2A method could be used to esti-

mate the muscle activities from the task space measurements, it is not conclusive whether

the presented motor control model is, in fact, the process happening in the nervous system

to control the movement. For more rigorous testing of the entire motor control model, one

should devise an experiment to isolate high-level controller from the rest of the control

loop, to verify its behaviour.
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3.5 Chapter conclusions

This chapter presented the basics of the proposed motor control framework. This frame-

work is based on a hierarchical structure. There is a high-level (task space) controller

which handles the path planning and error compensation. The output of this controller

is a command in the task space (an acceleration vector) which needs to be translated to

muscle activations. The presented acceleration-to-activation (A2A) mapping in the lower-

level of the control hierarchy performs this translation. The A2A mapping decomposes the

reference acceleration vector onto a basis set, which is produced by a number of muscle

synergies. The decomposition coefficients are then used to combine the muscle synergies

to calculate the required muscle activations.

The experimental data to evaluate the performance of the A2A mapping was also pre-

sented. The results showed that the synergy-based approach could capture approximately

60% of muscle activations variability, both in fully-determined and redundant kinematic

conditions.

In the next chapters, the application of the motor control framework to musculoskeletal

simulations as well as feedback control of functional electrical stimulation systems will be

presented.
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Chapter 4

The Motor Control Framework for

Musculoskeletal Simulations

The previous chapter presented the basics of the proposed motor control framework. This

chapter gives examples where this motor control model is used to control the motion of

musculoskeletal systems of various complexities. The examples include simulation results

of musculoskeletal systems ranging from a simple 1-DoF to a redundant 4-DoF system,

each of which emphasizes a different aspect of the motor control framework.

In the following sections, first the details of the musculoskeletal systems, the motor

control models, and the simulation results are presented. A thorough discussion about the

framework, the results and their implications is presented at the end of the chapter.

4.1 Example 1: one degree of freedom systems

4.1.1 The musculoskeletal systems

The first examples to showcase the presented motor control framework are a 2D/1-DoF

musculoskeletal forearm model (taken from Sharif Razavian et al., 2015; Sharif Shourijeh
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Figure 4.1: The 1-DoF musculoskeletal models. (a) The 2D forearm model. (b) The 3D

driver model. Although, both models are 1-DoF, the task spaces are different.

and McPhee, 2013, see Figure 4.1a) and a 3D/1-DoF human driver model (taken from

Mehrabi et al., 2015a,b, see Figure 4.1b).

The 2D forearm model consists of a single-DoF revolute joint, which allows for forearm

flexion/extension motion. Seven muscles actuate this model: brachioradialis, brachialis,

biceps brachii (long and short heads) and triceps brachii (long, lateral, and medial heads).

The physical parameters for these muscles are taken from (Sharif Shourijeh and McPhee,

2013; Garner and Pandy, 2001) and are given in Appendix E.

The 3D driver model consists of four body segments: trunk, upper arm, forearm, and

hand. The trunk is assumed to be fixed, and the upper arm is attached to the trunk using

a spherical joint. The elbow is modelled as a revolute joint, and the hand is connected

to the forearm via a universal joint. Since the hand is assumed to grip the steering wheel

firmly, the whole system has only one DoF. Therefore, knowing the steering wheel angle is

sufficient to find the arm joint angles. This argument is not valid in general, as there is one

extra DoF (forearm supination/pronation) that is neglected here for the sake of simplicity.

This model is actuated by 15 muscles listed in Mehrabi et al. (2015b).
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The muscles in both examples are modelled using the Hill-type formulation (Thelen,

2003). For simplicity (in these models as well as in the models in the next sections), only

the contractile element of the muscle model is implemented, and no explicit joint stiffness

is considered. The input to the models is the set of muscle activations, u, which result in

muscle forces that generate motion. Forward dynamics is the predictive simulation method

used in these examples.

4.1.2 The motor control model

The task space (the variable that is actively controlled in the motor control model) in the

forearm model is a 1D space containing the elbow angle (T1 = {θelbow}), while the task space

in the driver model is a 1D space containing the steering wheel angle (T1 = {θsteering}).
For simplicity, the subscripts are dropped and both angles are denoted by θ in Figure 4.1.

Although substantial differences exist in the aforementioned tasks and recruited muscles,

since the task spaces in both systems are one-dimensional, the same motor control structure

can be used to control their movements.

Since the task spaces are one-dimensional, two basis vectors are required to positively

decompose the needed reference command (one basis vector to handle positive commands,

and one for negative ones). Therefore, the task space vector decomposition in these exam-

ples is simply a separation of positive and negative portions of the high-level controller’s

command. As a result, the definition of posture-dependent muscle synergies yields a unique

solution for the force-sharing problem, thereby eliminating the need for any on-line opti-

mization, resulting in a significantly faster feedback control scheme.

The schematic of the motor control model for the 1-DoF examples is presented in

Figure 4.2. Because of the simpler structure of the task space in these cases, a simplified

version of the motor control framework is used. The output of the high-level controller,

instead of being an acceleration command, is a signed activation (a scalar value) that is

separated into two representative muscle activation signals.
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Figure 4.2: The schematic of the motor control model for the control of 1-DoF systems.

The output of the high-level controller is a signed activation. The positive and negative

portions of the signal are used to create muscle activations from the two synergy ratios.

The representative muscle activations can be found using various control methods such

as optimal control (e.g. model predictive controller, MPC, or linear quadratic regulator,

LQR) or error driven (e.g. proportional-integral-derivative, PID) controller.

To show the effectiveness of the synergies for real-time control, a simple PID controller

is used as the high-level controller as shown in Figure 4.2. The positive and negative

portions of the activation command are separated. The positive values are interpreted as

the representative muscle activation for the positive direction in the task space. Similarly,

the negative portion is interpreted as the representative activation in the negative direction.

The representative activations can subsequently be multiplied by the corresponding synergy

ratios (4.4) to calculate all muscle activations.

In these examples, the synergy ratios calculated from the optimal control method (sec-

tion 3.3.2) are employed. Applying the optimal control method to the 2D forearm model

is straightforward and is the same as the method described in section 3.3.2. The resulting

synergy ratios are shown in Figure 4.3.

For the more complex 3D driver model, however, the mathematical arguments similar to

(3.27)-(3.45) are harder to make (because of the larger number of joints, and the existence

of bi-articular muscles). However, since the model has only one DoF, it is possible to
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Figure 4.3: The synergy ratios in the 2D forearm model. Top row: the flexor synergy ratios

(representative muscle is the long head of biceps). Bottom row: the extensor synergy ratios

(representative muscle is the long head of triceps).

modify the arguments to accommodate this 3D arm as well.

Given the complex kinematics in this model, a direct solution for h (as used in (3.31)) is

challenging. An efficient method is to calculate it from the response of the musculoskeletal

system similar to the experimental procedure in Berger and D’Avella (2014). In a certain

posture, activation of each muscle will produce a torque in the task space (steering wheel

rotation). Therefore, one can define the non-linear transformation h(θ) as:

hi(θ) ,
Ti
ui

(4.1)

where ui is the activation of muscle i and Ti is the resulting torque in the task space.

Having h calculated from (4.1), it is now possible to use the constraint of (3.31), thereby

making similar arguments to calculate the optimal activations and the synergy ratios:
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Scwi =


u∗i
u∗cw

= hi
hcw

Scwi > 0

0 Scwi < 0
(4.2)

Sccwi =


u∗i
u∗ccw

= hi
hccw

Sccwi > 0

0 Sccwi < 0
(4.3)

These synergy ratios are calculated based on two representative muscle activations: a

counter-clockwise rotator and a clockwise rotator, which are denoted by the subscripts cw

and ccw, respectively.

In general, h is a function of both the steering angle and angular velocity. However,

as previously shown in the 2D forearm results (Figure 4.3), h and synergy ratios, s, are

not significantly affected by θ̇. Therefore, it is assumed that h is only a function of θ; i.e.

h = h(θ). This assumption significantly reduces the complexity of the synergies and the

memory required to store them. However, it comes at the expense of sub-optimality if

the synergy ratios of (4.2) and (4.3) are used (it will be shown later that they are close

to optimal). Furthermore, such an assumption aligns well with the concept of posture-

dependent synergies, whereas, velocity-dependency has not been reported before. The

synergy ratios for the 3D driver model are shown in Figure 4.4, where the cw and ccw

representatives are chosen to be anterior deltoid and long head of triceps, respectively.

With the synergy ratios calculated a priori, it is possible to control the musculoskeletal

system in an optimal manner by calculating only the representative muscle activations. All

other muscle activations can optimally be constructed using the synergy ratios:

u = [S+, S−]

[
u+

u−

]
(4.4)

where S+ and S− are synergy vectors with the bases in positive and negative directions

in the task space, respectively. [u+u−]T is the vector of the two representative muscle

activations.
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Figure 4.4: The synergy ratios for the 3D driver model. The representative cw and ccw

muscles are anterior deltoid and long head of triceps, respectively. The static synergies are

also shown in the plots with gray lines.

In the forearm model, the task space is the elbow flexion angle, with the positive

direction being flexion and negative being extension. The representative muscles for the

two directions are long heads of biceps and triceps brachii, respectively.

In the driver model, the task space is the steering wheel angle. The positive direction

is arbitrarily chosen to be the clockwise rotation of the steering wheel, and the negative

direction is the counter-clockwise rotation. The interesting point in this model is that

only anterior deltoid remains a counter-clockwise rotator in the entire simulated range

of motion of the steering wheel. Likewise, only triceps (long head) and latissimus dorsi

remain clockwise rotators. This observation emphasizes the importance of defining posture-

dependent synergies (for an individual), as the muscle may change function as the posture

changes.
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4.1.3 Simulation results

The simulation results for both 1-DoF models are presented here. In these simulations,

the objective was to efficiently follow a desired trajectory in their task spaces.

Two feedback control methods were used: an optimal controller (forward static opti-

mization, FSO, Sharif Shourijeh et al., 2015, 2017), and the proposed motor control models.

FSO was selected as the optimal controller because of its forward dynamics properties and

optimal behaviour Anderson2001a. It must be noted that FSO is not an optimal controller,

as the state trajectories should be specified (FSO is optimal only for the given path). For

the FSO controller, a weighted sum of the muscular effort and tracking error is considered

as the objective function:

J = w1

m∑
i=1

u2i + w2(θ − θdes)2 + w3(θ̇ − θ̇des)2 (4.5)

Two sets of simulations were run. First, the musculoskeletal systems were driven by

the optimal controller, resulting in our gold standard muscle activation patterns. In these

simulations, the activation levels of all the muscles were individually modulated by the

FSO controller for each time step. In the second set of simulations, the proposed motor

control model calculated the muscle activity levels using muscle synergies (4.4). These

muscle activities were used to drive the musculoskeletal systems.

Figure 4.5 shows the performance of the two controller methods for the forearm model.

In this figure, the FSO and the synergy-based controllers are denoted by “optimal” and

“synergy+PID”, respectively. As can be seen in this figure, the performance of the two

controllers is very close. The tracking error is comparable using the two controllers, and

the muscle activation patterns are also very similar.

The similarity of the activations resulting from the synergistic controller and the optimal

controller suggests that the synergies defined in the previous sections result in near-optimal

behaviour. The numerical values of the physiological cost (
∑

i

∫ Tf
0
u2i dt) in Table 4.1 further
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Figure 4.5: Comparison of the two control methods in the control of the 2D forearm model

show the closeness of the two methods. Previous reports (Erdemir et al., 2007) have shown

that the optimal muscle activities (calculated by the FSO controller) estimate realistic

muscle activities, which implies that the synergistic controller results in realistic activity

patterns.

Figure 4.6 presents the 3D driver model simulation results, which contains an extra set

of simulations to compare the static synergies with the posture-dependent synergies.

To obtain the static synergies, the optimal muscle activities were found such that

the musculoskeletal system followed a random motion in the task space. These time-

varying optimal muscle activities were then be gathered in the matrix A (the samples are

muscle activities in different time steps), and fed to the NNMF algorithm to find the static

synergies and time-dependent coefficients.
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Table 4.1: Comparison of the control methods in the simulation of one-DoF systems

Physiological effort† Computation time (s)§

Method forearm model driver model forearm model driver model‡

Optimal (baseline) 1 1 26.51 135.99

Synergy+PID 1.0082 1.0179 2.04× 10−2 2.25

Static synergy+PID — 1.125 — 2.25

† The reported values are normalized with respect to the baseline
§ CPU: Core i7 4790, RAM: 16Gb, running Matlab/Simulink 64 bit
‡ Total simulation time, which includes the time required for controller calculations, plus the inte-

gration time of the musculoskeletal model

Similar to the forearm model results, the optimal muscle activities are well-matched

by the optimally obtained synergies. However, the static synergies could not accurately

recreate the optimal muscle activities. This happens because the NNMF algorithm was

applied to the data matrix containing muscle activations in the entire range of steering

wheel angles. Thus, the NNMF essentially averages the relative muscle activities for the

entire range, neglecting the changing importance and function of the muscles. As a result,

some muscles are over-activated (e.g. medial head of triceps), incorrectly activated (e.g.

posterior deltoid) or even completely neglected (e.g. brachioradialis and brachialis). The

posture-dependent definition of synergies allows for high reconstruction accuracy with the

minimum number of synergies (in these cases only two synergies). The comparison of

the numerical values of the physiological cost (Table 4.1) further shows that the two static

synergies cannot reconstruct the optimal muscle activities as well as the posture-dependent

ones (the physiological cost increases by 12% using static synergies).

The synergistic motor control model performed similar to the optimal controller, but

was 2-3 orders of magnitude faster (Table 4.1). These results show that the synergistic

controller can run very fast, which is an essential requirement in many applications in-

cluding real-time control of functional electrical stimulation and rehabilitation devices (see
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Figure 4.6: Comparison of the three control methods in the control of the 3D driver model

chapter 5).

4.2 Example 2: a two degree of freedom system

4.2.1 The musculoskeletal system

In the second example, the motor control framework is used to control the motion of a

2D and 2-DoF arm model (shown in Figure 4.7). This arm model is obtained by mapping

a high-fidelity 3D arm model into a 2D space (Ghannadi et al., 2015); it consists of two

links, representing the upper arm and forearm/hand, which are connected to each other

and to the torso via 1-DoF revolute joints. Therefore, this model has 2 DoFs which allow

it to reach to any 2D point in its reachable space.
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Figure 4.7: The planar 2-DoF arm model. The task space in this model is the 2D position

of the hand.

This model is actuated by six muscle groups (shoulder and elbow flexors and extensors,

plus a bi-articular flexor and a bi-articular extensor), which are modelled using a Hill-type

formulation (Thelen, 2003).

4.2.2 The motor control model

The task in this model is to reach to arbitrary points in the 2D space. Therefore, the

task space is the 2D space defined by the (z, x) position of the hand (T2 = {(z, x)}). To

implement the motor control framework for this model (schematic shown in Figure 4.8),

the synergies that are obtained from the NNMF algorithm (non-concatenated method, as

described in section 3.3.1) are used. Figure 4.9a shows how the muscle activations in the

synergies change as the hand moves in the 2D task space, and Figure 4.9b shows the basis

vectors in the task space.

The A2A mapping calculates the muscle activations from the 2D reference acceleration
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Figure 4.8: The schematic of motor control model for the control of the 2D planar arm

model

vector that is defined by the high-level controller. In this example, a Model Predictive

Controller (MPC) is chosen as a semi-optimal high-level controller, in order to show the

diverse potential of this framework (instead of a non-optimal error-driven PID controller).

MPC requires a representation of the system (called the control-oriented model) to decide

on the optimal control commands. Since the high-level controller only considers the motion

in the task space, the control-oriented model of the MPC controller in this framework uses

a trivial kinematic model described by the state-space equations:

Ẋ =


ẋ

ż

v̇x

v̇z

 =


0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0



x

z

vx

vz

+


0 0

0 0

1 0

0 1


[
ax

az

]
(4.6)

Y =

[
1 0 0 0

0 1 0 0

]
x

z

vx

vz

 (4.7)

where x and z are the positions, vx and vz are the velocities, and ax and az are the controller

command (accelerations) in the 2D space. Y is the vector of system measurements.
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Figure 4.9: (a) The changing muscle activities in the three synergies as functions of the

hand position in the 2D task space. (b) The basis vectors in the 2D task space.

The high-level MPC controller is then designed using this linear model, with a 200-step

prediction horizon length, and 20-step control horizon length (controller sampling time is

1 ms).

To further improve the control performance, the output of the high-level controller

(the task space acceleration) is adjusted to account for system dynamics according to the

method presented in section 3.2.3.

Four control methods are compared here: 1) an optimal controller that controls all mus-
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cle activations individually; 2) an optimal controller that adjusts the synergy coefficients

instead of individual muscles; 3) the proposed motor control model with an MPC as the

high-level controller; and 4) the proposed motor control model with a PID controller as

the high-level controller. These four controllers are denoted by optimal, synergy+optimal.

synergy+MPC, and synergy+PID, respectively. The two optimal controllers are nonlinear

model predictive controllers (Mehrabi et al., 2017) with 7-step prediction horizon and the

cost function:

J = w1

m∑
i=1

∫
u2i dt+ w2

∫
(ep)

2dt+ w3

∫
(ev)

2dt+ w4

∫
(ea)

2dt (4.8)

where ep, ev, and ea are the position, velocity and acceleration error in the task space,

respectively. The weightings wi are found through trial and error and are given in Appendix

E.

4.2.3 Simulation results

The simulation results are shown here. In all simulations, the reference motion has been the

same; it is a sinusoidal movement in the z (lateral direction, see Figure 4.10). The muscle

activities and the resulting motion from the four controllers are shown in Figure 4.11.

The comparison of the physiological effort between these four controllers is presented

in Table 4.2. As it can be observed from this table and Figure 4.11, the motor control

framework with MPC and PID are both able to control the motions, however with slightly

less tracking accuracy than the two optimization-based methods. By comparing the phys-

iological effort, it is clear that the PID-based controller demands the highest effort. The

MPC-based controller uses identical motor control architecture, but is significantly more

efficient than the PID controller, and very close to the controller that optimally calcu-

lates the synergy coefficients. This example further supports the previous example results

that the A2A mapping is capable of providing computationally-efficient control of complex

movements.
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Table 4.2: The comparison of the four controller performances in the 2D planar simulations.

Optimal Synergy+optimal Synergy+MPC Synerg+PID

Effort (
∫

uTudt)† 1 1.080 1.568 2.528

CPU time (s)‡ § 93.17 85.11 30.70 12.77

† All the values are normalized with respect to optimal
‡ CPU: Core i7 4790, RAM: 16Gb, running Matlab/Simulink 64 bit
§ Total simulation time, which includes the time required for controller calculations, plus the integration

time of the musculoskeletal model
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Figure 4.11: The simulation results of the planar arm model, using the four control meth-

ods. (a) The tracking performance. (b) the resulting muscle activations.
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Figure 4.12: The schematic of the 3-DoF arm model

Lastly, the simulation results revealed that the compensatory accelerations calculated

from the dynamical equations of motion (section 3.2.3) have small effect on the tracking

performance of the motor control models. The maximum amplitude of the compensatory

acceleration turned out to be roughly 3.7% of the high-level controller’s output. Thus, in

the next examples, the system dynamics are neglected in the motor control model.

4.3 Example 3: a three degree of freedom system

4.3.1 The musculoskeletal model

In this example the musculoskeletal model is the same as the driver model described before

(Figure 4.12). The differences are: 1) the steering wheel is removed, 2) the shoulder joint

is replaced with a 2-DoF universal joint, and 3) the wrist joint is locked. As a result, this

3D arm model has three DoFs, which allows for reaching to any 3D point in the task space.
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Figure 4.13: The hierarchical structure of the synergy-based motor control framework for

the 3D 3-DoF arm model

4.3.2 The motor control model

The goal of the motor control model in this example is to drive the hand to any arbitrary

target in the 3D task-space (T3 = {(x, y, z)}). Since this model does not have any redun-

dant degrees of freedom, all of its degrees of freedom are controlled (in other words, the

uncontrolled manifold is empty, R = ∅).

The schematic of the motor control model for this example is shown in Figure 4.13.

Similar to the previous examples, this model has a hierarchical structure. The high-level

controller is a PID controller which only deals with the 3D hand position error, and dis-

regards all the complexities of the musculoskeletal system. This controller compares the

current location of the hand with the target, and defines the 3D acceleration required to

reach to the target.

The A2A mapping receives the reference acceleration, and calculates the required mus-

cle activations using the muscle synergies and the corresponding basis set. To obtain the

synergies for this A2A mapping, the NNMF method that results in posture-dependent basis

vectors (section 3.3.1) is used. This method of extracting the synergies gives higher flexi-

bility to define the synergies, resulting in more efficient control performance. Figure 4.14

illustrates the calculated synergies.
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Figure 4.14: The posture-dependent synergies that are used in the control of the 3D 3-

DoF model. In this example, six synergies are used. The plots show the variation of the

muscles’ shares in the synergies as functions of the hand’s (x, y) position. In these plots,

hand elevation is at shoulder level (z = 0).

4.3.3 Simulation results

Number of synergies

The effect of the number of synergies on the VAF and NNMF reconstruction error is shown

in Figure 4.15. In the calculation of VAF, the gold standard has been the set of optimal mus-

cle activations that produce various acceleration vectors (they are 15 uniformly-distributed

vectors in 3D space). The activations from the A2A mapping for the same acceleration

vectors were also calculated to be used in the VAF formula (3.26). Furthermore, the set of

optimal activations was fed to NNMF to calculate the reconstruction error, e.

Because the NNMF is sensitive to the initial guess, each run of the NNMF may result

in a different synergy matrix, and consequently a different estimation error. Therefore, 20
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Figure 4.15: The effect of number of synergies on (a) the NNMF reconstruction error, and

(b) the variance accounted for, in the simulation of the 3D 3-DoF arm model. Each circle

represents one run of the NNMF algorithm. The solid lines indicate the best results.

runs of NNMF are performed (shown by the circles in Figure 4.15), and the best result was

selected (shown by the solid lines). It can be seen in Figure 4.15a that by increasing the

number of synergies, the reconstruction error decreases until k = 10, after which it starts

to increase again. When 15 synergies are used, the reconstruction error is negligible, as

each synergy will include only one muscle.

The VAF measure is shown in Figure 4.15b (it should be noted that for better visual-

ization, 1−VAF is shown here). As can be seen, small numbers of synergies (four and five)

result in poor performance as expected. Counter-intuitively, we can observe that increasing

the number of synergies beyond six does not improve VAF (reasons are discussed in section

4.5). Therefore, for the next set of simulations, six synergies has been used.

Motor control performance

The closed-loop control performance of the proposed motor control framework is shown in

Figure 4.16. The desired motion is a 20 cm periodic motion in y (medial-lateral) direction
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Table 4.3: The physiological effort and computation time of the two control methods in

the simulation of 3D 3-DoF arm model

Control method Physiological effort† CPU time (s)‡ §

Optimal 1 102.51

Synergy+PID 1.0237 8.21

† The values are normalized with respect to optimal
‡ CPU: Core i7 4790, RAM: 16Gb, running Matlab/Simulink 64 bit
§ Total simulation time, which includes the time required for controller

calculations, plus the integration time of the musculoskeletal model

shown in Figure 4.16a. Two control methods are used to track the motion: the proposed

framework, and a nonlinear model predictive controller with 3-step prediction horizon and

the objective function in (4.8). In the results shown, these two controllers are denoted

by “synergy+PID” and “optimal”, respectively. The tracking error obtained from the two

controllers are shown in Figure 4.16a, with the muscle activations presented in Figure 4.16b.

The performance of the two controllers are similar in tracking error (maximum error 1 mm),

and the muscle activations are also similar (VAF = 0.974). The total physiological effort

(defined as:
∫ tf
0

uTu dt) and the CPU time of the two controllers are given in Table 4.3.

4.4 Example 4: a four degree of freedom system with

kinematic redundancy

4.4.1 The musculoskeletal model

The last example in this chapter is the application of the motor control framework to

control the motion of a kinematically redundant musculoskeletal system. This example

also uses the same 3D arm model as before (Figure 4.17a), but with a spherical joint as
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Figure 4.16: The simulation results for the 3D/3-DoF musculoskeletal system. Two control

methods are compared here: and optimal controller, an the proposed motor control model.

(a) The reference motion, and the tracking performance of the two controllers. (b) The

resulting muscle activations.
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Figure 4.17: (a) The 4-DoF redundant musculoskeletal system. (b) the task/redundant

space representation.

the shoulder (3 DoFs), and a revolute joint as the elbow (1 DoF). As a result, this model

has four degrees of freedom.

4.4.2 Motor control model for selective control of redundant de-

grees of freedom

The controller goal is to reach to 3D points in space with the hand; therefore, the task space

is the 3D Cartesian space (T3 = {(x, y, z)}). Since the model has four DoFs, there remains

one extra DoF that is irrelevant to the task (φ in Figure 4.17b); thus, the redundant space

is a 1D space containing this extra degree of freedom (R1 = {φ}).

It should be noted that all the degrees of freedom (x, y, z, φ) in this model are functions

of the joint angles, and the task and redundant spaces are orthogonal—the task-dependent

and redundant kinematic variables are independent of each other.

The proposed synergy-based motor control framework has the advantage of allowing
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Figure 4.18: The schematic of the motor control framework for the control of the redundant

system.

for the selective control of all or some of the degrees of freedom. When the task is to reach

to a 3D target, the redundant DoF may be left uncontrolled. For such selective control

of the degrees of freedom, the structure of the motor control framework remains the same

(Figure 4.18), with slight changes.

As mentioned in section 3.2.2, to control only the task-related variables, the task space

basis vectors should be orthogonal to the redundant space. This condition can be achieved

by imposing constraints on the synergy identification process. Similar to the previous

examples, synergies are found using the solutions to a large number of optimization prob-

lems. For a number of postures and desired task space acceleration vectors (ades), the

optimization algorithm calculates the vector of muscle activation that minimizes the ob-

jective function:

um×1 = arg min
0≤ui≤1

{
J = w1

1

|ades|2
|ades − a|2 + w2u

Tu

}
(4.9)

subject to the extra constraint:

ādes = φ̈ = 0 (4.10)
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The constraint (4.10) forces the resulting redundant space acceleration to be zero. The

reason for this constraint is to ensure that the activation of synergies does not impose

significant unwanted acceleration in the redundant space (to leave it uncontrolled).

The data obtained from the optimization solutions are then used in a constrained CN-

NMF (C2NNMF) to get the posture-dependent synergy matrices with shared basis sets

that produce small accelerations in the redundant space.

A linear constraint of the following form is considered for this application:

Lq×mSm×k = 0 (4.11)

The matrix L in (4.11) is a mapping from the m-dimensional muscle space to a q

dimensional effect space. This effect may be a physically meaningful measure (e.g. an

acceleration vector), or abstract (e.g. fitting the synergies in a certain shape, or forcibly

turning off certain muscles in some synergies). In this example, the effect is the acceleration

in the 1D redundant space (q = 1), and the row-matrix L1×m contains the redundant space

acceleration produced by full activation of each of the m muscles.

The iterative algorithms presented originally to solve the NNMF problem can be mod-

ified to accommodate such linear constraints. Here, the original ALS (alternating least

square) and the modification to include the linear constraint is presented.

In each iteration of the original ALS algorithm, the solutions for S and C are updated

as:

First solve for Cupdate in the equation : STSC = STA (4.12)

Then use it to solve for Supdate using : CCTST = CAT (4.13)

In order to satisfy the constraint (4.11), S must be in the null space (or kernel) of L

(NL = ker(L) = {x ∈ IRm|Lx = 0}). Therefore, the solution of S in each iteration is
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projected onto this subspace, which is equivalent to:

Sproj = PS (4.14)

where

P = NL(NT
LNL)−1NT

L (4.15)

This projection can be applied in every iteration of the NNMF algorithm after the

solution of Supdate is found in (4.13). The Matlab implementation of this algorithm is given

in Appendix D.

Using C2NNMF on the optimized muscle activation data results in synergies whose

basis set spans the task space, and produce small accelerations in the redundant space.

Therefore, the motor control structure shown in Figure 4.18 can be used to control only the

task-related variables (while leaving the movements in the redundant space uncontrolled).

To achieve full control of the motion (for example to avoid an obstacle), a new aug-

mented task space should be considered (T̂4 = {(x, y, z, φ)}). To control the motion in this

new task space, synergies with basis vectors orthogonal to the original ones (that spanned

T3) should be defined. Since the original redundant space was 1D in this example, only

two synergies would be required to control the motion in this space. These extra synergies

can also be found by solving a number of optimization problems. In a given posture, the

optimization algorithm calculates the muscle activations that minimize the cost function

(4.9) with the task space condition ades = 0, but subject to the constraints:

ādes = φ̈ = +1 or− 1 (4.16)

These constraints requires the muscles to produce zero acceleration in the original

task space (T3), and +1 or −1 (rad.s−2) acceleration in the original redundant space(R1).

The set of posture-dependent muscle activations that produce positive redundant space

acceleration are considered as one of the redundant space synergies, and the ones that
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produce negative acceleration are the other synergy. It is therefore, evident that the basis

vectors for these two synergies are B̄1 = +1 and B̄2 = −1.

Once the augmented synergy set (Ŝ) is identified (shown in Figure 4.19), the method

presented in section 3.2.2 can be used to control some or all of the arm’s degrees of freedom.

4.4.3 Simulation results

The simulation results for the 3D and 4-DoF musculoskeletal arm model are presented

here. Figure 4.20 presents the simulation results when the target motion is a 20 cm

hand elevation in the z direction. Two control methods are presented: The motor control

framework, and a non-linear model predictive controller with 3-step prediction horizon and

the cost function:

J = w1

m∑
i=1

∫
u2i dt+ w2

∫
(ep)

2dt+ w3

∫
(ev)

2dt+ w4

∫
(eφ)2dt (4.17)

in which the last term (
∫

(eφ)2dt) handles tracking in the redundant space.

The arm motion resulting from the two controllers is shown in Figure 4.20a, along with

the muscle activations presented in Figure 4.20b (The two control methods are denoted in

the results by “synergy+PID” and “optimal”). It must be noted that the synergy-based

controller leaves the redundant DoF (φ) uncontrolled, (it falls due to the gravity), whereas

the optimal controller has to control it. To obtain comparable results with the optimal

controller, it was required to follow the same φ trajectory.

The results in Figure 4.20 were obtained using five synergies. The effect of the number

of synergies on the framework performance (VAF) as well as the NNMF error (e in (3.20))

is shown in Figure 4.21. To calculate VAF in these simulations, the same equation as (3.26)

is used. The muscle activations for VAF calculations correspond to the motion shown in

Figure 4.20a. Five synergies result in the highest VAF in these simulations, which is the

number that is used in the close-loop control performance showed in .
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(a) (b)

Figure 4.19: The visualization of the synergies used for the control of the 3D 4-DoF arm

model. (a) The task space synergies, and (b) the redundant space synergies. The surfaces

show the changing muscle activities within each synergy, as the hand position changes in

a 2D horizontal space. These synergies are shown when the hand elevation is 20 cm below

the shoulder (z = −20cm), and φ = 0◦.
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Figure 4.20: The application of the motor control framework for the feedback motion

control of the 3D 4D0F musculoskeletal arm model. (a) The trajectory for the hand

position (moving 20 cm upwards), the tracking error, and the motion in the redundant

space. Two control methods are compared: an optimal controller, and the synergy-based

motor control model. (b) The muscle activations resulting from the two control methods.

With five synergies, the physiological effort (=
∫

uTudt) from the synergy-based con-

troller turned out to be only 11.6% more than that of the optimal controller. The VAF

between the optimal and synergy-produced activations also shows closeness of the results

(VAF = 0.923). The computation time, on the other hand, is reduced by 88.3% (the total

synergy+PID simulation took 5.55 s on a computer with a Core-i7 4790 CPU and 16 GB

of RAM, while the optimal controller took 49.1 s).
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Figure 4.21: The effect of the number of synergies on the performance of the motor control

framework. Because the NNMF is sensitive to the initial guesses, multiple runs of NNMF

are performed. The plots show the mean and standard deviation of the results. When a

small number of synergies are used, the variability is low.

4.5 Discussion

This chapter highlighted the potential of the proposed motor control framework in con-

trolling the movement in a variety of musculoskeletal systems. The motor control models

in all the examples were based on a hierarchical structure: a high-level control logic han-

dled path planning and error compensation in the task space, while a low-level controller

estimated the required muscle activities. It was shown that this framework was successful

in controlling the motion in the task space and redundant space, with near-optimal muscle

activations.

One should note that the proposed framework focused on the active feedback as-

pects of the movement control. In reality, however, there are numerous passive and feed-

forward pathways involved in the control of movements. For instance, passive muscle

forces may play an important role in shaping the motion of the uncontrolled degrees of

freedom. Furthermore, short-latency feedback loops (e.g. stretch reflexes) also affect the

body/environment interactions that were left unattended in this framework.
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4.5.1 High-level controller

The task-space controller chosen in most of the presented examples was a simple error-

driven PID controller. Although the PID showed acceptable results in the simulations, it

may not capture the essential properties of the human motor control system, such as pre-

diction/expectation, adaptability, and robustness. To show the potential of the framework,

an MPC controller was also used as a semi-optimal controller. It is possible to include more

complex feedback control types, such as a robust/adaptive controller in the control loop.

Furthermore, machine learning techniques may also be used as an approximation of the

complex processes in the nervous system.

It is worth noting that the human motor control system is very complex, and the

subtle changes in the goals of the task may change the underlying control mechanisms.

For instance, during a normal reaching task, the goal is to move from one point to another;

however if a joint is causing pain, another important goal is to restrict its motion. In

this framework, this would be a new and more complex task space, which would engage a

different set of high- and low-level controllers.

4.5.2 The A2A mapping

The major contribution of this research is the introduction of a method to translate task

space control commands to muscle activations. The proposed motor control framework is

based on a hierarchical structure, and the bridge between the task-space and muscle-space

control signals is a posture-dependent mapping that employs muscle synergies.

It has been argued that muscle synergies may arise from a background optimization

process (perhaps during evolution) (de Rugy et al., 2013, 2012). The presented method

relies on these arguments and defines the synergies by employing optimization tools. How-

ever, unlike the on-line optimization methods, e.g. (Todorov and Jordan, 2002b; Todorov

et al., 2005), the synergies are optimally calculated and stored off-line, and recalled during

an on-line control process in the A2A mapping.
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The A2A mapping introduced in this thesis employs muscle synergies to simplify the

calculations and reduce the processing time. In this process, it was assumed that an

internal representation of the arm (through the known basis vectors associated with each

synergy) is available to the nervous system.

Muscle synergies, if they exist, are probably formed either through evolution (prior

to the movement, an off-line method) or practice (concurrent with the movement, an on-

line method). In this thesis, the off-line learning method was implemented; however, this

assumption does not affect the generalizability of the presented motor control framework.

Another critical assumption that was made in this framework was the orthogonality

of the basis sets in the task and redundant spaces. The experimental results presented

in the previous chapter showed that, at least at the behavioural level (i.e. motion and

EMG), this assumption yields close estimations (60-70% VAF). In other words, the control

of movements in the task and redundant spaces can be separated by employing orthogonal

basis vectors, and the results are not far from reality.

The orthogonality condition simplifies the computations, as the task-related synergies

will not induce an acceleration in the redundant space and vice versa. This assumption

also introduces the ability to switch on/off the redundant space control, without the need

to change the control structure. The simulation results further showed that by assuming

orthogonal bases for the task and redundant spaces, the feedback control performance is

acceptable, and flexible control of movements in the task and redundant spaces is possible.

The downside of the orthogonality assumption, however, is the sub-optimality of the

final results. It is possible that a general (non-orthogonal) n-D basis set would result in

more efficient muscle activations. One hypothesis regarding this issue would be similar to

the idea presented by Raphael et al. (2010) and Loeb (2012). It might be possible that

in a novel situation, the nervous system starts employing the previously known solutions

(a basis set for the task space, plus another one orthogonal to the first for the redundant

space), and eventually explores the neighbouring solutions until it reaches a good-enough

solution (a non-orthogonal basis set, with possibly fewer synergies).
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Lastly, instead of the previous statistical methods (e.g. NNMF), a new model-based

approach was proposed for defining the synergies based on the principles of optimality. In

support of this optimization-based method, it has been reported that the muscle activities

estimated by optimal control approaches correlate well with experimental EMG (Erdemir

et al., 2007), and that the synergies extracted from such optimal muscle activities match

the ones extracted from the EMG data (Steele et al., 2013). The comparison between

the presented results and the synergies obtained from the common factorization methods

(NNMF) also show the plausibility of the optimal arguments. Therefore, the presented

method can be used as a theoretical model-based framework to study muscle synergy—a

tool that was not available before.

The proposed A2A mapping, despite being successful in the fast control of muscu-

loskeletal systems, has limitations including the inability to account for agonist/antagonist

muscle co-contraction, and the combination of multiple tasks.

4.5.3 Task-dependent synergies

Muscle synergy has been considered as a possible mechanism employed by the nervous

system to control movements. Previous investigations on muscle synergy usually relied

on an inverse extraction method—the synergies were extracted from the measured muscle

activities using a factorization algorithm (e.g. NNMF). These methods usually neglect the

functional aspects of synergies and their correspondence with the task.

An important assumption in this motor control framework is the dependency of the

control strategy (therefore the synergies) on the intended task. There are two schools

of thought regarding the relationship between synergies and tasks: some researchers try

to find the shared synergies that can explain muscle activities in a variety of motions

(e.g. Sartori et al. (2013); Bizzi et al. (2008)), while others look at specific tasks (e.g.

point-to-point reach, D’Avella et al. (2008), or wrist articulation, de Rugy et al. (2013)).

Task-dependent synergies have been previously mentioned (e.g. in Zelik et al. (2014)), but

no scientific method to distinguish the tasks and relate the synergies to the operational
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space has been shown. The importance of the task-related kinematics and control strategy

has been reported before (by the UCM (Scholz and Schöner, 1999), and the minimal

intervention (Todorov and Jordan, 2002a) theories, respectively). Relying on these theories

and the results presented in this thesis, one may speculate that task-specific synergies are

necessary for the efficient control of a task by the CNS.

4.5.4 Posture-dependent synergies

Posture dependence is an important assumption in this motor control framework. The

generalizability of static (posture-invariant) synergies across various postures has been

discussed before (e.g. by Torres-Oviedo, 2006). However, the added flexibility of the

posture-dependent synergies (as opposed to the fixed ones) gives a smaller set of synergies

the richness that is necessary to control complex movements.

No explicit definition of posture-dependent synergies is available in the literature (per-

haps because of the vast number of the required experimental trials). The proposed method

is superior as fewer posture-dependent synergies can account for more muscle activity vari-

ations than fixed ones. The posture dependency, as mentioned earlier in this thesis as well

as by de Rugy et al. (2012), might be an essential requirement of synergies, as muscles may

change function depending on the posture (e.g. wrist muscles (Kakei et al., 1999)). The

presented simulation results comparing the posture-dependent synergies and the fixed ones

from NNMF (section 4.1) support the hypothesis that posture-dependent synergies can re-

duce the dimensions of the control space more effectively; fewer synergies are required to

efficiently control the motion if synergies are posture-dependent.

4.5.5 Number of synergies

The number of synergies is still an uncertain matter in the literature. The data repro-

duction capability measure that is widely used in the literature has one problem: it is
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an inverse method, in which the error continually decreases by increasing the number of

synergies. Thus, one has to decide how much improvement is enough.

In the presented motor control framework, however, the reconstruction of the original

data matrices bears little significance. Instead, the performance of the A2A mapping (as a

forward, or predictive method) in estimating the muscle activations is a more meaningful

measure. It was shown in multiple examples that the best A2A performance and lowest

data reconstruction error do not correlate well. In the examples showed, there were certain

numbers of synergies (usually small) where A2A performed the best.

One explanation for these observations could be that the performance of the A2A

mapping depends on the number of synergies and how well the task space is spanned by

the basis vectors. The NNMF does not take into account the task space, and results in

a non-optimal distribution of basis vectors when a high number of synergies are used.

Therefore, counter-intuitively, more synergies do not improve the overall performance,

despite the decrease in the NNMF error.

4.5.6 Speculations on muscle synergies and motor learning

From an evolutionary point of view, the muscle synergies must be structured in such a

way that result in the best performance in doing a task. The arguments in this thesis

were based on physiological effort minimization, because a well-practised motion (such as

reaching) is physiologically efficient. However, another important performance index that

needs to be addressed is the robustness and generalizability in novel conditions (as observed

by Gentner et al., 2013). The task-specific definition of the synergies raises the important

question whether new synergies are formed for a new task, or the general-purpose synergies

would still be used. In a similar note, are they hard-coded, or do they flexibly change by

task?

One possible argument is that the synergies (especially the ones related to locomotion)

are fine-tuned over the course of human evolution, and perhaps hard-coded into the spinal
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cord circuitries (the so-called central pattern generators (Ijspeert, 2008) can be viewed as

an example). The synergies for important, repeated, and specific task (e.g. locomotion)

may be specific and fixed.

Alternatively, and especially in the context of motor learning and adaptation to new

tasks, the synergies may be viewed as flexible structures, decoded by the interneurons of

the spinal cord (similar to the concept of spinal-like regulators proposed by Raphael et al.

(2010)). It has been shown by de Rugy (2010) that the process of visuomotor adaptation

likely happens at the sensory level as well as the execution (muscle synergy) level. These

observations may be linked to the gradual performance improvement observed during motor

learning. One hypothesis regarding motor learning could be as follows: the nervous system

initially tries to control a novel task (e.g. playing violin with a bow, which has very specific

task requirements) with the available synergy sets. As the task is repeated, the nervous

system explores the neighbouring solutions, and eventually learns a new synergy set (as

well as a fine-tuned task space controller) for the specific task.

4.5.7 Other implications

The human musculoskeletal system is challenging to control due to the redundancies and

non-linearities involved. As a result, prediction of the movements in new situations (when

no measured data is available) is a difficult task. The motor control framework presented

in this thesis is a viable tool in predictive musculoskeletal simulations, where a fast and

biologically plausible motion controller is needed. The synergy-based motor control model

can replace the current state-of-the-art (optimization-based control) to produce similar

results in a fraction of the time. The example musculoskeletal simulations in this chapter

showed that the proposed motor control model has high generalizability capabilities.

The results are even more interesting from an engineering perspective. It can facilitate

the design and control of machines interacting with humans, such as prosthetic and orthotic

devices, exoskeletons, and rehabilitation robots, by allowing fast prediction of the human

behaviour. Furthermore, the motor control model has direct application to the feedback
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control of real musculoskeletal systems with functional electrical stimulation (FES). In the

next chapter, it will be shown how the same model can be used to produce upper extremity

reaching movements by electrical stimulation of the muscles.

4.6 Chapter conclusions

This chapter presented the application of the proposed motor control framework to the

movement control in musculoskeletal simulations. The examples ranged from single-DoF

to redundant four-DoF arm models. Various aspects of the motor control framework were

studied, including the high-level controller, synergy extraction methods, and handling of

kinematic redundancy. Another important application of this motor control framework

(feedback control of functional electrical stimulation devices) is presented in the next chap-

ter.
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Chapter 5

The Motor Control Framework for

FES Control

This chapter presents the application of the proposed motor control framework to the

feedback control of a functional electrical stimulation (FES) system to produce arbitrary

goal-directed reaching movements.

5.1 The experimental setup

The experimental setup is shown in Figure 5.1. The stimulation device is RehaStim V.1

with Science Mode (Hasomed GmbH, Germany), which stimulates six muscles of the left

arm (anterior and posterior deltoid, biceps and triceps brachii, pectoralis major, and the

intermediate region of trapezius). The electrical pulses are delivered to the muscles via

the electrode pads placed on the skin and over the muscle motor points (Behringer et al.,

2014). The stimulation frequency and current are fixed at 33 Hz and 20 mA, respectively,

and the stimulation pulse width is modulated using a computer running Matlab/Simulink.

The goal in this setup is to use the motor control framework as the FES controller, to

control the position of the hand, and drive it to any arbitrary target in a 2D (table-top)
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Figure 5.1: The experimental setup for testing the motor control framework as the feedback

controller for an FES system

space. For this purpose, the hand position and the forces applied to the hand are measured

using a 2D haptic robot (Quanser Inc. Canada). The robot can be programmed to be

locked in place (for isometric trials), or move with/without applying resistance (during

motion trials). The subject sits upright in front of the robot. A wrist brace is used to

restrict wrist degrees of freedom, and also firmly connect the hand to the robot’s end-

effector. To reduce the arm-table friction and keep the arm in the horizontal plane, the

arm is suspended using a sling. Since the arm always remains elevated by the sling at

a certain height, the effective number of the arm’s degrees of freedom is reduced to two;

thus, only the (x, y) position of the hand is sufficient to describe the posture. For this

argument to be valid, it is assumed that the torso movement is negligible, and there is no

independent degree of freedom for the scapula; i.e. the scapula motion is linked to the

shoulder elevation/flexion angles (through scapulohumeral rhythm, Grewal and Dickerson,

2013).

This FES controller was tested on the left arm of a healthy subject (28 year old male).

105



High-level controller

Fref

pw

Target
position

Low-level controller

F2A
mapping

Hand position

Task space 
force

pulse-widths

feedback controller
in the task space

FES

Inverse 
model

activations

a

Figure 5.2: The overview of the motor control model as the FES feedback controller

To make sure that the subject’s voluntary actions are minimized, he was asked to relax,

and no information about the target positions were visible to him.

5.2 FES controller architecture

The feedback FES controller is the real-time implementation of the synergy-based motor

control framework. The advantage of this motor control model is in its task space represen-

tation, which simplifies the calculations and allows for efficient control of the movements in

the task space. The task space in this context is defined as a 2D Cartesian space, specified

by the (x, y) position of the hand (i.e. the task space is T2 = {(x, y)}). Alternatively, for

example, if the objective were to control the elbow flexion angle only, the task space would

be a 1-dimensional space defined by elbow angle (the hand position would be irrelevant in

this case).

The schematic of the motor control framework as the FES feedback controller is shown

in Figure 5.2. The high-level controller in this implementation is a PID controller, whose
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input is the position error in the task space. This task space controller defines a 2D

reference force that is required to reach to the specified target. This force command

should be fulfilled by activating the muscles. Thus, the role of the low-level controller

is to translate the task space force command to muscle activations and consequently to

stimulation pulse width (pw), which is fed to the FES device. This force-to-activation

(F2A) mapping is essentially the same as the A2A mapping in the original motor control

framework, where basis vectors are force vectors produced by the synergies (instead of

acceleration vectors). Force vectors are used here, because they are easier to measure and

implement in the FES feedback controller. The F2A mapping is briefly explained here.

In a given posture, defined by the hand’s (x, y) position in the task space, the activation

of a single synergy would result in a certain isometric hand force. The collection of all the

force vectors produced by individual synergies is considered as the basis set for the task

space.

The known basis vectors can be used to solve for the muscle activations in real-time,

instead of the time-consuming optimization process (e.g. in Schearer et al. (2014, 2015)).

The force command defined by the task space controller can be decomposed into the basis

set to calculate the coefficient of each basis vector (Figure 5.3). Then, the synergies are

combined using the calculated coefficients to obtain the muscle activations that produce

the reference force. The schematic and block diagram of this process is shown in Figure 5.3.

5.3 Implementation of the FES controller

To implement this motor control framework as the FES controller, models of the stimulated

muscles are needed. Because of the task-dependent architecture of the motor control

framework, it is only required to identify a mapping that transforms the muscle stimulation

intensity (pw) to the task space force vector. This feature is an important advantage of

the proposed motor control model as no explicit information about the kinematics of the

body (e.g. segment lengths and joint angles) and the joint moments is necessary.
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Figure 5.3: The schematic of the force-to-activation mapping. Each synergy produces a

certain force in the task space that can be considered as a basis vector. An arbitrary

reference force, Fref , can be decomposed into this basis set, to calculate the coefficient of

each synergy, ci. Combining the synergies with the corresponding coefficients gives the

vector of muscle activations that produces the reference force.

5.3.1 Identifying pulse-width-to-force mappings

The muscle models used in this work are static input-output functions that estimate the

2D task space force from the stimulation intensity, pw, and the hand position:

Fest : R3 → R2

(pw, x, y) 7→ (Fx, Fy)
(5.1)

To obtain the muscle mappings of this form, in every point shown in Figure 5.4a,

individual muscles are isometrically stimulated (the robot is locked in place) one by one

with the patterns shown in Figure 5.4b, and the hand force/position is measured by the

robot. Using these patterns, only one muscle is active in each instant of time; therefore,

the measured force contains the contribution of a single muscle only. The stimulations are

repeated at multiple positions in the task space to account for the posture-dependence of

the produced forces.

The mapping in (5.1) is constructed by training three separate functions. The first

108



considered
work space

x

y
23

4

5 6 7

8

9

1
points tested

30 cm

(a)

time (s)
0 10 20 30 40 50 60

pu
ls

e 
w

id
th

 (
7

 s
)

0

50

100

150

200

250

300

ant delt
post delt
bic
tri
pect
trap

(b)

Figure 5.4: (a) The workspace and the points at which the stimulation profiles are applied.

The numbers inside the circles indicate the posture ID that are referred to in Figure 5.9.

(b) The stimulation profiles used to train the muscle mappings. For each muscle, the

maximum pulse width is the threshold where the stimulation becomes uncomfortable for

the subject, and the base value is the onset of feeling the stimulations on the skin (no force

is produced at this level of stimulation). These thresholds are the same for all the tested

points.

function is trained to estimate the direction of the hand force as a function of posture.

The second function estimates the maximum hand force, also as a function of posture.

Finally, the third function is the pulse-width-to-activation mapping, which is used to scale

the maximum hand force as a function of stimulation pulse width. The reason for the

separation of the force direction from its magnitude is to ensure that the direction of the

estimated force remains the same for all intensity levels (ideally this direction should only

depend on the geometry of the musculoskeletal system). Therefore, the force direction

mapping is trained despite the changing stimulation intensity and is only a function of

posture.

The direction mapping is trained using the best line of action of the measured hand

forces at various postures. This line of action is obtained by fitting a line (zero y-intercept)
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Figure 5.5: An example for the best line of action (pectoralis major muscle in the centre

of the workspace). The dots represent the measured force as the pulse-width increases.

to the measured force (as seen in Figure 5.5). Next, the unit vector, ûF , representing this

direction is found, and second-order polynomial surfaces (P(x, y)) are used to fit its ux and

uy components as functions of the hand position.

ûF =

[
ux

uy

]
=

[
P1(x, y)

P2(x, y)

]
(5.2)

Figure 5.6 shows the estimated force directions of the stimulated muscles in the 2D task

space. In these plots, the origin of the coordinate system is at the left shoulder, x is the

transverse direction with positive pointing to the right, and y is forward. The goodness of

the polynomial fit for the direction mapping is given in Table 5.1.

The amplitude mapping contains two fitted functions. The estimation of the posture-

dependent maximum muscle force is obtained using a second-order polynomial surface,

which is fitted to the maximum of the measured force amplitudes (at maximum pulse-

width) in various postures. This mapping gives the maximum hand force production

capacity of the muscle as a function of posture as:

Fmax = P(x, y) (5.3)
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Figure 5.6: The trained mappings for the direction of the force in the entire workspace.

The arrows show the direction of the force estimated by the mapping. The thick lines

represent the measured data, and the best line of action are shown with thin lines. The

force measurements are shown with 1N = 0.005m scale in this plot. The hand position is

given in the coordinate system located at the left shoulder, +x is to the right, and +y is

forward.

Figure 5.7 shows the estimated maximum task space forces of the stimulated muscles.

The goodness of the fit is given in Table 5.1.

The last mapping is used to estimate the muscle activation, a. Muscle activation in

this context is defined as the linear scaling of the maximum force, between 0 and 1:

a(pw) :=
|F (pw)|
|F (pwmax)|

(5.4)

The muscle activation is a non-linear function of the stimulation pulse width, which is

modelled as a sigmoid function with four parameters ci. During the experiments, it was
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Table 5.1: The goodness of fit for the direction, amplitude, and activation mappings.

Adjusted R-squared is given as the measure.

Ant. deltoid Post. deltoid Biceps Triceps Pectoralis Major Trapezius

ux 0.202 0.949 0.987 0.995 0.633 0.929

uy 0.126 0.945 0.784 0.886 0.727 0.918

Fmax 0.227 0.940 0.921 0.828 0.884 0.639

a 0.900 0.909 0.906 0.965 0.918 0.950
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Figure 5.7: The fitted polynomial surfaces to estimate the maximum capacity of the muscles

as functions of posture. The measured data are shown with black asterisks.
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positions in the workspace (the example belongs to the pectoralis major muscle)

observed that the activation-pw relation is not significantly affected by the posture (only

the maximum force changes by posture, see Figure 5.8). Therefore, the following mapping

is trained using the collection of the data obtained in all the postures.

a = f(pw) = c1 +
c2 − c1

1 + 10(c3−pw)c4
(5.5)

The trained amplitude mappings (The combination of the activation and Fmax map-

pings) for the stimulated muscles are shown in Figure 5.9. The quality of the sigmoid fit

(adjusted R-squared) is also given in Table 5.1 for all the muscles.

Finally, the three functions are combined to obtain the posture-dependent pulse-width-

to-force mappings for individual muscles:

Fest(pw, x, y) = ûF (x, y)Fmax(x, y)a(pw) (5.6)

where ûF , Fmax and a are the functions that estimate the force unit vector, maximum mus-

cle capacity, and activation level, respectively. The first two functions are the polynomial

surfaces, and the last one is a sigmoid function.
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Figure 5.9: The estimated force amplitudes as functions of stimulation pulse width in

various postures (identified by position ID in the plots). The amplitude estimations (black

lines) are compared against the measured force amplitudes (coloured dots).

Defining muscle activation is important in the synergy framework, as its relationship

with muscle force is linear—a feature that is necessary for the superposition principle that

is the basis of the synergy framework. Stimulation pulse width, unfortunately, does not

exhibit such a relationship. Once the required muscle activations are calculated through

the processes in the F2A mapping, an inverse mapping is required to calculate the needed

stimulation pulse widths. The inverse mapping pw = f−1(a) can be easily obtained by

taking the inverse of the sigmoid function in (5.5) as:

pw = f−1(a) = c3 −
1

c4
log

(
c2 − a
a− c1

)
(5.7)
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5.3.2 Obtaining the synergies

For the muscle synergies to be useful in the motor control framework, they need to have an

important feature: their basis vectors must span the task space in such a way that any force

vector can be a linear combination of the basis vectors with positive coefficients (muscles are

pull-only elements). This requirement implies that: 1) at least three synergies are required

to control the motion in the 2D task space, and 2) their basis vectors cannot all be in one

half-plane. Furthermore, the structure of the synergies can have a significant effect on the

efficiency and performance of the control loop. As a result, proper identification of the

synergies is a critical step in this motor control model.

Three methods are studied to obtain the synergies; one is a heuristic method, and the

other two use non-negative matrix factorization of optimal muscle activation data (once

with the CNNMF, which gives shared bases, and once with the normal NNMF, which

results in posture-dependent bases).

In the heuristic method, the muscles with similar functions are grouped together and

stimulated with fixed relative activation levels. In this context, the direction of the hand

force produced by a muscle defines its function. Therefore, the synergy 1 includes anterior

deltoid and pectoralis major muscles; synergy 2 includes posterior deltoid and trapezius

muscles; synergy 3 includes biceps brachii; finally, synergy 4 includes only triceps brachii.

The direction of forces produced by each synergy varies with posture, but as a general

rule, synergy 1 moves the hand medially, synergy 2 moves the hand laterally, synergy 3

moves the hand posteriorly, and synergy 4 moves the hand anteriorly. The synergies and

the associated basis vectors are shown in Figure 5.10.

The basis vectors that the heuristic synergies produce can successfully span the task

space (see Figure 5.10b). However, it should be noted that this property may not neces-

sarily hold in general. For instance, muscles may change function drastically across larger

or more complex task spaces. More importantly, the inclusion of more muscles makes

it harder to identify such synergies. For example, the trapezius muscle is placed in the
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Figure 5.10: The synergies and the basis sets obtained from the heuristic method. (a) The

muscle synergies, and (b) the corresponding basis sets in the 2D task space.

synergy #2 alongside the posterior deltoid, but its function is to retract the scapula and

consequently move the hand laterally and back, which is neither the same as posterior del-

toid nor biceps brachii. Therefore, considering more systematic methods to obtain useful

synergies is highly beneficial.

The factorization algorithms are used to calculate the synergies more systematically.

To start the process, a large number of optimization problems are solved. In a particular

posture, the best set of muscle activations that results in a target hand force is found. For

this purpose, the muscle mappings are used to find the estimates for the hand forces. The

target hand forces in the optimizations are 15 equally-spread vectors (with 24◦ differences)

at a given point in the horizontal plane. The optimization algorithm tries to minimize the
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objective function J :

a∗6×1 = arg min
0<ai<1

{J} (5.8)

where

J = w1

∣∣∣∣∣
(

6∑
i=1

Fi
est

)
− Ftarget

∣∣∣∣∣
2

+ w2

6∑
i=1

pwi + w3

6∑
i=1

∣∣F i
est

∣∣2 (5.9)

where the index i represents the ith muscle, and w’s are weighting factors to balance and

non-dimensionalize the terms (values given in Appendix E). In this cost function, the first

term is the constraint forcing the estimated total force being close to the target force, the

second term penalizes high stimulation intensities, and the last one has the effect of sharing

the load among similar-function muscles.

The optimal activations that produce the 15 target forces can be gathered in the matrix:

A6×15 = [a∗1, a
∗
2, . . . , a

∗
15] (5.10)

The usual practice of using NNMF is applied to this data matrix to obtain the synergy

matrix S and the coefficient matrix C as:

A6×15 ' S6×kCk×15 (5.11)

where k is the number of synergies (represented by the columns of S).

In the normal NNMF method, this process is repeated at P different postures to obtain

the posture-dependent synergies with posture-dependent bases. Figure 5.11 shows the

results when P = 16 (a 4× 4 grid in the task space).

Alternatively, the optimal activation matrices in all the P postures can be stacked in

a larger matrix and fed to the CNNMF algorithm to get the posture-dependent synergies

with shared bases:
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Figure 5.11: The synergies and the basis sets obtained from the normal NNMF. (a) The

muscle synergies, and (b) the resulting posture-dependent basis sets in the 2D task space.

A6P×15 =


A1

6×15

A2
6×15
...

AP
6×15

 =


S1
6×k

S2
6×k
...

SP6×k

Ck×15 (5.12)

The concatenated NNMF method has the advantage of giving synergies that are readily

consistent across posture (i.e. the transition of synergies from one posture to a neighbour-

ing one is always smooth). This is a feature that is hard to achieve using the normal

NNMF method (see section 3.3.1. Furthermore, as can be observed in equation (5.12),

the coefficient matrix is shared between all postures, implying that the basis vectors are

approximately posture-invariant—another feature that speeds the calculations in the F2A
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Figure 5.12: The synergies and the basis sets obtained from the concatenated-NNMF

(CNNMF). (a) The muscle synergies, and (b) the resulting shared (i.e. posture-invariant)

basis sets in the 2D task space.

mapping. Figure 5.12 shows the synergies obtained from the CNNMF method and the

corresponding basis vectors.

To get the estimate of the total hand force that each synergy produces (i.e. the basis

vectors in Figures 5.10b, 5.11b and 5.12b), the synergies obtained from any of the three

methods were fed to the muscle mappings. Therefore, one should note that the bases are

estimates themselves, rather than the exactly measured response of the muscles.

During the real-time control of the movement, the hand position is measured by the

robot, which is used to interpolate between the previously calculated synergy matrices and

basis sets, to obtain the synergies/bases at the current posture. This information is then

119



used in the F2A mapping to get the muscle activations, which are finally converted by the

inverse mapping to pulse-width commands that are sent to the FES device.

5.4 Results

In the first set of tests, isometric trials are performed. In these tests, the robot is locked in

four different locations in the task space, and the F2A algorithm estimates the stimulation

pulse widths that would generate the reference isometric hand force. Then the muscles

are stimulated with the calculated pulse widths, and the actual hand force is measured.

These trials assess the combined performance of two components of the framework: the

first component is the muscle mapping, and the second one is the F2A. The existence of

inaccuracies in each part will result in error in the force produced. Figure 5.13 shows the

reference (big circles) and the resulting hand forces (small dots, which are color coded),

as well as the root-mean-square (RMS) of the error between them. The three methods

compared are: the heuristic synergies (denoted as heuristic in the plots), the factorized

synergies with posture-dependent bases (denoted by NNMF), and the factorized synergies

with shared bases (denoted by CNNMF). Four synergies are used in all these trials. Per-

forming a one-way ANOVA test on the force error showed that no statistically significant

difference exists between the three methods (p = 0.096).

Next, the motor control model is used as the feedback motion controller for the FES

system. The closed-loop control performance is shown in Figure 5.14. To minimize the

subject’s voluntary compensations, random point-to-point movements (not visible to the

subject) are chosen as the reference trajectories. The subject was also asked to relax as

much as possible to further reduce the chance of voluntary actions. The reference and the

resulting motions are shown in Figure 5.14, with the tracking error visualized in Figure 5.15

(mean and standard deviation of the error are also reported in this figure). The one-way

ANOVA test on the target error (the distance between the reference target point and

the actual hand position) showed no statistically significant difference between the three
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Figure 5.13: The results from the isometric force production trials. Three methods for

synergy calculation are presented, all of which contain four synergies. In these tests, the

reference hand forces are six equally spaced vectors of amplitudes 5 N. To visualize the

force vectors in the 2D plane, the forces are plotted with 0.5 cm/N scale. The root mean

square (RMS) of the error is calculated as RMS =

√∑
|Ffes−Fref |2

|Fref |
.

methods (p = 0.118).

5.5 Discussion

The motor controller presented in this thesis takes advantage of the known muscle actions

in the task space, to reduce the computational time and improve control performance.

Successful implementation of the proposed motor control framework as the feedback FES

controller proved its real-time capabilities.

The experimental results showed that the choice of the synergy extraction method has

no significant effect on the isometric force production accuracy and tracking performance

of the FES controller. Comparing the mean and standard deviation of the target and path

error in Figure 5.15 further suggests that all three methods have similar performances.

The tracking performance seems to be more affected by the quality of the muscle mappings

(which is affected by various uncertainties such as fatigue and skin conditions) than by the
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Figure 5.14: The feedback control performance resulting from the three synergy calculation

methods. The plots on the left show the reference trajectories (thick grey lines) and the

actual movements (thin black lines) of the hand versus time. The plots on the right show

episodes of the randomly generated paths (grey) and the produced motion (black) in the

experiments. The starting position is indicated by the a large circle and square.
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Figure 5.15: Left column (target error): the position error between the target and the

actual hand position at the end of each reaching movement. Right column (path error):

the histogram of the error in the entire duration of the movements. These plots show the

number of sample times with the amount of error indicated by the horizontal axis. The

mean and standard deviation of the error are also reported.

choice of the synergies.

No formal study was done on the effect of muscle fatigue on the performance of the FES

controller. However, the informal observations revealed that the isometric force production

accuracy and the tracking error worsens during the course of the experiment. The quality

of the electrode pads also seemed to affect the reliability of the results. To compensate

for these uncertainties, an on-line method can be used to re-train the muscle mappings,

based on the inputs and the measurements. The development of such methods is beyond

the scope of this thesis.

To improve the proposed controller performance, it is also possible to include the system

dynamics in the calculations. As mentioned before, the hand and robot dynamics may

123



affect the results when F2A is used instead of A2A. Furthermore, all the information

stored in the controller (in the form of the synergies and the basis set) belongs to isometric

conditions. As a result, the controller performance further degrades when the velocities

are not negligible. To account for the velocity dependent accelerations and inertia effects,

the arm’s equations of motion, as well as its model parameters are needed. Unfortunately,

obtaining such information is time-consuming. In a clinical setting where therapy time is

limited, one should weight the benefit of the improved control performance over the cost

of the time spent on parameter identification.

The controller was tested on one healthy subject. Therefore, more trials are needed to

comment on the generalizability of the results. Moreover, it is unclear how the controller

will perform on clinical populations. Stroke patients, for example, may suffer from spastic

muscles, which may adversely affect the FES controller performance.

5.6 Chapter conclusions

The application of the proposed motor control model to the feedback controller of functional

electrical stimulation devices was presented. As an advantage, this control method only

required information in a task space, which disentangles the control task from many of

the complexities of the musculoskeletal system, allowing for fast feedback control of the

motions. As a result, the proposed FES controller is the first of its kind that can be used

to generate and control arbitrary movements in a task space. The experimental results

showed that the synergy-based motor control model could be used to produce movement

in the 2D task space.
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Chapter 6

Concluding Remarks

6.1 Conclusion

In this thesis, I presented a novel motor control framework for the fast and efficient con-

trol of complex musculoskeletal systems. The proposed framework includes a hierarchical

structure, with a high-level feedback controller in the task space, and a low-level controller

to translate the task space commands to muscle activations.

An important feature of this motor control framework was its task space representation.

The control loop was based on the task space variables—the kinematic variables that are

controlled in a task, e.g. hand position in reaching movements. Since the task space

controller was separated from the complex dynamics of the system, its structure could be

very simple, and for most of the examples an error-driven PID controller was employed.

The output of the task space controller was the acceleration (force in the experimental

studies) that the hand had to have in order to finish the task.

The task space acceleration command was then translated into the needed muscle acti-

vations using a complex mapping (called acceleration-to-activation, A2A, mapping in this

text). The A2A mapping could quickly estimate the required muscle activations by de-

composing the reference acceleration vector onto a basis set of the task space. The basis
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vectors themselves are the actions of a number of muscle synergies on the task space; i.e.

the activation of each synergy produces a certain acceleration in the task space, which can

be considered as a basis vector. Decomposition of the reference acceleration onto the basis

set then defines how the synergies should be combined to calculate the muscle activations.

The two main assumptions in this motor control model are 1) dependency of the control

structure (high-level controller, and the underlying muscle synergies) on the task; and 2)

dependency of the muscle synergies on the posture. These two assumptions allowed for

efficient control of movements in a variety of examples.

The musculoskeletal simulations showed the potential of the proposed motor control

framework as a biologically plausible motion controller for predictive simulations. Another

important application of this framework was shown to be the novel feedback controller for

functional electrical stimulation devices.

6.2 Summary of contributions

In summary, this research has made the following contributions to the field of motor control

modelling and rehabilitation:

Motor control modelling

• Developed a biologically plausible motor control framework based on muscle synergy

• Showed the potential of muscle synergies to control movements

• Implemented the real-time near-optimal controller for musculoskeletal systems

• Showed the potential of the motor control framework for subject-specific applications

• Introduced the task-based motor control architecture
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Muscle synergy

• Introduced and implemented two methods to identify task-specific synergies (concatenated-

NNMF and optimization-based)

• Implemented a constrained-NNMF algorithm to impose linear constraints on muscle

synergy extraction methods

• Proposed the concept of posture-dependent synergies

• Introduced the importance of task on the definition of muscle synergies

• Introduced the concept of orthogonal synergies for kinematically redundant systems

• Presented an alternate method to choose the number of synergies based on the closed-

loop control performance

Neuromuscular systems

• Provided insight into the possible mechanisms of human motor control through math-

ematical modelling

• Introduced constraints on the number of synergies based on the dimensions of the

task space

Rehabilitation

• Developed the first of its kind feedback controller for FES devices

• Proposed a novel approach for subject-specific tuning of the FES controller

6.3 Recommendations for future research

Although the experimental trials evaluated the performance of the A2A mapping as a

predictive tool, they were not conclusive whether the same principles are responsible in

the human motor control system. More advanced experiments are required to reshape the

proposed framework as a motor control theory.
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Another interesting extension to the proposed framework is its application to rhythmic

motions (i.e. gait). In the presented framework, the synergies were defined based on the

task variables, which only included some kinematic variables (i.e. positions/angles). In

rhythmic motions, time (or perhaps the phase in the rhythm cycle) is another important

dimension that may influence the best solution for muscle activations (i.e. the synergies).

Synergies as time-dependent patterns have been introduced before (e.g. by D’Avella and

Tresch, 2001; D’Avella et al., 2008; Bizzi et al., 2008); this idea can be extended to define

synergies not as fixed functions of time, but rather as flexible structures that change based

on the phase of the cycle, as well as posture.

On the FES side, the logical next step is to test the proposed method on more subjects

(possibly include clinical populations) to evaluate the sensitivity of the results to subject

variability and other uncertainties that may arise in impaired patients.

The inclusion of an adaptive method to re-train the muscle mapping during the exercise

(to account for muscle fatigue, the changes to the properties of electrode/skin interface,

and other uncertainties) seems to be another important future step.

The presented FES controller worked well for the reaching movements in a 2D space.

However, the activities of daily living mostly require reaching to points in the 3D space

(e.g. bringing the hand to mouth). The proposed motor control framework is capable

of handling another dimension in the task space; however, the presence of gravity (which

destabilizes the arm) may challenge the controller.

FES seems to be an effective rehabilitation program for stroke and incomplete spinal

cord injury patients, because it activates natural sensory and motor pathways in the pe-

ripheral nervous system (which is thought to expedite neuroplasticity). Concurrent activ-

ities in the peripheral and central nervous systems also seem to improve recovery. Thus,

brain-computer interface devices (e.g. electroencephalogram, EEG) that monitor patients’

cortical activities have gained attention in rehabilitation. The goal is to match the pa-

tient’s intentions with the artificially produced movements to stimulate neuro-recovery. A

third promising paradigm is the robotic rehabilitation, which targets an increased number
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of repetitions (also a stimulant of neuroplasticity). Therefore, the combination of these

three programs (FES, EEG, and robot) may be a game-changer in rehabilitation.
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Latash, M., Levin, M., Scholz, J., and Schöner, G. (2010). Motor control theories and their

applications. Medicina (Kaunas, . . . , 46(6):382–392.

Lee, D. D. and Seung, H. S. (2000). Algorithms for non-negative matrix factorization.

Advances in Neural Information Processing Systems, 13(1):556–562.

Lillicrap, T. P. and Scott, S. H. (2013). Preference Distributions of Primary Motor Cortex

Neurons Reflect Control Solutions Optimized for Limb Biomechanics. Neuron, 77(1):168–

179.

Liu, D. and Todorov, E. (2009). Hierarchical optimal control of a 7-DOF arm model. In

2009 IEEE Symposium on Adaptive Dynamic Programming and Reinforcement Learning,

number 2, pages 50–57. IEEE.

Lockhart, D. B. and Ting, L. H. (2007). Optimal sensorimotor transformations for balance.

Nature Neuroscience, 10(10):1329–36.

Loeb, G. E. (2012). Optimal isn’t good enough. Biological cybernetics, 106(11-12):757–65.

Lynch, C. L. and Popovic, M. R. (2008). Functional Electrical Stimulation. IEEE Control

Systems Magazine, 28(2):40–50.

Lynch, C. L. and Popovic, M. R. (2012). A comparison of closed-loop control algorithms for

regulating electrically stimulated knee movements in individuals with spinal cord injury.

IEEE transactions on neural systems and rehabilitation engineering : a publication of

the IEEE Engineering in Medicine and Biology Society, 20(4):539–48.

McKay, J. L. and Ting, L. H. (2008). Functional muscle synergies constrain force produc-

tion during postural tasks. Journal of biomechanics, 41(2):299–306.

136



Mehrabi, N., Sharif Razavian, R., Ghannadi, B., and McPhee, J. (2017). Predictive Simu-

lation of Reaching Moving Targets Using Nonlinear Model Predictive Control. Frontiers

in Computational Neuroscience, 10(143).

Mehrabi, N., Sharif Razavian, R., and McPhee, J. (2013). A Three-Dimensional Mus-

culoskeletal Driver Model to Study Steering Tasks. In Proceedings of the ASME 2013

International Design Engineering Technical Conferences and Computers and Informa-

tion in Engineering Conference IDETC/CIE 2013, volume 7A, pages 1–8, Portland,

Oregon, USA. ASME.

Mehrabi, N., Sharif Razavian, R., and McPhee, J. (2015a). A Physics-Based Musculoskele-

tal Driver Model to Study Steering Tasks. Journal of Computational and Nonlinear

Dynamics, 10(2):021012.

Mehrabi, N., Sharif Razavian, R., and McPhee, J. (2015b). Steering disturbance rejection

using a physics-based neuromusculoskeletal driver model. Vehicle System Dynamics,

53(10):1393–1415.

Meyer, A. J., Eskinazi, I., Jackson, J. N., Rao, A. V., Patten, C., and Fregly, B. J. (2016).

Muscle Synergies Facilitate Computational Prediction of Subject-Specific Walking Mo-

tions. Frontiers in Bioengineering and Biotechnology, 4:77.

Moghadam, M. N., Aminian, K., Asghari, M., and Parnianpour, M. (2013). How well

do the muscular synergies extracted via non-negative matrix factorisation explain the

variation of torque at shoulder joint? Computer methods in biomechanics and biomedical

engineering, 16(3):291–301.

Moran, D. and Schwartz, A. B. (1999). Motor Cortical Representation of Speed and

Direction During Reaching. Journal of Neurophysiology, 82:2676–2692.

Morasso, P. (1981). Spatial control of arm movements. Experimental Brain Research,

42:223–227.

137



Neptune, R. R., Clark, D. J., and Kautz, S. A. (2009). Modular control of human walking:

a simulation study. Journal of Biomechanics, 42(9):1282–7.

Park, H. and Durand, D. M. (2008). Motion control of musculoskeletal systems with

redundancy. Biological Cybernetics, 99(6):503–16.

Perotto, A. and Delagi, E. F. (2011). Anatomical guide for the electromyographer : the

limbs and trunk. Charles C Thomas, Springfield, Illinois, 5 edition.

Piazza, S., Torricelli, D., Brunetti, F., Del-Ama, a. J., Gil-Agudo, A., and Pons, J. L.

(2012). A novel FES control paradigm based on muscle synergies for postural rehabilita-

tion therapy with hybrid exoskeletons. Conference proceedings : ... Annual International

Conference of the IEEE Engineering in Medicine and Biology Society. IEEE Engineering

in Medicine and Biology Society. Conference, 2012:1868–71.

Popovic, D. and Popovic, M. (1998). Tuning of a nonanalytical hierarchical control system

for reaching with FES. IEEE Transactions on Biomedical Engineering, 45(2):203–212.

Popovic, D. and Popovic, M. (2007). Control for therapeutic functional electrical stimu-

lation. In 11th Mediterranean Conference on Medical and Biomedical Engineering and

Computing, pages 3–6.

Popovic, M. and Popovic, D. (2001). Cloning biological synergies improves control of elbow

neuroprostheses: Simulating natural control of the extremities using inductive learning.

IEEE Engineering in Medicine and Biology Magazine, 20(1):74–81.

Previdi, F. (2002). Identification of black-box nonlinear models for lower limb movement

control using functional electrical stimulation. Control Engineering Practice, 10(1):91–

99.

Raphael, G., Tsianos, G. a., and Loeb, G. E. (2010). Spinal-like regulator facilitates control

of a two-degree-of-freedom wrist. The Journal of neuroscience : the official journal of

the Society for Neuroscience, 30(28):9431–9444.

138



Roh, J., Cheung, V. C. K., and Bizzi, E. (2011). Modules in the brain stem and spinal

cord underlying motor behaviors. Journal of neurophysiology, 106(3):1363–78.

Safavynia, S. A., Torres-Oviedo, G., and Ting, L. H. (2011). Muscle Synergies: Implications

for Clinical Evaluation and Rehabilitation of Movement. Topics in spinal cord injury

rehabilitation, 17(1):16–24.

Sartori, M., Gizzi, L., Lloyd, D. G., and Farina, D. (2013). A musculoskeletal model of

human locomotion driven by a low dimensional set of impulsive excitation primitives.

Frontiers in computational neuroscience, 7(June):79.

Schearer, E. M., Liao, Y.-W., Perreault, E. J., Tresch, M., Memberg, W. D., Kirsch, R. F.,

and Lynch, K. M. (2016). Semiparametric Identification of Human Arm Dynamics for

Flexible Control of a Functional Electrical Stimulation Neuroprosthesis. IEEE Transac-

tions on Neural Systems and Rehabilitation Engineering, 24(April):1–1.

Schearer, E. M., Liao, Y.-W., Perreault, E. J., Tresch, M. C., Memberg, W. D., Kirsch,

R. F., and Lynch, K. M. (2014). Multi-Muscle FES Force Control of the Human Arm for

Arbitrary Goals. IEEE Transactions on Neural Systems and Rehabilitation Engineering,

22(3):654–663.

Schearer, E. M., Liao, Y.-W., Perreault, E. J., Tresch, M. C., Memberg, W. D., Kirsch,

R. F., and Lynch, K. M. (2015). Evaluation of a Semi-Parametric Model for High-

Dimensional FES Control. 2015 7Th International Ieee/Embs Conference on Neural

Engineering (Ner), pages 304–307.
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Experiment 1 Results

145



(a)

Fy (N)
-202

F
x (

N
)

-3

-2

-1

0

1

2

3

B1

B2

B3

(b)

Fy (N)
-505

F
x (

N
)

-5

0

5

Force

y (cm)
-10-50510

x 
(c

m
)

25

30

35

40

45

1 2

3

4

5

Motionsegment 1 segment 2 segment 3 segment 4 segment 5

(c)

delt ant

segment 1

delt mid delt post bic brd tri long tri lat pect

segment 2

segment 3

segment 4

segment 5

normalized time
0 1

%
M

V
C

0

2.5

(d)

Figure A.1: The experiment #1 results, belonging to subject #1. For descriptions, see

caption of Figure 3.10
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Figure A.2: The experiment #1 results, belonging to subject #2. For descriptions, see

caption of Figure 3.10
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Figure A.3: The experiment #1 results, belonging to subject #3. For descriptions, see

caption of Figure 3.10
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Appendix B

Experiment 2 Results
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Figure B.1: The experiment #2 results, belonging to subject #1. For descriptions, see

caption of Figure 3.14
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Figure B.2: The experiment #2 results, belonging to subject #1. For description, see

caption of Figure 3.15
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Figure B.3: The experiment #2 results, belonging to subject #2. For descriptions, see

caption of Figure 3.14
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Figure B.4: The experiment #2 results, belonging to subject #2. For description, see

caption of Figure 3.15
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Appendix C

Experimental procedude details

C.1 Maximum voluntary contractions

To measure the EMG signals during the maximum voluntary contractions, the procedures

described in Boettcher et al. (2008) are followed. The relevant information is restated in

Table C.1. In these tests, the subject was asked to exert as much force as he/she can in

the specified direction.

C.2 Surface EMG sensor locations

To place the surface EMG electrode, the locations recommended by SENIAM (Surface Elec-

troMyoGraphy for the Non-Invasive Assessment of Muscles, URL: http://www.seniam.

org/) were used for anterior/middle/posterior deltoid, long/lateral heads of triceps brachii,

and biceps brachii. For the brachiradialis and pectoralis major, the recommendations by

Perotto and Delagi (2011) were used. Skin preparation includes shaving of the sensor area

and cleaning with rubbing alcohol.
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C.3 FES electrode locations

The FES electrode pads were placed on the muscle motor points, as recommended by

Behringer et al. (2014). The electrodes might be moved to reduce discomfort during stim-

ulations. The skin was cleaned with rubbing alcohol before attaching the electrodes.
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Table C.1: The MVC test protocols used in the experiments

# Muscle MVC test

1 Anterior deltoid “Empty can” (subject in upright position, arm abducted

in scapular plane with 180◦ pronation, pushing anteriorly)

2 Middle deltoid “Empty can” (subject in upright position, arm abducted

in scapular plane with 180◦ pronation, pushing anteriorly)

3 Posterior deltoid Prone elevation (subject in prone position, arm abducted

in scapular plane with 180◦ pronation, pushing posteriorly)

4 Biceps brachii Elbow flexion (subject in upright position, zero upper arm

abduction/flexion, 90◦ forearm flexion, 90◦ supination, flex-

ing the elbow)

5 Brachioradialis Elbow flexion (subject in upright position, zero upper arm

abduction/flexion, 90◦ forearm flexion, neutral forearm,

flexing the elbow)

6 Triceps long Elbow extension (subject in upright position, zero upper

arm abduction/flexion, 90◦ forearm flexion, neutral fore-

arm, extending the elbow)

7 Triceps Lateral Elbow extension (subject in upright position, zero upper

arm abduction/flexion, 90◦ forearm flexion, neutral fore-

arm, extending the elbow)

8 Pectorialis major Palm press (subject in upright position, 90◦ upper arm flex-

ion, 45◦ elbow flexion, neutral forearm, pressing the hands

against each other)
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Appendix D

Matlab Implementation of

Constrained NNMF

% calculate the projection matrix

NL = null(L); % null space of L

P = (NL/(NL’*NL))*NL’; % projection transformation

% initialize with random guess

w0 = rand(m,k);

h0 = rand(k,n);

% iterate until convergence reached

for i = maxiter

h = max(0, w0\A);

w = max(0, A/h);

w = max(0, P*w);
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% checking if convergence criteria is met

check = Check_Convergence(A,w,h);

if check

break; % finish the iteration

else

w0 = w; % update the matrices

h0 = h;

end

end
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Appendix E

Simulation Parameters

Table E.1: Muscle parameters for the four muscle groups in the 2D forearm model

parameter BRD BIC∗ BRA TRI∗

F0max (N) 101 855 854 2518

LCE0 (cm) 27 14 10 10

αp (deg) 5 10 15 15

PCSA (cm2) 3.08 26 26 76

r ∗∗ (cm) 3 3.7 5.4 -2

∗ the parameters for these muscles are averaged/summed

across different heads of the muscles

∗∗ the constant moment arm is the average value over the range

of motion
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Table E.2: Forearm/hand properties in 2D forearm model

property value

inertia∗ 0.265 kgm2

mass 1.87 kg

COM location∗ 0.145 m

∗ with respect to elbow joint

Table E.3: List of muscle origin/insertion points used in the 3D arm model

max first coordinate (mm) second coordinates (mm)

# muscle iso. connection connection

force (N) (origin) x y z (insertion) x y z

1 Coracobrachialis (CORB) 63 torso 20 30 35 humerus 174 21 0

2 Deltoid (DELT1)* 240 torso -30 40 15 humerus 106 -24 -11

3 Deltoid (DELT2)* 200 torso -9 64 25 humerus 119 -9 9

4 Deltoid (DELT3)* 200 torso -45 35 -10 humerus 95 -9 9

5 Latissimus dorsi (LAT) 360 torso -35 90 -125 humerus 50 0 -13

6 Pectoralis major (PECM) 210 torso 45 95 -125 humerus -14 1 2

7 Supraspinatus (SUPSP) 98 torso -20 90 35 humerus -14 17 27

8 Biceps brachii (BICshort) 47 torso 0 0 15 ulna 38 0 10

9 Biceps brachii (BIClong) 90 torso 0 15 10 ulna 38 0 10

10 Infraspinatus (INFRA)* 210 torso -15 80 -40 humerus 28 -19 27

11 Anconeus (ANC)* 40 humerus 265 5 -19 humerus 42 12 -29

12 Triceps brachii (TRIlong)* 135 torso -25 20 -20 radius 38 27 -20

13 Triceps brachii (TRImed)* 108 humerus 78 11 -10 ulna 38 27 -20

14 Brachialis (BRA) 167 humerus 176 -8 16 radius 33 5 10

15 Brachioradialis (BRD) 45 humerus 246 -27 0 radius 283 -12 0

* These muscles consider via-points to preserve the muscle path and functionality
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Table E.4: The mass and inertia properties of 3D arm segments

Segment Mass Inertia [Ixx Iyy Izz]
∗ Length CoM from proximal

(kg) (g.mm2) (mm) (mm)

Humerus 0.945 [0.189 1.46 1.46] 280 140

Ulna 0.376 [0.03 0.417 0.417] 240 78

Radius 0.244 [0.054 0.312 0.312] 240 159

Hand 0.405 [0.220 0.377 0.377] 30 0
∗around center of mass, the mechanical x-axis is assumed to be along the bone

Table E.5: One-DoF musculoskeletal simulation parameters

Parameter value

KP = 10 (rad−1)

PID coefficients in 2D forearm model Kd = 2 (s rad−1)

Ki = 10 (s−1rad−1)

w1 = 1

FSO weightings in 2D forearm model w2 = 3× 106 (rad−2)

w3 = 5× 102 (s2rad−2)

KP = 100 (rad−1))

PID coefficients in 3D driver model Kd = 0 (s rad−1))

Ki = 100 (s−1rad−1)

w1 = 1

FSO weightings in 3D driver model w2 = 3× 104 (rad−2)

w3 = 1× 102 (s2rad−2)
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Table E.6: 2D planar arm model simulation parameters

Parameter value

time step = 1× 10−3 (s)

prediction horizon length = 200

control horizon length = 20

MPC parameter look-ahead length = 50

control variable weights = (0, 0)

rate of control variables weights = (0.005, 0.005)

tracking error weighs = (1, 1)

KP = 40 (m−1)

PID coefficients Kd = 20 (s m−1)

Ki = 10 (s−1m−1)

w1 = 1(s−1)

NMPC weightings w2 = 1× 107 (s−1m−2)

w3 = 1× 103 (sm−2)

w4 = 1× 10−2 (s3m−2)

Table E.7: Three-DoF musculoskeletal simulation parameters

Parameter value

KP = 3000 (s−2)

PID coefficients Kd = 100 (s−1)

Ki = 2000 (s−3)

w1 = 1(s−1)

NMPC weightings w2 = 1× 106 (s−1m−2)

w3 = 1× 105 (sm−2)

w4 = 0
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Table E.8: Four-DoF musculoskeletal simulation parameters

Parameter value

KP = 3000 (s−2) or (rads−2m−1)

PID coefficients Kd = 100 (s−1) or (rads−1m−1)

Ki = 1500 (s−3) or (rads−3m−1)

w1 = 1(s−1)

NMPC weightings w2 = 1× 105 (s−1m−2)

w3 = 1× 104 (sm−2)

w4 = 1× 105 (s−1rad−2)

Table E.9: FES experiment parameters

Parameter value

KP = 150 (Nm−1)

PID coefficients Kd = 30 (Nsm−1)

Ki = 30 (Ns−1m−1)

w1 = 1000 (N−2)

Cost function weightings w2 = 1× 10−6 (µs−1)

w3 = 1 (N−2)
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