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Abstract

Chemical species tomography (CST) is an emerging diagnostic technique for estimating the spatial distribution of a chemical species of interest. This thesis focuses on using CST to detect and map fugitive hydrocarbon emissions resulting from crude oil refinement, where current methods of detecting and measuring these emissions can be costly and inaccurate. This technique utilizes multiple optical paths to measure path-integrated concentrations over a flow field that are used in reconstructions to obtain an estimated discrete distribution. Prior CST work has made use of diode lasers, ultraviolet differential optical absorption spectrometers, or Fourier transform infrared spectrometers. This thesis pioneers the use of broadband infrared open path detectors for CST.

A theoretical background is laid out with a discussion of the fundamentals of how E-M waves interact with gas molecules, which underlies the CST measurement principle. This is followed by an explanation of monochromatic tomography, which involves solving a rank-deficient problem through the context of a Bayesian problem with prior information. Broadband tomography is then developed on that foundation, requiring a transfer function to linearize the problem. Details of a design overview is presented for four open path broadband detector and emitter pairs that were fabricated for use in lab-scale tomography experiments. Focusing on the mid-infrared ro-vibrational band of hydrocarbons at approximately 3.3 μm, the pairs contain optical components suitable for operation at distances up to 10 m. These components include a thermal emitter, a collimating reflector, bandpass filter, focusing lens, and photovoltaic detector.

The detector pairs were validated and transfer functions were built with a calibration process through a custom-built absorption cell with gaseous species of methane, propane, and ethylene. Using known concentrations of one species at a time, the transmittance of an optical pair was compared to an expected model that was constructed from spectral data compiled in the HITRAN or PNNL databases. Twelve tomography experiments followed, culminating in a final successful proof-of-concept tomographic reconstruction of a propane plume that was validated with flame ionization detector measurements.
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Introduction

1.1 Motivation

Canada’s upstream oil and gas sector is responsible for the largest portion of greenhouse gas (GHG) emissions, amounting to approximately 26% of the nation's greenhouse gas inventory [1], shown in Figure 1. Fugitive hydrocarbon emissions from the oil and gas sector, in particular, are responsible for approximately 8% of the total inventory in 2015, and grew by 24% over the period from 1990 to 2013, mainly as a result of increased production during the same time period [2].

![Figure 1: Breakdown of carbon dioxide-equivalent emissions in Canada by sector for 2013](image)

Fugitive emissions can be intentional or unintentional releases of hydrocarbons (including light hydrocarbons, such as methane, as well as more complex volatile organic compounds (VOCs)) as a result of industrial activities (related to production, processing, transportation, and storage). Sources of fugitive emissions include, but are not limited to, valves, seals, pipe connections, etc. [3]. Another example of a fugitive emission source are API (American Petroleum Institute) separators (as shown in Figure 2), which are large open surfaces from which hydrocarbons can evaporate.
The main VOCs of interest are aromatic hydrocarbons of benzene ($C_6H_6$), toluene ($C_7H_8$), ethylbenzene ($C_9H_{10}$), and the three xylene ($C_8H_{10}$) isomers, which together are identified as “BTEX”. These compounds have various health and environmental impacts that are discussed in more detail in Section 1.1.2. Imperial Oil, as a producer of oil and gas in Canada, is committed to carrying out their production in a safe and environmentally responsible manner. Supported by a University Research Award and a National Sciences and Engineering Research Council Collaborative Research and Development (NSERC-CRD) grant, this project aims to detect and measure BTEX emissions that are released from API separators. With BTEX as the principal emission of interest, a primary experimental focus of this thesis is on toluene because it is the least hazardous molecule of the group. Methane and propane are also prominent targets as they are gas-phase species that are readily available, easy to work with, and exhibit similar optical absorption properties to toluene.

1.1.1 Environmental Impact of Greenhouse Gas Emissions

With current atmospheric levels of carbon dioxide (CO$_2$) having reached approximately 400 ppm [4], it is difficult to overstate the threat climate change poses to almost every ecosystem on the planet and the future of civilization. Atmospheric CO$_2$ levels have been rising at an accelerating pace that correlates with the start of the Industrial Revolution at the end of the 18$^{th}$ century [5]. This can be seen in the Keeling curve, shown in Figure 3, which is a measure of atmospheric CO$_2$ levels over time.
These measurements were taken at the Mauna Loa Observatory starting in 1958, with measurements continuing to be taken today. Antarctic ice core analysis provides atmospheric CO$_2$ levels dating back 420,000 years, also shown in Figure 3, indicating that CO$_2$ levels have consistently remained between 180 and 300 ppm over this time period [6].

![Keeling curves showing the concentration of atmospheric CO$_2$ levels over time; regular measurements since 1958 at an observation station in Mauna Loa (upper) as well as air analysis from Antarctic ice core samples (lower)](image)

Figure 3: Keeling curves showing the concentration of atmospheric CO$_2$ levels over time; regular measurements since 1958 at an observation station in Mauna Loa (upper) as well as air analysis from Antarctic ice core samples (lower) [4], [6].

While the emphasis of the discussion on climate change and global warming is generally centred on CO$_2$ levels, many other species are significant contributors. The Intergovernmental Panel on Climate Change (IPCC) uses various metrics to quantify the relative contributions to climate change, such as Global Warming Potential (GWP) and Global Temperature change Potential (GTP). The GWP is a
measure of the time-integrated radiative forcing caused by a burst emission of a particular component compared to an equal mass of CO₂, with methane (CH₄) having a GWP of 84 over 20 years [7]. This means that over a 20-year period, the energy introduced into the Earth’s system by CH₄ is greater than that by CO₂ by a factor of 84. In this way, methane and other species are included in the discussion by way of an equivalent impact factor. A CO₂-equivalent conversion is also used, in which an amount of a particular hydrocarbon is considered equivalent based on the CO₂ that would be produced through the combustion reaction.

As atmospheric CO₂ levels increase, so too does the global mean surface temperature. According to the IPCC, the average temperature of the Earth’s surface has successively increased in each decade from the 1980’s to the 2000’s, with the 2000’s being the warmest on instrumental record (since the late 19th century) [8]. Combined land and ocean temperature data has shown that the average surface temperature has increased 0.85 K between 1880 and 2012. The report goes on to present atmospheric changes that have occurred in recent history, such as: there is a very likely chance (90-100% probability) that global near surface and tropospheric air specific humidity have increased since the 1970’s; it is very likely that Arctic sea ice extent decreased between 1979-2012; there is medium confidence that the Arctic summer sea ice retreat for the current period (1980-2012) was unprecedented; the sea surface temperatures were anomalously high for at least the last 1,450 years; the global mean sea level has risen by 0.19 m very likely at an increasing rate; etc. [8].

Further increases in the global mean surface temperature correspond with many other global geographic changes. A natural expectation is that the Arctic sea ice extent will further decrease and eventually disappear, while the West Antarctic and Greenland ice sheets will experience partial melting. A projected estimation of the sea level rise, based on past observed sea level increases and temperature data, shows that the sea level is expected to rise by between 0.75 and 1.9 m by the end of this century [9]. If a warming of 4 °C is reached, it is speculated that there will be more extreme and disastrous weather events across the globe, a shortage of water will be experienced as mountain glaciers shrink rapidly, heavy wildlife extinction including coral reefs, and a drying of the Amazon rainforest [10].
Given its broad and severe consequences, efforts are being made to halt the acceleration of climate change. The Paris Agreement was adopted by the United Nations Framework Convention on Climate Change (UNFCCC) in December of 2015. As of November 2016, 115 of 197 parties have ratified the agreement, including Canada. Article 2 of the agreement states:

1. This Agreement, in enhancing the implementation of the Convention, including its objective, aims to strengthen the global response to the threat of climate change, in the context of sustainable development and efforts to eradicate poverty, including by:

a. Holding the increase in the global average temperature to well below 2°C above pre-industrial levels and pursuing efforts to limit the temperature increase to 1.5°C above pre-industrial levels, recognizing that this would significantly reduce the risks and impacts of climate change; … [11]

1.1.2 Health Impact of Fugitive Emissions

When discussing the impact of fugitive emissions on human health, specific focus shifts to VOCs such as BTEX. While toluene, ethylbenzene, and xylene have been shown to be non-cancerous, benzene is known to be hematotoxic, immunotoxic, genotoxic, and carcinogenic under chronic exposure conditions [12]. Other conditions identified as a result of benzene exposure include aplastic anemia, thrombocytopenia, and acute myelogenous leukemia.

Consequently, occupational chronic exposure to benzene is understandably a concern, which is why organizations like the OSHA, WHO, and EU (Directive 2008/50/EC) have guidelines for acceptable safe limits of exposure. Residents living near refineries have justifiable reason for concern, which has a result of being the motivation for numerous studies across the globe on cancer incidence and other negative effects due to benzene exposure, although epidemiology studies have been inconclusive or contradictory.
Lyons et al. [13] and Sans et al. [14] independently studied the incidence of leukemia and cancers in residents near a petrochemical plant at Baglan Bay, South Wales between 1974 and 1991, motivated by an alleged cluster of cancer cases between 1984 and 1989. Lyons et al. focused on the age group under 25 years that lived within 1.5 and 3 km of the plant and found that while there was a greater incidence of leukemia or lymphomas in the area, there was no significant excess [13]. Sans et al. focused on a 7.5 km radius around the plant and analyzed cancer incidence and mortality for multiple specific periods; they concluded that while there was an excess incidence of cancers within the 7.5 km radius, it was comparable with the rest of the surrounding area of West Glamorgan, where there was no relationship between the incidence of cancer and the distance from the plant [14].

Another study taken up by Axelsson et al. examined the incidence of leukemia, lymphoma, and lung, liver, and central nervous system cancers in Stenungsund, Sweden, concluding that there was no evidence that there was an increased risk for living near petrochemical industry [16]. Baltrenas et al. performed measurements of atmospheric levels of BTEX in Lithuania. Finding an average concentration range of 2.12 to 2.75 ppbv of benzene, the authors conclude there is no significant change in air quality in the vicinity of the crude oil refinery [17]. Wilkinson et al., in an analysis of 7 different major oil refineries around Great Britain between 1974 and 1991, found no significant increase in the risk of leukemia or non-Hodgkin’s lymphoma within 2 km or 7.5 km of residency [18]. However, there was a weak association found between Hodgkin’s lymphoma and proximity of residency to a refinery.

On the opposing side, studies of refinery areas in Italy, USA, Turkey, and Taiwan have shown that living in the vicinity carries a carcinogenic risk. Belli et al. investigated the area of Brindisi, Italy near a petrochemical plant. Using mortality data, they concluded that there were moderate increases in the risk of developing lung and bladder cancers as well as lymphohematopoietic neoplasms when living within 2 km of the plant [19]. In the US, Kaldor et al. performed an ecologic study to find associations between cancer incidence/mortality and estimated residential proximity to petroleum and chemical industry emissions. They found that there was an increased incidence in cancer of the buccal cavity and of the pharynx in both men and women, and of the stomach, lung, prostate, kidney, and urinary organs in men [20]. In Turkey, 58 VOCs were detected at 40 different sites, including 1,2-dichloroethane, benzene, chloroform, and carbon tetrachloride. In the study, Dumanoglu et al. conclude that the
carcinogenic risks are considerably high when taking the high concentrations of these VOCs into consideration [21]. In two separate studies of Taiwanese residents near petrochemical plants, it was found that there was an excess in mortality in men for liver cancer [22] and in women for lung cancer that is not explained by smoking habits [23].

In addition to carcinogenic risks, residents living near a petrochemical plant often complain about odours that arise that may also be associated with symptoms and effects such as fatigue, headaches, dizziness, nausea, respiratory irritation, and asthma [17], [22]–[26]. Effects may even be as extreme as altered sex ratios at birth and an excess risk of low-birth rate deliveries in babies at term [23], [26].

Regardless, there appears to be sufficient scientific evidence to justify the concern of people who reside within the vicinity of petrochemical processing facilities. It is these reasons, along with the environmental concerns discussed above, that make it important for the government to implement legislative measures for tracking and reducing emissions.

1.2 Legal Requirements and Measurement Techniques for Oil & Gas Facilities

As a part of the Canadian federal government’s effort to address climate change and air quality issues, the Canadian Environmental Protection Act (CEPA) of 1999 was introduced [27]. This act states that the Minister will publish a national inventory of releases of pollutants to assist the government to protect the environment and the health of Canadians. The result is the National Pollutant Release Inventory (NPRI), which is a collection of facility-specific information regarding the release, disposal, and recycling of substances, including toxic substances as well as pollutants that affect the quality of air. These substances are outlined under Section 63 of the CEPA. Sections 47, 49, and 51-53 outline the guidelines for collection and publication of pollution data. Facilities that meet or exceed the thresholds (either 20,000 employee-hours worked or Criteria Air Contaminant thresholds) are required to report to the NPRI on an annual basis.

Currently, fugitive emission estimation practices for the NPRI are based on US EPA guidelines for leak detection and reporting (LDAR) [28]. These guidelines state that a portable organic vapour analyzer that meets the minimum criteria must be used to detect individual components. If the component measures a gas concentration that exceeds the threshold, it is deemed to be leaking. Once
leaking components are identified, emission factors for each component are applied and summed to estimate the total emission inventory for the facility.

Emission factor techniques are mainly centered on using correlation factors obtained through various methods varying in complexity. In its simplest form, total emission estimates are obtained from empirical factors from basic individual components (e.g. valves, pumps, flanges, etc.) in conjunction with a survey of components of the plant in question to form a total emission value to report. These factors may be updated for a specific component or have specific correlations developed, however this requires significant amounts of additional work. Companies may develop a database of factors unique to their own facility for more accurate reporting.

While emission factors are an acceptable method for estimating total emission losses, they have been shown to be inaccurate. By some accounts, the emission factors method has been shown to overestimate fugitive emissions, on the order of 4000 kg/year estimated vs. 1.5 kg/year actual loss through bagging and sampling [29]. However, in another case, differential absorption LIDAR (DIAL) measurements, discussed in the next section, at two Alberta gas plants by Chambers et al. demonstrated that emission factor estimates of methane and VOC emissions underestimated actual emission releases by a factor of four to eight [30]. Another study showed emission factors to severely underestimate emissions for storage tanks by a factor of 448 times in one case. In other cases from the same study, benzene and other VOC emissions were measured to be 5 to 20 times larger than values determined through emission factor usage [31].

In addition to the interest of meeting regulatory requirements, fugitive emissions can represent a large loss in revenue for the oil and gas companies. The DIAL measurements previously mentioned have shown that losses over a number of weeks can translate into losses worth several hundred thousand dollars [30]. Unfortunately, measurements of this nature are too expensive to conduct on a regular basis, so emission factor estimations are the industry standard [29], [31].

1.3 Detection Techniques

The emission flux estimation methodology defined by Method 21 [28] is frequently complemented with additional techniques for detecting VOCs and hydrocarbon emissions. The techniques discussed in
this section can be split into three categories: traditional techniques, point detection methods, and large-area measurements.

1.3.1 Traditional Techniques

Historically, other than emission factors, methods of detection and measurement of fugitive emissions fall into one of two categories: engineering estimates or material balance techniques [29].

Techniques based around engineering estimates come in the form of software tools. In these cases, the losses are not highly variable and are predictable. Software available for wastewater treatment facilities includes PAVE, CHEMDAT7, WATER7, and FATE. TANKS provides accurate measurements for storage facilities. POSSEE is available for fugitive emissions, but is mainly a data control tool not generally recommended for calculation purposes, and TANKS is software used for estimating losses from storage tanks.

Material balance techniques compare the inputs and outputs of specific chemicals for processes. However, this method requires accurate measurement and tracking of these chemicals, which is not possible for all processes.

1.3.2 Point Detection

Point detectors are those that detect emissions in a relatively small area or volume. As such, they can be more generally categorized as closed-path devices. This includes flame- and photoionization detectors, soap solution, and Fourier transform infrared (FTIR) spectrometers.

1.3.2.1 Flame and Photo Ionization Detectors

Flame ionization detectors (FIDs) and photoionization detectors (PID) are based on similar principles of measuring ions to determine the concentration of a gas species. Their principles of operation differ slightly, and they are each suited to different applications.

An FID measures organic compounds through the ions produced by combustion of a carbon-based compound in a hydrogen flame. Since there are no ions produced in the combustion of hydrogen, the baseline signal is typically near zero [32]. FIDs typically feature low levels of noise, high sensitivity, predictable responses by nature, and are insensitive to external factors such as detector temperature and
hydrogen flow rate. However, FIDs cannot detect inorganic substances (e.g. CO, CO₂, etc.), require O₂ and H₂ sources for the flame, and have a long initial warm-up time [33]. Additionally, they are a destructive method of measurement, and a dilutor kit must be used if high concentrations of hydrocarbons are being detected (i.e. if the sample contains less than <14% O₂ by volume) by virtue of the operating principle.

Photoionization detectors, on the other hand, are a non-destructive form of measurement. PID instruments use a UV lamp of a specific energy to ionize the compounds in question in a separate chamber. The ions collect on an electrode and the resulting current produced is proportional to the compound concentration. As a result, PIDs do not require O₂ or H₂ like FID, are much more sensitive to select components (up to 5-50 times), and are able to detect aromatics and inorganic compounds (e.g. ammonia, carbon tetrachloride, formaldehyde, hydrogen sulfide, etc.) [34]. Unfortunately, the dynamic range of PID (1-2000 ppm) is smaller than that of FID (0-10000 ppm), they are susceptible to water vapour interference, and are insensitive to some hydrocarbons.

1.3.2.2 Soap Solution

Soap solution is an alternate method for detecting fugitive leaks listed in EPA’s Method 21. The principle is based on the visual discovery of bubble formation after a soap solution is sprayed onto a potential leak source. However, this leak detection method carries some limitations: the potential leak source cannot have continuously moving parts; the surface temperature must be between the freezing and boiling points of the soap solution; it must not have open areas to the atmosphere that the solution cannot bridge; and the source must not show signs of liquid leaks. Once a leak has been confirmed, the component must be measured by an instrument that meets the specifications outlined in the document (e.g. FID) [28].

1.3.2.3 Closed-path Fourier Transform Infrared

FTIR spectroscopy is a technique for measuring the absorbance of a sample with a broadband infrared scan of the sample. This technique is based on a Michelson interferometer (see Figure 4), where a beam of light is passed through a beamsplitter. One half is sent a certain distance to a fixed mirror, while the other half travels to a moving mirror, resulting in a variable distance. Once reflected back towards the
beamsplitter, the beam halves combine and the intensity is measured at the detector to produce an interferogram (a plot of light intensity versus optical path difference). As given by wave theory, the intensity of light will vary depending on the amount of constructive or destructive interference that has occurred from the combination of light waves that have travelled different differences. Since a broadband light source is used, the total interferogram generated is a summation of interferograms from all wavelengths, and the Fourier transform is used to generate a transmittance spectrum [35].

Figure 4: Schematic of a Michelson interferometer used in FTIR spectrometers.

1.3.3 Large-area Detection

Large area measurements can be categorized based on the underlying physical spectroscopic principle (i.e. absorption or emission), the wavelength spectrum used, and/or the light source used. The wavelengths used are typically centered between the UV and the far infrared, dependent on the species of interest and the light source used. Light sources can be either active or passive: active techniques use powered sources, whereas passive techniques use background or atmospheric light. Techniques used include, but are not limited to: tunable diode laser spectroscopy (TDLS); light detection and ranging (LIDAR); differential absorption LIDAR (DIAL); differential optical absorption spectroscopy (DOAS); trajectory statistical models (TSM); and chemical species tomography (CST). These methods are not
generally used for contained samples, and as such they are classed as open-path measurements. Figure 5 shows an example of the basic principle by which many detection methods operate. A light source generates an initial light intensity $I_{\eta 0}$ that is measured as $I_{\eta}(s)$ after it has traversed through an absorbing field. The concentration of the absorbing medium can be inferred in many forms depending on the technology used through the Beer-Lambert law, the governing equation discussed in more detail in Chapter 2.

![Figure 5: Spectral absorption of light intensity through an absorbing plume, $I_{\eta 0} > I_{\eta}(s)$.](image)

**1.3.3.1 Tunable Diode Laser Spectroscopy**

Single absorption lines can be measured for an absorbing species using a laser that is tunable to narrow band frequencies. Laser light is highly collimated and intense, which allows for detection of the weaker overtone bands in the near IR region over long path-lengths [36], and can scan across a spectral range for a spectrally-resolved measurement. However, disadvantages include the cooling requirements for some lasers, as well as the safety hazards present when operating the instrument. Specifically, lasers used for spectroscopy are class 3B and 4 lasers, which are hazardous to the eye and skin. Class 4 lasers are powerful enough such that even the diffuse reflections present eye and skin hazards [37]. Operation of these lasers in open air is problematic and is restricted to highly controlled laboratory settings.

Resulting TDLS absorption measurements are path-averaged, which provides information about the concentration of the species of interest, but not the spatial variation.
1.3.3.2 Differential Optical Absorption Spectroscopy

DOAS is a method for analyzing the compositions of gases, typically used for trace gas measurement of the atmosphere. Based on the principle demonstrated in Figure 5, DOAS can determine gas compositions using two measured wavelengths for analysis. One wavelength is a strongly absorbing wavelength of the gas of interest, and the second is a weakly absorbing wavelength. In this way the column density of a gas can be found. In a majority of active DOAS system designs, arc lamps are used as the main light source [36] due to their brightness and smooth emission spectrum. Passive designs using direct sunlight as a source also exist, but complications arise due to several factors: the beam component of sunlight cannot be obscured by clouds; and strong atmospheric absorption lines (known as Fraunhofer lines) exist in the UV spectrum that overlap with those of many species of interest, thereby complicating the measurement.

1.3.3.3 Light Detection and Ranging

Light Detection and Ranging (LIDAR), which was originally named to reflect RADAR (radiowave detection and ranging) technology, uses a pulsed laser light into the atmosphere to detect atmospheric compounds and particles. By measuring the backscattered intensity as a function of time, the spatial distribution of the measured species can be deduced. However, LIDAR has several key disadvantages. Since the technique relies on backscattered intensity, it can be difficult to discern the difference in backscattering and total atmospheric scattering/extinction, and since backscattering is normally weak, the sensitivity is quite low [36]. Economically speaking, LIDAR systems are also large, complex, and expensive, requiring highly skilled operators [38].

1.3.3.4 Differential Absorption LIDAR

As an extension to LIDAR, DIAL uses laser pulses of two adjacent wavelengths in order to determine concentrations of a specific species. While one pulse is strongly absorbed by the species, the other is relatively transparent. The ratio of these measurements is proportional to the number density of the species, resulting in a measurement that pinpoints the concentration and locations of a specific spectrally-absorbing species.
1.3.3.5 Trajectory Statistical Models

TSMs are a method of locating fugitive emission sources by combining downstream concentration measurements with local wind condition data. TSMs have been used for pollutant source identification at the continental scale, but have been investigated in building-scale scenarios. In a study of TSMs, Brereton and Johnson [39] evaluated four different models: potential source contribution function; concentration-weighted trajectory; residence time-weighted concentration; and quantitative transport bias analysis. A proof-of-concept using computational fluid dynamics (CFD) simulations found that TSMs are a potential solution to locating fugitive emissions at industrial facilities.

1.3.3.6 Open-path Fourier Transform Infrared

While FTIR has traditionally been a closed-path technique for analyzing gas samples (see Section 1.3.2.3), FTIR can also be adapted for atmospheric measurement monitoring by two methods: extractive monitoring and open-path FTIR spectrometry. In extractive monitoring, a sample of the atmosphere is placed inside a multi-pass gas cell and analyzed. However, as a localized technique, there will always be uncertainty regarding the homogeneity of the sample with respect to the rest of the surrounding atmosphere. In contrast, in open-path FTIR spectrometry the light path is shone directly across the area of interest. This method only returns path-integrated measurements, so localized detection is not possible. The other main downside of this technique is that the background spectrum of baseline measurements is rarely ideal, and some form of correction is almost always necessary [40].

1.4 Chemical Species Tomography

CST is an emerging imaging technique that has the potential to generate estimates of gas-phase species concentration distributions from light intensity measurements that are resolved both temporally and spatially. In CST, a model of light-matter interaction is used to deconvolve multiple open-path light absorption measurements, resulting in an image of the species concentration distribution. Optical tomography separates into three main categories: emission tomography, low-scattering tomography, and high-scattering tomography [41]. Gaseous flows, typically the focus of CST, exhibit little-to-no scattering [42], and fall into the low-scattering tomography category, which will be the focus of this thesis. Figure 6 shows an example of the basic principle.
Figure 6: An example of chemical species tomography in which multiple open path measurements are used to estimate the spatial distribution of an absorbing species.

Ideally, lasers or commercial open path detectors are used for CST. However, these instruments are costly even for a single path, in addition to the fact that lasers are a hazard source for eye and skin injuries. The following subsections will outline the various applications in which CST is used. Starting with the historical origins of the technique, the discussion will be followed by a review of some noteworthy applications.

1.4.1 Proposal for CST

The first CST studies were numerical simulations aimed to determine the feasibility of CST for measuring concentrations of air pollutants. B.W. Stuck proposed using laser measurements around a region to detect pollutants (such as nitrogen dioxide, particulates, sulfur dioxide, ozone, and hydrocarbons) in conjunction with a Radon transform algorithm in 1977, where he found good agreement between the theoretical analysis and computer simulations [43]. Byer and Shepp proposed a technique to map a 2D concentration map over a source of pollution in 1979. In their technique, a single tunable laser is placed in the centre of a radius, while mirrors and detectors are placed around the
circumference of the circle, measuring the attenuation of the laser signal by air pollutants [44]. Wolfe and Byer expand further upon this work with a model study published in 1982 [45], in which they discuss the application of laser absorption tomography over kilometer-sized areas to reconstruct 2D maps of air pollution concentration based on model simulations to demonstrate potential for the technique.

1.4.2 Lab-scale Flame and Chemical Analysis

The first experimental study of chemical species tomography was performed by Santoro and Semerjian in 1981 [46]. Their work presents tomography applied to an off-axis turbulent methane-air jet to determine the mean concentration of methane within the jet using a 3.39 µm He-Ne laser with a multiangular absorption approach. The multiangular absorption approach uses a number of parallel absorption measurements at equally spaced angles, resulting in a matrix data set that was used to reconstruct the property field. Tomography techniques were then expanded to experiments involving liquid droplets and vapour species. Yule et al. measured the droplet sizes and concentrations of kerosene sprays at various conditions by measuring scattered He-Ne laser light [47], while Bennett et al. used the convolution backprojection algorithm in conjunction with fan beam geometry absorption measurements of an argon ion laser through an iodine vapour to map the density of the plume [48].

More recently, experimental CST research has increased due to the rapid technological advancements in detectors, spectroscopic devices, and computing power. Experiments carried out between the first experiment conducted by Santoro and Semerjian and the present include, but are not limited to: asymmetric flame temperature distribution estimation through a Multiplicative Algebraic Reconstruction Technique (MART) using Mach-Zehnder interferometer measurements of a He-Ne laser [49]; absorption coefficient and temperature distribution estimations of an ethylene flame using a tungsten filament source based on emission-absorption tomography by Hall and Boncyzk [50]; He-Ne laser absorption measurements to reconstruct a helium-argon jet using a finite-domain direct inversion method with a priori information by Chung et al. [51], who were able to compare their experimental reconstructions with probe point measurements as well as simulated phantom projection results by Ravichandran and Gouldin [52] for good general agreement with errors <30% occurring near the peripheral regions.
1.4.3 Engine Cylinder Diagnostics

Internal combustion (IC) engines have become a large area for CST research, due in large part to the University of Manchester’s Industrial Process Tomography group and their collaborators. Early research began with Carey et al. presenting a tomography technique using near-IR measurements of isooctane inside an IC engine to map the concentration distribution [53], followed closely by Hindle et al., who did measurements of non-stationary plumes of a propane and butane mixture inside an 85 mm diameter chamber to mimic an IC engine cylinder [54]. Development in the area led to the detailing of the design of the dual wavelength Near-InfraRed Absorption Tomography (NIRAT) technique, and the first (non-tomography) measurements of in-cylinder IR absorption of iso-octane using an optical access layer (dubbed OPAL) by Wright et al. [55].

Since then, research within the group has expanded considerably, with development resulting in in-cylinder measurements of an automotive production engine using irregular and sparse beam arrays [56], validation tests of the NIRAT with corresponding tomographic reconstructions [57], and mixture strength visualization of liquefied natural gas in a large-bore marine engine [58]. Additionally, the FLITES (fibre-laser imaging of gas turbine exhaust species) program is an industry-academia collaborative effort devoted to applying laser absorption CST techniques to aviation turbine- and fuel-related research and development [59], [60].

1.4.4 Environmental Monitoring

While most of the CST research to date has focused on lab-scale experiments, including flames, jets, and IC engine diagnostics, the technique has also been applied to large-scale imaging scenarios. With cost reductions in optical measurement techniques and fast computing resources, CST is quickly becoming a viable diagnostic for the measurement and detection of emissions.

UV-based DOAS (UV-DOAS) has been proposed for tomography purposes, where Pundt and Mettendorf modified a single DOAS unit to provide four optical paths using a series of retroreflectors [61]. Using the instrument, they performed atmospheric measurements of NO2, SO2, H2CO, and O3 with similar trace detection limits to those of traditional DOAS units. Since then, DOAS-based tomography has received more attention. Johansson et al. reported an algorithm used experimentally to
reconstruct cross-sectional gas plumes from a single elevated point (at an Andorran power plant in one experiment and at Mt. Etna in Italy in another), which were consistent with SO$_2$ flux estimates derived from simultaneous DOAS measurements of the plume [62]. In another study at Mt. Etna, Wright et al. used five automated scanning spectrometers to measure and tomographically reconstruct volcanic sulfur dioxide (SO$_2$) fluxes [63]. Their results were compared to concurrent SO$_2$ UV-DOAS flux measurements by Salerno et al. [64], where good agreement was found. In a third study of volcanic SO$_2$ flux emissions, Kazahaya et al. performed reconstructions of SO$_2$ concentration distributions around Miyakejima, Japan. In their procedure, they used three UV spectrometers and an airborne traverse technique in conjunction with tomography techniques for a total of four reconstructions [65].

CST techniques have also been used for real-time urban monitoring of BTEX and styrene. Olaguer et al. carried out a field study, Benzene and other Toxics Exposure (BEE-TEX), to perform tomographic remote sensing based on DOAS measurements over three residential communities near petrochemical facilities in Texas [66].

### 1.5 Thesis Objectives

The objective of this thesis is to document the evolution of the project within the boundaries of the project scope and goals set out by Imperial Oil. At the outset of the project, three main goals were identified:

1) Conduct a proof-of-concept line-of-sight attenuation measurement

2) a) Develop tomography reconstruction algorithms and,

    b) Conduct an experimental implementation of lab-scale LOSA-CST

3) Conduct field measurements of concentration distribution at Imperial Oil’s Sarnia facility

This thesis focuses largely on segments of the first and second goals. A portion the first goal was groundwork design conducted previously, which is discussed briefly in Chapter 3. Improvements to the design are also discussed, with experimental characterization of the open-path detectors to serve as the line-of-sight proof-of-concept. The penultimate chapter of the thesis focuses on the experimental
implementation of lab-scale chemical species tomography on methane, propane, and ethylene plumes as a surrogate for BTEX.

The third goal is discussed briefly in terms of additional future work required to conduct field measurements. The current implementation of the detailed broadband open-path detectors do not permit resolved measurements for total mass flux as initially intended, and also do not meet the stringent safety requirements for devices intended to be operated at Imperial Oil’s facilities.

1.6 Thesis Outline

This thesis presents the need for and development of a broadband chemical species tomography system for hydrocarbon detection.

Chapter 2 provides a review of the scientific knowledge that is required for tomography, starting with the basis of absorption spectroscopy and continuing with developing the equations and models used for broadband CST, beginning with monochromatic CST within a Bayesian framework as a stepping stone. Included in the discussion of absorption spectroscopy is the background of optical absorption of specific spectra by species, the resulting lines and broadening mechanisms, and models used to quantify absorption.

Chapter 3 describes the design considerations of a low-cost, broadband open-path optical detector. The chapter starts with the design of the initial prototype with discussion of part selection and specifications, expanding to the required improvements that were made in order to be ready for the tomography experiments. Improvements include new reflector selection, introduction of an alignment mechanism, as well as other minor design changes to facilitate simpler fabrication processes.

Chapter 4 presents the calibration procedure used to verify the accuracy of each emitter-detector pair that was manufactured. Experimental procedures and results are presented for multiple species of interest, including toluene, methane, ethylene, and propane.

Chapter 5 presents the proposed base tomography experiment as well as the results of each experiment. In total there were 12 experiments conducted, each with changing parameters based on knowledge and experience gained with each experiment.
Finally, Chapter 6 presents a summary of the project conclusions and outlines the recommended future work.
Chapter 2
Theoretical Background

The focus of this chapter is the derivation and discussion of the equations underlying the principles of absorption spectroscopy and tomographic reconstructions. The chapter starts with a description of electromagnetic radiation and its interaction with gas molecules, the broadening of spectral lines, and proceeds with the process of tomographic reconstruction. The discussion will begin with the monochromatic case and will continue with incorporating broadband measurements into the technique.

2.1 Electromagnetic Radiation

Electromagnetic radiation (EMR) is the directional propagation of coupled electric and magnetic waves that move at the speed of light \( c_0 = 299,792,458 \, \text{m/s} \). Another interpretation of electromagnetic radiation is the flow of photons, which have momentum but no resting mass. The energy of EMR is defined by its wavelength frequency. Assuming a constant index of refraction \( n = 1 \) (i.e. through air or other molecular gases) the energy of a wave can be described as:

\[
E = \frac{1}{\hbar c_0} = v = \frac{c_0}{\eta}
\]

where \( \hbar \) is Planck’s constant \( (\hbar = 6.626 \times 10^{-34} \, \text{J} \cdot \text{s}) \), \( \lambda \) is the wavelength, \( \nu \) is the frequency, and \( \eta \) is the wavenumber. Wavelength, frequency, and wavenumber can all be used interchangeably to denote the spectrum of a wave; preference for these terms is usually dependent on the application or field. For instance, in infrared spectroscopy it is beneficial to use wavenumber (which has units of \( \text{cm}^{-1} \)) since it is directly proportional to energy.

The electromagnetic spectrum is classified according to its wavelength or wavenumber in a vacuum, or by its frequency. Types of waves include gamma rays, x-rays, ultraviolet (UV), visible, infrared (IR), microwaves, and radio waves. The spectra corresponding to these wave types can be seen in Table 1 below, with converted wavenumber ranges for the infrared regions.
Table 1: Classification of electromagnetic radiation spectrum [67].

<table>
<thead>
<tr>
<th>Designation</th>
<th>Wavelength Range, $\lambda$</th>
<th>Wavenumber, $\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma-ray</td>
<td>$&lt; 0.05 , \text{Å}$</td>
<td></td>
</tr>
<tr>
<td>X-Ray</td>
<td>$0.05 – 100 , \text{Å}$</td>
<td></td>
</tr>
<tr>
<td>Far (vacuum) UV</td>
<td>$10 – 180 , \text{nm}$</td>
<td></td>
</tr>
<tr>
<td>Near UV</td>
<td>$180 – 350 , \text{nm}$</td>
<td></td>
</tr>
<tr>
<td>Visible</td>
<td>$350 – 770 , \text{nm}$</td>
<td></td>
</tr>
<tr>
<td>Near IR</td>
<td>$770 – 2500 , \text{nm}$</td>
<td>$12,900 – 4000 , \text{cm}^{-1}$</td>
</tr>
<tr>
<td>Middle IR</td>
<td>$2.5 – 50 , \mu\text{m}$</td>
<td>$4000 – 200 , \text{cm}^{-1}$</td>
</tr>
<tr>
<td>Far IR</td>
<td>$50 – 1000 , \mu\text{m}$</td>
<td>$200 – 10 , \text{cm}^{-1}$</td>
</tr>
<tr>
<td>Microwaves</td>
<td>$1 – 300 , \text{mm}$</td>
<td></td>
</tr>
<tr>
<td>Radio Waves</td>
<td>$&gt; 300 , \text{mm}$</td>
<td></td>
</tr>
</tbody>
</table>

In terms of the photonic interpretation of electromagnetic radiation, a photon is the basic unit of radiative energy. The absorption or emission of a photon by a molecule corresponds to an increase or a decrease in energy, respectively, by the molecule. Absorption or emission by a molecule must correspond directly with energy state transitions in the molecule.

These energy state transitions can be categorized into three types of transitions: bound-bound; bound-free; and free-free (Figure 7). Bound-free transitions typically occur in cases when the initial energy of a molecule is very high; at high temperatures, for example. The result is continuous absorption across a wide spectrum due to the high kinetic energy levels which are not quantized. Free-free transitions occur in cases like plasmas, where free electrons are available for interaction.

In addition to electron orbital states, the internal energy of a molecule is also dependent on its rotational and vibrational energy, which is quantized. Electron orbital changes require larger amounts of energy, which corresponds to the short wavelengths in the ultraviolet and near-infrared ranges (0.1 to 1.5 $\mu\text{m}$). Vibrational and rotational energy levels are lower, corresponding to ranges between 1.5 and 10 $\mu\text{m}$, and greater than 10 $\mu\text{m}$, respectively. However, changes in vibrational energy are often accompanied by rotational changes, resulting in closely spaced lines that lead to characteristic spectral lines in the infrared region, called the ro-vibrational bands.
Due to the differing structures of molecules, each species has its own absorption profile. As an example, Figure 8 shows the absorption profiles for methane (CH$_4$), carbon dioxide (CO$_2$), and nitrogen dioxide (NO$_2$) between wavelengths of 2.5 and 16.7 µm. Absorption appears in bands due to small ranges of the electromagnetic spectrum that exactly match the energy levels for absorption and emission for those molecules.
2.2 Line Absorption by Molecular Gases

As mentioned previously, absorption in the infrared region occurs in discrete lines due to the quantization of energy states of a molecule. These lines are not truly discrete and monochromatic; any significant amount of absorption must occur over a wider spectrum. These spectral lines are broadened through various mechanisms and centered at an energy level corresponding to a wavelength or wavenumber. The most important broadening mechanisms are collision broadening and Doppler broadening, with collision broadening being the most dominant mechanism for most engineering applications involving infrared radiation. Other broadening mechanisms, such as natural broadening and Stark broadening, are only considered in limited cases and are negligible otherwise [69]. As an example, Figure 9 shows the structure of a single broadened line.

Figure 8: Absorption profiles for methane, carbon dioxide, and nitrogen dioxide across a wide spectrum, derived from the HITRAN database [68], appearing in bands at irregular intervals due to individual internal energy levels.
Figure 9: The profile of a single absorption line centered at 3048 cm\(^{-1}\). Absorption lines are characterized by their half-widths, line strengths, and absorption.

This figure shows the absorption coefficient, \( \kappa_{\eta,ij} \), centered at a particular wavelength, \( \eta_{ij} \). The line intensity, \( S_{ij} \), is defined as

\[
S_{ij} = \int_{0}^{\infty} \kappa_{\eta,ij} d\eta = \int_{-\infty}^{\infty} \kappa_{\eta,ij} d(\eta - \eta_{ij})
\]

[2.2]

Since the wings of the line approach zero asymptotically as the distance from the centre wavelength increases, the width of the line is described by a half-width, \( \gamma \). The half-width is half of the width of the line at half of the maximum height, described by \((\frac{1}{2})\kappa_{\eta ij}\) in Figure 9.

Collision broadening of a spectral line occurs due to collisions between individual gas molecules. The result of broadening by collisions is a Lorentz profile described by

\[
\frac{\kappa_{\eta,ij}}{S_{ij}} = \frac{\gamma_c}{(\eta - \eta_0)^2 + \gamma_c^2}
\]

[2.3]

where \( \gamma_c \) refers to the collision half-width. This half-width can be approximated by...
\[ \gamma_c = \frac{1}{c} \frac{2D^2 P}{(\pi MkT)^{\frac{1}{2}}} \]  \[ 2.4 \]

where \( D \) is the effective diameter of the molecule, \( P \) is the gas pressure, \( M \) is the mass of a molecule, and \( c \) and \( k \) are constants (speed of light and Boltzmann, respectively, \( k = 1.381 \times 10^{-23} \text{ J/K} \)).

Doppler broadening arises due to the Doppler Effect, in which the velocity of the atoms or molecules of a gas affects the observed wavelength. Doppler broadening produces a line shape described by

\[ \kappa_{\eta,ij} \frac{S_{ij}}{S_{ij}} = \frac{1}{\gamma_D} \sqrt{\frac{2}{\pi}} \exp \left[ -\left( \frac{\eta - \eta_{ij}}{\gamma_D} \right) \ln 2 \right] \]  \[ 2.5 \]

where \( \gamma_D \) is the Doppler half-width,

\[ \gamma_D = \frac{\eta_{ij}}{c} \left( \frac{2kT}{M} \ln 2 \right)^{\frac{1}{2}} \]  \[ 2.6 \]

Natural broadening of a line arises due to Heisenberg’s uncertainty principle. The uncertainty in the exact energy levels of the transition energy states contributes to the shape of the line. This shape is known as a Lorentz profile,

\[ \kappa_{\eta,ij} \frac{S_{ij}}{S_{ij}} = \frac{\gamma_n/\pi}{\gamma_n^2 + (\eta - \eta_{ij})^2} \]  \[ 2.7 \]

Generally, natural broadening has a minimal overall effect on total absorption, and can be considered negligible.

### 2.3 Spectral Databases

Large databases containing detailed line absorption information exist for simple molecules. One of the most comprehensive databases is the high resolution transmission (HITRAN) database [68], originally developed by the U.S. Air Force Geophysics Laboratory. As of 2012, the database contains line-by-line parameters at room temperature for 47 different molecules. Some of the parameters include: wavenumber; line intensity; air-broadened width; and self-broadened width. With these values, exact absorption coefficients \( \kappa_\lambda \) are then obtained by applying the broadening mechanisms.
discussed in Section 2.2. However, the database is limited to rather simple molecules such as H$_2$O, CO$_2$, O$_3$, CH$_4$, etc. As the complexity of molecules increase the viability of performing line-by-line calculations decreases to a prohibitive point. Large molecules (e.g. BTEX) are too large and thus are not included in the HITRAN database.

Fortunately, with high-resolution spectroscopy advances over the last 60 years (e.g. FTIR spectrometers), the strengths of individual lines of these large molecules can be measured. This allows comprehensive empirically-derived databases to be created for many vapour-phase materials. Both the National Institute of Standards and Technology (NIST) and the Pacific Northwest National Laboratories (PNNL) have begun to independently compile extensive libraries. NIST aims to maintain a spectral library of approximately 100 compounds, whereas the PNNL library will contain data for up to approximately 400 compounds [70].

As discussed in Section 1.1, the main species of interest are toluene, methane, and propane. Ethylene was also used to help solve filter specification issues, which will be discussed in Section 4.2. Toluene and propane absorption data are obtained from the PNNL database, while methane and ethylene absorption data are obtained from the HITRAN database. For this reason, methane and ethylene are used as additional baselines to confirm the functionality of the detectors. Shown below are the HITRAN absorption profiles for methane and ethylene, and the PNNL absorption profiles for toluene and propane.
Figure 10: Scaled absorption coefficients of the ro-vibrational bands for toluene (C₇H₈), methane (CH₄), propane (C₃H₈), and ethylene (C₂H₄), obtained from the HITRAN database [68].

2.4 Monochromatic Absorption Tomography

As stated in Section 1.4, absorption tomography is an imaging technique used to estimate chemical distributions. In traditional absorption tomography techniques, measurements of the flow field are carried out at monochromatic wavelengths. The physical model stems from the radiative transfer equation (RTE), which is an equation that describes the radiative flux incident on a surface or the flux at any point inside a participating medium, which may emit, absorb, or scatter radiation [71]. The RTE is an energy balance such that the change in spectral radiative intensity along a line of sight $\hat{s}$ is described by

$$\frac{dI_\eta}{ds} = \kappa_\eta I_{\eta n} - \kappa_\eta I_{\eta n} - \sigma_{s\eta} I_\eta + \frac{\sigma_{s\eta}}{4\pi} \iint I_\eta (\hat{s}_i) \Phi_\eta (\hat{s}_i, \hat{s}) d\Omega_i$$

[2.8]

where the terms on the right-hand side of the equation represent the emission, absorption, scattering away from $\hat{s}$, and incoming scattering, respectively. For infrared applications, the emission and
scattering terms are negligible, which reduces the significant terms in the RTE to only absorption, 
\(-\kappa_\eta I_\eta\). Integrating the RTE over the field of interest yields the Beer-Lambert law,

\[
I_{\eta L} = I_{\eta 0} \exp \left[ - \int_0^L \kappa_\eta(s) ds \right]
\]

which describes the intensity that would be measured across an absorbing medium \(I_{\eta L}\) based on the intensity entering the domain \(I_{\eta 0}\) and the spectral absorption coefficient \(\kappa_\eta\). The spectral absorption coefficient is proportional to the species local mole fraction, \(\chi\), which is related by the equation

\[
\kappa_\eta = \sigma_\eta N = \sigma_\eta \frac{\chi(s)P}{R^oT}
\]

where \(\sigma_\eta\) is the molecular absorption cross-section, \(N\) is the molecular number density, \(P\) is the pressure of the species, \(T\) is the temperature, and \(R^o\) is the universal gas constant.

Equation [2.9] can be rearranged to the form of a Volterra integral of the first kind (IFK)

\[
b \equiv \ln \left( \frac{I_{\eta 0}}{I_{\eta L}} \right) = \int_0^L \kappa_\eta(s) ds
\]

where \(b\) is the path-integrated absorption coefficient along the measurement path. As discussed previously, CST aims to reconstruct the distribution of \(\kappa_\eta\). This is done by first discretizing the domain, usually into an array of square pixels, in which each pixel is assumed to have a uniform concentration (see Figure 11 for an example). Estimates of the pixel concentrations are stored in a vector of coefficients \(x \in \mathbb{R}^{nx1}\). Multiple measurements of \(b\) are to be stored in a vector \(b \in \mathbb{R}^{mx1}\), where \(m\) is the number of paths in the measurement domain. As a result, Equation [2.11] can be estimated by a ray-sum

\[
b_i \approx \sum_{j=1}^n a_{ij} x_j
\]

where \(a_{ij}\) is the length of the \(i^{th}\) path intersecting the \(j^{th}\) pixel shown in Figure 11. Combining the ray-sums for each path forms a ray-sum matrix \(A \in \mathbb{R}^{mxn}\). This matrix forms the linear system
\[ \mathbf{A} \mathbf{x} = \mathbf{b} \]  

[2.13]

In order for the assumption of uniform species concentration within each pixel to hold, the size of the pixels must be small. Due to the nature of CST problems and a limited number of beams \( m \), the system is under the condition \( m < n \), making the system rank-deficient according to the rank-nullity theorem. For a full-rank problem, the linear system can usually be solved directly through matrix inversion (i.e. \( \mathbf{x} = \mathbf{A}^{-1} \mathbf{b} \)). This is not the case for the CST problem, which is known to be mathematically ill-posed [72]. Well-posed problems, originally outlined by Jacques Hadamard [73], have the following characteristics:

1) The problem has a solution,

2) The solution to the problem is unique, and

3) The solution is stable to perturbations in the measurement data.

Problems that violate the third criterion for stability are known as discrete ill-posed problems. CST problems of this nature are those in which dense sampling is possible, but the solution is unstable due to the amplification of measurement noise in the deconvolution process. However, rank-deficient
problems violate the second criterion for uniqueness, as the limited number of measurements in \( b \) can be explained by any number of distributions \( x \).

### 2.4.1 Bayesian Framework

Since CST problems often feature incomplete or insufficient information, Bayesian priors can be used to add sufficient information. The goal of applying Bayesian statistics to CST is to maximize the posterior probability density function (pdf) which is formally given by Bayes’ equation

\[
\pi(x|b) = \frac{\pi(b|x) \cdot \pi_{pr}(x)}{\pi(b)} \quad [2.14]
\]

where \( \pi(x|b) \) is the posterior PDF of \( x \) given measurement data \( b \), \( \pi(b|x) \) is the likelihood pdf, \( \pi_{pr}(x) \) is a prior pdf of \( x \), and \( \pi(b) \) is the evidence. The evidence is a scaling factor, and thus it can be neglected for the purposes of this problem. Consequently,

\[
\pi(x|b) \propto \pi(b|x) \cdot \pi_{pr}(x) \quad [2.15]
\]

The reconstruction for most CST applications is obtained through the maximum *a posteriori* (MAP) estimate, \( x^{MAP} = \arg\max [\pi(x|b)] \), which requires the likelihood function and a prior distribution.

Measurement noise of the system is due to photonic shot noise and electronic noise. Combined, the noise follows a Gaussian distribution and can be modelled as an independent and identically distributed term [74]. The likelihood pdf can then be described by the following expression,

\[
\pi(b|x) = \frac{1}{2\pi\sigma_m^2} \exp\left[ -\frac{1}{2} \left( \frac{(Ax - b)^T(Ax - b)}{2(2\sigma_m^2)^2} \right) \right] \quad [2.16]
\]

where \( \sigma_m \) is the standard deviation of the noise. Since \( A \) is rank-deficient, there is insufficient information to provide a unique solution.

The prior pdf, \( \pi_{pr}(x) \), represents information that is known about the target species distribution. Concentration data can be modelled as a joint-normal random variable \( x \sim \mathcal{N}(\bar{x}, \Gamma_x) \), where \( \bar{x} \) is the mean distribution and \( \Gamma_x \) is the spatial covariance of the flow. The prior pdf then looks like:
\( \pi_{Pr}(x) = \frac{1}{\sqrt{(2\pi)^n|\Gamma_x|}} \exp\left[ -\frac{1}{2} (x - \bar{x})^T \Gamma_x (x - \bar{x}) \right] \) \hspace{1cm} \[2.17\]

Combining Equations [2.15], [2.16], and [2.17] yields the expression

\[ \pi(x|b) \propto \exp \left[ \left\| \begin{bmatrix} \sigma_m A \\ L \end{bmatrix} x - \begin{bmatrix} \sigma_m b \\ L \bar{x} \end{bmatrix} \right\|_2^2 \] \hspace{1cm} \[2.18\]

where \( L \) is the Cholesky factor of the inverse covariance matrix, \( L = \text{chol}(\Gamma_x^{-1}) \). Knowing that species concentration, as a physical property, can only be a positive value adds an additional prior. Equation [2.19] can be minimized with a non-negativity constraint for the MAP estimate:

\[ x^{MAP} = \min_{x > 0} \left[ \left\| \begin{bmatrix} \sigma_m A \\ L \end{bmatrix} x - \begin{bmatrix} \sigma_m b \\ L \bar{x} \end{bmatrix} \right\|_2^2 \] \hspace{1cm} \[2.19\]

The covariance matrix, which describes how a basis function correlates with other basis functions, can be estimated through the use of simulations or published variance data [74]. If neither option is viable, it can be assumed that the flow is spatially smooth using first-order Tikhonov regularization [75] with a regularization parameter \( \lambda = 0.20 \).

### 2.5 Broadband Absorption Tomography

The procedure outlined in Section 2.4 is a basic approach for monochromatic sources. For broadband sources, a more complicated approach must be developed due to the fact that \( \kappa_\eta \) is highly variable over a spectral broadband width, as discussed in Section 2.2. Additionally, the intensity of a broadband source varies as a function of the spectrum, which is given by Planck’s law,

\[ I_{b\lambda}(T, \lambda) = \frac{2C_1}{\lambda^5 \left[ e^{\frac{C_2}{\lambda T}} - 1 \right]} \] \hspace{1cm} \[2.20\]

or

\[ I_{b\eta}(T, \eta) = \frac{2C_1 \eta^3}{e^{\frac{C_2 \eta}{T}} - 1} \] \hspace{1cm} \[2.21\]
depending on the use of wavelength or wavenumber. \( C_1 \) and \( C_2 \) refer to constants, where \( C_1 = \hbar c_0^2 \) and \( C_2 = \hbar c_0 / k \). The constant \( \hbar \) is Planck’s constant and \( k \) refers to Boltzmann’s constant. Figure 12 shows the intensity of a blackbody at various temperatures.

![Figure 12: Blackbody intensity profiles at decreasing temperatures (1600, 1500, 1443, 1400, 1300, 1200, and 1000 K).](image)

For a single broadband optical path, a broadband transmittance can be calculated by taking the ratio of the attenuated incident power on the detector through an absorbing medium to an incident reference power of the detector (i.e. incident power that has not been attenuated),

\[
T = \frac{P_{abs}}{P_{ref}} \tag{2.22}
\]

where \( P_{abs} \) is given by

\[
P_{abs} = \int_{\eta_1}^{\eta_2} C_g f_\eta \epsilon_\eta I_{\eta_0} \exp \left[ - \int_0^L \kappa_\eta(s) ds \right] d\eta \tag{2.23}
\]
In this equation, $C_g$ refers to a configuration factor that is influenced by geometric considerations; $f_\eta$ is the photovoltaic detector efficiency; $\epsilon_\eta$ is the emissivity of the broadband source; $I_{0\eta}$ is the intensity produced by the blackbody source; and $\kappa_\eta$ is the local absorption coefficient. The intensity at the spectrum of interest (i.e. $\eta_{1-2}$) does not vary significantly and can be treated as constant. The intensity, along with the other constants, can be grouped together as another coefficient, $C_{e-d}$, and removed from the integrand

$$P = C_{e-d} \int_{\eta_{1-2}} \exp \left[ - \int_{0}^{L} \kappa_\eta(s) ds \right] d\eta$$  \hspace{1cm} [2.24]

The reference power can be similarly expressed, noting that the power is a measurement with no absorption occurring (i.e. $\kappa_\eta = 0$),

$$P_{ref} = C_{e-d} \int_{\eta_{1-2}} \exp \left[ - \int_{0}^{L} \kappa_\eta(s) ds \right] d\eta = C_{e-d} \Delta \eta_{1-2}$$  \hspace{1cm} [2.25]

The constants for both measurements are identical and thus cancel out when determining the transmittance, yielding

$$T = \frac{1}{\Delta \eta_{1-2}} \int_{\eta_{1-2}} \exp \left[ - \int_{0}^{L} \kappa_\eta(s) ds \right] d\eta$$  \hspace{1cm} [2.26]

Since this broadband transmittance is a nonlinear function of the path-integrated concentration, additional manipulation is required to estimate the concentration distribution [74].

Photonic absorption events are independent, and line strength is related linearly to the partial pressure of the species of interest. As such, the absorption coefficient can be expressed as a product of the local concentration, $c_i(s)$, and a spectral shape function, $C_\eta$

$$\kappa_\eta = c_i(s) \cdot C_\eta$$  \hspace{1cm} [2.27]

This relationship holds up under most conditions of constant temperature and pressure when the self-collision and air-collision broadened half-widths are not significantly different. Equation [2.27] can then be substituted into Equation [2.26]:
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\begin{equation}
T = \frac{1}{\Delta \eta_{1-2}} \int_{\eta_{1-2}} \exp \left[ - \int_0^L c_i(s) ds \right] \frac{C_\eta}{\Delta \eta_{1-2}} \, d\eta \tag{2.28}
\end{equation}

The exponential term can be replaced with a function \( G \),

\begin{equation}
G(L) \equiv - \int_0^L c_i(s) ds \tag{2.29}
\end{equation}

which results in the transmittance equation,

\begin{equation}
T = \int_{\eta_{1-2}} \frac{\exp[-G(L)] C_\eta}{\Delta \eta_{1-2}} \, d\eta \tag{2.30}
\end{equation}

The transmittance can be calculated for a species with a known spectral shape function over a specific range. The inverse of \( G \), which is also known as a linearizing transfer function, can be related to the path-integrated measurement of the target species,

\begin{equation}
b_i \equiv G(L) = G^{-1}(T) \tag{2.31}
\end{equation}

At this point, the methods outlined in Section 2.4 employed for estimating the concentration, including the Bayesian framework, can be applied to broadband tomographic reconstructions due to the shared forms of Equations [2.11] and [2.29].
Chapter 3

Broadband Optical Path Design

As has been discussed previously, one of the main challenges in CST is the high number of optical paths needed for high quality reconstructions, due to the high cost of commercial open path detectors as well as lasers. This chapter describes the design and manufacture of open path detector pairs used to carry out chemical species tomography.

3.1 Original Design

The initial concept for a low-cost infrared open path hydrocarbon gas detector was designed by a group of mechatronics engineering students (Nick Bodd, Ali Jahed, Shari King, and Peter Robertson) as part of their capstone MTE 481/482 design project at the University of Waterloo [76]. The scope of the project, which this thesis builds upon, was to design an open path detector that scales to multiple measurements, built under a budget of $8,000, operates under a fail-to-safe mode, and that is field-deployable. A field-deployable requirement suggests that the units be portable (i.e. lightweight, easy to maneuver, and allows for flexibility in arrangement) and housed in a casing suitable for operation in a Class I, Div. I location (i.e. a location in which flammable gases are present at all times). This requires that the casing and selected components be either intrinsically safe or explosion-proof. In Canada, intrinsically safe equipment meets the CSA C22.2 NO. 157-92 standard [77] while explosion-proof enclosures meet the CSA C22.2 NO. 30-M1986 standard [78]. The original design included a detector and emitter pair, each unit mounted in an Adalet explosion-proof case and mounted on an adjustable tripod.

Initial considerations for the emitter included infrared LEDs, lasers, xenon flash lamps, and thermal emitters. The criteria upon which each emitter type was judged were available wavelength, intensity, cost, collimation, safety, and field depth. Overall, the thermal source was judged to best satisfy these criteria. Although lasers are often the source of choice in spectroscopic applications due to their high intensity, collimation, and specific spectral range, the safety hazards that they present make this option much less desirable.
Considerations for detectors included photovoltaic, photoresistive, and photoconductive. The criteria used to judge detector options were wavelength, sensitivity, and cost. A photovoltaic detector was deemed to be most appropriate based on the weighted criteria.

Other aspects of the project that required consideration included telemetry, casings, mounts, and optical elements. Key components are listed in Table 2 and a model of the final prototype design can be seen in Figure 13.

Table 2: Summary of selected design components for an open path detector prototype.

<table>
<thead>
<tr>
<th>Item</th>
<th>Manufacturer</th>
<th>Model/Item Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photovoltaic detector</td>
<td>Hamamatsu</td>
<td>P10090-01</td>
</tr>
<tr>
<td>Infrared source</td>
<td>Hawkeye Technologies, Inc.</td>
<td>IR-Si253</td>
</tr>
<tr>
<td>Telemetry</td>
<td>Omega</td>
<td>UWTC-REC1</td>
</tr>
<tr>
<td></td>
<td>Omega</td>
<td>UWPC-2-NEMA</td>
</tr>
<tr>
<td>Optical components</td>
<td>Spectrogon</td>
<td>BP-1695-097</td>
</tr>
<tr>
<td></td>
<td>Thorlabs, Inc.</td>
<td>LA5370-E</td>
</tr>
<tr>
<td>Power supply</td>
<td>Power Patrol</td>
<td>SLA 1022</td>
</tr>
<tr>
<td></td>
<td>Tenma</td>
<td>72-630</td>
</tr>
<tr>
<td>Housing</td>
<td>Adalet</td>
<td>XDHLDGCX</td>
</tr>
</tbody>
</table>

Figure 13: Rendering of original prototype design of the detector and emitter pair [76].
3.1.1 Emitter Specifications

The IR-Si253 emitter by Hawkeye Technologies, Inc. is a thermal infrared emitter made of silicon nitride. This emitter was chosen for both its recommended operating parameters and expected performance. The recommended operating parameters can be seen in Table 3.

Table 3: Summary of the Hawkeye Technologies Inc. IR-Si253 thermal emitter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage, (V)</td>
<td>12.0</td>
</tr>
<tr>
<td>Current, (A)</td>
<td>1.6</td>
</tr>
<tr>
<td>Temperature, (K)</td>
<td>1443</td>
</tr>
<tr>
<td>Power, (W)</td>
<td>20.0</td>
</tr>
<tr>
<td>Emissivity, %</td>
<td>80</td>
</tr>
</tbody>
</table>

Being a thermal emitter, it is expected that the IR-Si253 behaves akin to that of a greybody operating at a temperature of 1170 °C (1443.15 K). The spectral intensity of a blackbody is given by Equation [2.20] (or Equation [2.21] if working in wavenumber). The blackbody emission of the emitter is shown in Figure 14 with absorption lines of methane for comparison. The emitter was originally selected for its peak emission, which occurs near the weak overtone absorption band for hydrocarbons centred at approximately 1.6 \(\mu m\). This band is highlighted in the following figure.
3.1.2 Power Supply

The emitter specifications recommend a power supply that outputs 1.6 A at 12 V. Originally, 12 V sealed lead acid batteries were chosen for portability for each emitter unit. The selected battery has a capacity of 2.9 Ah and physical dimensions of 7.0 x 9.0 x 10.1 cm (width x length x height) that enables it to sit behind the emitter in the casing. Lab-based experiments and later tomography experiments used a Tenma 72-630 DC power supply, which offers variable output voltage of 1-15 V and a maximum current output of 30 A. Photographs of each are shown in Figure 15.
Figure 15: Photographs of sealed lead acid battery (a) and DC power supply (b) used to power thermal emitter source.

The change from batteries to the wall power supply for tomography experiments was made due to the nature of voltage drops of batteries as the charge decreases. Initially it was not thought to be a problem but experimental results, displayed in Figure 16, indicate otherwise. Shown is a comparison of signals received from the emitter unit when powered by a battery vs. the wall supply. Due to the decaying nature of power from the battery, the dedicated wall supply was used for all tomography experiments beyond experiment #5, discussed in Chapter 5.
Figure 16: Power supply comparison test of sealed lead acid battery to Tenma wall power supply.

3.1.3 Detector Specifications

The detector, a Hamamatsu P10090-01 detector, is a non-cooled indium arsenic (InAs) detector capable of detecting infrared light with a peak sensitivity wavelength of 3.35 µm, making the detector an ideal choice for focus on hydrocarbon absorption in the mid-infrared region.
Figure 17: Detector spectral profiles for P10090-01 and other Hamamatsu InAs photovoltaic detectors.

### 3.1.4 Lens and Filter Specifications

The focusing lens used in the receiver side, the ThorLabs LA5370-E, is a 1-inch plano-convex lens made of calcium fluoride (CaF$_2$), with a focal length of 40 mm. The lens has an anti-reflective coating optimized for the range of 3 to 5 µm, while uncoated CaF$_2$ has a spectral transmission range from approximately 0.18 to 8.0 µm.

The filter selected for the original prototype was the Spectrogon BP-1695-097, which is a filter centered at 1,695 nm with a half-width of 100 nm. This filter corresponds to the weak overtone absorption band of hydrocarbons. However, subsequent design decisions were made such that the greater line strengths of the ro-vibrational band could be taken advantage of by considering other filters.

The first filter considered was the ThorLabs FB3250-500, which has a sapphire substrate mounted in an aluminum ring. The centre wavelength is located at 3.250 µm with a full width half-maximum of 0.5 ± 0.1 µm. This filter is an integral component as it contains the spectral range for absorption of the C–
H band. The second filter that was briefly considered and used was the ThorLabs FB2750-500 filter. With a centre wavelength of 2.750 $\mu$m, this filter would serve as a transparent window of hydrocarbon absorption, and therefore measurements made with this filter would be used as reference measurements (i.e. Equation [2.25]). Although some methane spectral lines exist in this region, they are few and low in intensity and would not impact experimental measurements in any appreciable manner. However, this filter was ultimately only tested briefly over a few tomography experiments because the absorption band for H$_2$O lies within this filter window and reduces the effectiveness of the reference measurements due to the variable levels of relative humidity of the air at the time of measurements.

Figure 18: Transmissivity profiles for ThorLabs optical components (LA5370-E, FB3250-500, FB2750-500) [79].
3.2 Design Modifications

Several modifications needed to be made to the original design due to multiple issues regarding performance and efficiency. The major issue was that the performance of the optical transmitter-receiver pair was very poor. There was very little detectable signal above distances of 2 m as well as poor detection of absorption, therefore changes were made to improve performance. To improve detection of absorption signals, it was decided that the 3.3 \( \mu m \) ro-vibrational band be used due to the higher absorption coefficients. As a result, the Adalet explosion-proof cases were set aside because the soda-lime glass on the cases drop the transmissivity of infrared light to approximately 40% beyond wavelengths of 2.8 \( \mu m \). For this reason, meeting the Class I Division I requirement was one that was put off to be revisited at a future time.

To improve the working performance of the open-path detector, three aspects were targeted: emitter placement, emitter collimation, and alignment. The emitter placement and collimation issues
were solved by using a Monte Carlo ray-tracing simulation to select a larger parabolic reflector, while the alignment issue was solved by developing an aligning laser.

### 3.2.1 Monte Carlo Ray-tracing Simulation

After reducing the transmitter unit to a single, centered thermal emitter, performance over longer distances was still poor. To quantify and visualize the behavior, a Monte Carlo method was used. A Monte Carlo simulation is one in which a randomized sample is simulated repeatedly to obtain a result [69], [71]; in this case, photon bundles (radiation) from the thermal emitter were simulated to obtain the view factor, or the frequency of photon bundle hits on the target.

To simulate this scenario, MATLAB® is used to reconstruct the geometry of the emitter, reflector, and target surface. The emitter element is 5 mm in length and 1 mm in diameter, while the reflector is 10.0 mm in length and 9.0 mm by 25.4 mm at the smaller and larger diameters at the ends. The simulation parabola can be constructed using these measurements of the reflector, and the centre of the emitter element is placed at the focal point of the parabola. The target surface is a 25.4 mm surface, representing the focusing lens used in the design, at a set distance defined from the front face of the parabola to the target surface. Due to symmetry, the problem can be simplified to a half-parabola in 2D space, displayed in Figure 20.
An emission location on the filament surface is chosen at random, and a photon is emitted in a random direction. The filament is modelled as a diffuse emitter so the emission direction follows a Lambertian distribution. To quantify the performance of the reflector, the view factor is defined as the ratio of photons that strikes the target surface to the total number of photons released:

$$F = \frac{\sum_i \left(\frac{N_{\text{strike}}}{N}\right)_i}{s}$$  \[3.1\]

A simulation of $N = 10,000$ photons with a distance of 10 m to the target surface over $s = 20$ trials shows that the view factor of the stock IR-Si253 parabolic reflector is $F = 0.0025$, or 0.25%. An example of the simulation with $N = 50$ photons can be seen in Figure 21.
As the simulation shows, the performance of the stock reflector is inefficient, with few to no rays reaching the target. Due to the length of the filament in relation to the size of the reflector, a large portion of the radiation leaving the filament is not captured by the reflector, illustrated by the large number of rays that reach the top axis of the figure. The proposed solution is to use a larger reflector in the design. Phoenix Electroformed Products, Inc. offers a large array of stock reflectors with varying dimensions, their offerings categorized in series by focal length ranging from 0.055” to 3.000” (1.40 mm to 76.2 mm).

Although many reflectors have similar performance, only reflectors with a diameter $d_f < 4.0$” (10.2 cm) can be considered due to space constraints in the tubes that are used for mounting the components. Out of the stock reflectors that Phoenix Electroformed Products, Inc. offers, the reflector that performed best according to the simulation was the PA10.2. Under comparable conditions to the simulation of the IR-18, the PA10.2 has a view factor of $F = 0.0106$, or 1.06%.

The simulation showed better collimation by the PA10.2 reflector than the IR-Si253 stock reflector. Figure 21 and Figure 22 illustrate this performance for the IR-Si253 and PA10.2 reflectors, respectively. Photons reflected by the PA10.2 have a much narrower spread towards the direction of the target than those reflected by the IR-Si253.
Figure 22: Sample results of the Monte Carlo ray tracing simulation for the PA10.2 parabolic reflector. Shown are 50 rays across a distance of $z = 10$ m.

Comparative results for simulated as well as experimental results can be seen in Figure 23. The solid lines indicate simulation results that are associated with the $N_{\text{sim}}/N_{\text{em}}$ axis, while the dashed lines indicate experimental results that are associated with the Detector Response axis. The purple series represents IR-Si253 reflector results, while the blue series represents PA10.2 reflector results. Figure 23 does not directly compare the simulated and experimental results, but rather displays the improvement in simulated results from using the IR-Si253 to the PA10-2 that is reflected in the experimental results.

It is clear from these results that the PA10.2 reflector results in a higher absolute signal as well as collimation that is not provided by the IR-18 reflector. A separate test was done to confirm that the emitter-detector pair was operational over 10 m, confirming that the PA10.2 provides sufficient collimation for large-area CST measurements.
3.2.2 Visible Laser Alignment

Alignment of the emitter and the detector units is done with a low-powered optical laser on the emitter side with a basic mirror on the detector side. The laser is mounted at the centre of the emitter unit and pointed at the centre of a mirror mounted on the detector side. The detector unit can then be pointed directly to the emitter unit by reflecting the optical laser point to its source. This ensures that alignment of both units is achieved.

The laser used is a Quarton VLM-650-03 LPA red dot laser, which has a centre wavelength of 650 nm. With an output power of < 5 mW, it is classified as a Class IIIa laser. Due to imperfections, the laser point is directed at a slight angle. This can be seen when the laser is shone at a far wall and rotated in place. To combat this, a custom mount is made to hold the laser at a slight offset. The mount uses three set screws, set 120° apart, to adjust the direction angle. Adjustments are made until the laser points at a single spot on the far wall while it is rotated. Figure 24 shows the laser mounted in place.
3.2.3 Data Acquisition System

The Omega UWPC-2-NEMA unit was originally set to transmit a signal every five seconds, with a maximum sampling rate every two seconds. For the final tomography experiment (discussed in Section 5.2.6), a National Instruments USB-6001 data acquisition (DAQ) unit was chosen for use in order to achieve a higher sampling rate that would allow for statistical measurement analysis. Consequently, an amplifier was also required for the signal, discussed in the next subsection.

3.2.4 Detector Amplification

Based on experimental results, the output range of the photovoltaic detector fell in the sub-50 mV range. However, the specifications of the DAQ state the absolute accuracy of the unit at 6 mV and the system noise at 0.7 mVrms. This is problematic as the accuracy and inherent system noise make up a large portion of the uncertainty of the experimental transmissivity measurements. As such, an amplifier is required to minimize this uncertainty. The amplifier selected was the Texas Instruments LM358 dual operational amplifier to achieve a gain of 50. The amplifier unit received input from the photovoltaic detectors and output its signal to the NI USB-6001. A photograph of the amplifier unit can be seen in Figure 25.
3.3 Optical Paths Expansion

Incorporating the updated design details three more beams were constructed. Drawings of the individual components can be seen in Appendix A.

In expanding the number of optical paths other minor design details were changed. Optical components are mounted on the front faces of the detector plates, using ThorLabs cage system construction rods. Where the original prototype used steel pipes to house the emitter and detector assemblies, steel tubes were instead chosen for use in the new constructed units. The main reason for using tubes over pipes is primarily due to one reason: the pipes have a weld bead on the inside that is not present on the tubes. As a result, the new assemblies are slightly smaller due to the way that pipes and tubes are specified (inner diameter vs. outer diameter). While the weld beads can be ground off (as they were for the original prototype), the decision was made to size the new components appropriately to fit tubes and forego the additional step.
Chapter 4
Device Calibration and Characterization

To ensure that the fabricated prototypes function as designed, they were tested using an absorption cell. The purpose of an absorption cell is to hold a well-defined gas mixture consisting of an inert gas and an absorbing target while an absorption measurement is made through the cell. Absorption cells are commercially available for small path lengths, typically on the order of 1 cm, to be used with a small, focused source (e.g. diode lasers). The open-path detectors outlined in Chapter 3, by contrast, are designed for a large scale operation, and therefore require a custom cell. This chapter presents the design of the absorption cell and experimental procedures and results of the necessary device validation.

4.1 Absorption Cell Calibration

4.1.1 Cell Design and Purpose

The cell, designed and built by Antoni Pashartis, an M.Eng. student in the Department of Mechanical and Mechatronics Engineering at the University of Waterloo, is shown in Figure 26. Built from black steel plumbing pipes and caps, the cell has an approximate length of 81 cm and a volume of 7.0 L. The cell has 1.5" (38.1 mm) sapphire windows in each cap on the ends. Sapphire is used because it is spectrally transparent in the mid-IR. The cell features three ¼” NPT-threaded ports to be used as inlets, outlets, or for measurement devices. In the case of a liquid species, (e.g. toluene), the species can be placed in the cell’s bottom cap.
Figure 26: Custom absorption cell fabricated from steel piping components with 1.5” sapphire windows and three ports to be used as inlets or outlets to the cell.

4.1.2 Experimental Calibration

For all experiments, the absorption cell was placed in the centre of the testing table, with the source and detector at opposite ends, 1.9 m apart. The emitter was powered by a Tenma DC power supply, set to provide a constant 12.0 V.

4.1.2.1 Toluene Procedure and Results

Toluene absorption measurements required assistance from Imperial Oil Inc. A flame-ionizing detector (FID) was needed to determine the concentration inside the cell while simultaneously making absorption measurements of the detector. The FID is a ThermoScientific TVA-1000 model, which infers organic compound concentrations by measuring the ions produced from a combustion reaction of a hydrocarbon air sample in hydrogen flame.

To capture the full range of toluene concentration, the measurements of toluene absorption were done in two separate tests. The first toluene test, which was intended to measure high concentrations of toluene, saw 50 mL of liquid toluene placed inside the absorption cell and left for 24 h to reach phase equilibrium within the cell. Incident intensity measurements at the detector were taken at 20 s intervals in conjunction with point measurements from the FID. These point measurements required an air sample to be pulled from the cell on a continual basis. Sampling consistency was established by simultaneously drawing the sample from the end ports of the cell.
The second toluene test, which was meant to measure attenuation at low concentrations, began following the first test after purging the cell. Measurements began immediately upon placing the liquid toluene inside the cell. Attenuation and concentration were measured as the vapour concentration increased over time; the procedure for the measurements was identical to the first test.

Results from validation measurements in conjunction with a theoretical model constructed from spectral data are shown below in Figure 27. Toluene results show two curves that represent each individual test. Clean air FID measurements between the two tests measured non-zero, indicating a slight set point drift throughout the first test. This drift accounts for the minor discrepancy in transmittances for the region of burden overlap.

![Figure 27: Toluene transmittance measurements through the absorption cell for the prototype emitter-detector pair with simultaneous FID readings, compared to a simulated transmittance model derived from spectral absorption reported in the PNNL database [70].](image)

Upon inspection the measured trends generally follow the trends projected from database values. The normalized root-mean-square error (NRMSE) for toluene is 14.9%, with measured transmittance at higher concentrations of toluene larger than expected. The crossing of experimental and expected
data in the results suggests additional errors exist with the toluene experiments. Potential sources include:

1) PNNL absorbance data for toluene is specified at a burden of 1 ppm·m, which is extrapolated up to the 14,000 ppm·m observed during the experiments.

2) Experimentally, FID concentration measurements were also subject to extrapolation: manufacturer-provided response factor data, which are needed to convert FID readings to concentrations, are only available up to 104 ppm.

3) The FID, drawing a continuous feed of air from the cell, causes an inhomogeneity in the gas concentration, introducing further uncertainty.

4) Finally, the stated accuracy of the TVA-1000 FID is ±25% of the reading up to 104 ppm.

All of these factors significantly impact the analysis for toluene. While it is encouraging that the detector-emitter pair successfully detects the presence of toluene, the experimental procedure including the FID is not completely robust. Following construction of additional optical path pairs for tomography measurements, methane was chosen as the species of choice for further calibration study. As a gas, the proportions within the cell are more easily controlled, and it is a species included in the HITRAN database.

4.1.2.2 Methane Procedure and Results

For the calibration of optical paths using methane as a species, the amount is known by way of controlling the inlet flow to the cell. Methane is introduced into the cell at a known flow rate, the proportions balanced by mixing the input with an additional nitrogen flow.

Tests conducted using methane through the absorption cell progressed in two distinct steps. In the first step, the flow of nitrogen was kept steady while the rate of methane was increased incrementally to capture absorption measurements at low concentrations. In the second step, the methane concentration was held constant while the nitrogen flow was reduced incrementally until the flow entering the cell was purely methane. The calibration test was done to confirm the effectiveness of the initial prototype emitter-detector setup against the absorption data given by the HITRAN database for methane.
Additional sets of calibration tests were performed after additional beam pairs were constructed to confirm consistency between each other.

Each test began with an initial measurement made with an empty cell (i.e. no methane) to provide a reference power value, $P_{ref}$. Mass flow controllers (MFCs, Brooks Instrument SLA-5850S) were used for prototype testing, while rotameters were used for the additional pairs, to control the flows of methane and nitrogen into the cell. The mass flow controllers are originally calibrated for nitrogen and hydrogen, so a conversion factor based on the specific heats of gases are used for converting the flow rate from a hydrogen calibration to methane flow.

Detector voltages were recorded under steady-state conditions of the gases in the cell at predetermined mixture fractions. A test was performed to approximate the time required for steady-state conditions, seen in Figure 28. In this test, the cell was set to an initial concentration of 3.69% CH$_4$ and left until the detector signal appeared to be steady. The methane flow rate was then increased such that the mixture fraction was 7.76% CH$_4$ with absorption measurements taken every 20 s. For an approximate absorption cell volume of 7.0 L, it is expected that at a fill rate of 1.09 L/min the cell concentration will stabilize in 6.42 min. However, the results show that the signal appears to stabilize after approximately 900 s, or 15 min.
Figure 28: Experimental results through the absorption cell to determine time required for steady state conditions when changing cell concentration level.

Using HITRAN absorption data for methane, the expected transmittance values at varying volume fractions for the spectral range of interest can be calculated using Equation [2.30], which is shown alongside the measured transmittances in Figure 29 for the prototype, and Figure 30 for the additional constructed emitter-detector pairs.
Figure 29: Methane transmittance measurements through the absorption cell for the prototype emitter-detector pair, compared to an expected transmittance model derived from HITRAN database absorption.

Figure 30: Transmittance measurements for the additional constructed emitter-detector pairs with expected transmittance.
As the results show, the measured readings for all units recorded a transmittance that was higher than expected. The model results were gathered by numerical integration of the absorption coefficients across the spectral window specified by the filter specifications (wavenumbers between 3333.33 and 2857.15 cm\(^{-1}\), corresponding to wavelengths of 3.0 and 3.5 \(\mu m\)). The measurements show that the general trend of absorption follows the expected curve, but the values of actual absorption show a discrepancy when compared to the modeled line, resulting in a NRMSE of 14.0% for the prototype.

The NRMSE for the detectors shown in Figure 30 are 18.7%, 19.6%, 18.2%, and 20.2%. Another related issue is that the measured transmittance varies between detectors. This is most apparent at 100% methane, where the transmittance for detectors varies between 0.531 and 0.573. Initially, the difference was erroneously attributed to various factors, such as the experiment being highly non-repeatable, or effects arising due to backwards placement of one filter.

While the cause of the discrepancy issue went unsolved for a period of time, Section 4.2 describes the discrepancy issue and the solution in greater detail.

4.1.2.3 Ethylene and Propane Procedures and Results

Calibration experiments were also carried out on ethylene and propane as a part of solving the discrepancy issue as well as allowing for using these gases as part of tomographic experiments for reconstruction. Absorption data for ethylene and propane are discussed and shown in Section 2.3.

The calibration procedures for these gases are similar to the procedure used for calibration with methane, with the only major difference coming in the instrumentation for flow control. Rather than use mass flow controllers, rotameters (Cole Parmer N034-39 and N102-05) were used because the MFC flow rates were too low for both ethylene and propane. Additionally, the procedures were carried out only on one open path device. Results can be seen in Figure 31. The errors between the model and experimental data are 5.24% and 9.00% for ethylene and propane, respectively. Similar to the results for methane, less absorption was measured than was predicted by the model.
4.2 Filter Bandwidth Specification

As mentioned previously, the specification for a ThorLabs filter is denoted by its name, with the major number indicating its centre wavelength and the minor number denoting its half-width. In this case, the FB3250-500 is centered at 3.25 µm and has a bandwidth of 0.5 µm. Under these circumstances, the filter will transmit light that ranges between 3.0 and 3.5 µm. However, the stated tolerances for these values are ±0.1 µm. Accounting for specification tolerances, the filter may potentially have an actual range that includes spectrum from 2.8 to 3.7 µm, which is problematic for several reasons: any deviation from the assumed filter specification will affect the model parameters selected; and the complexity of the system increases because each path will have a separate spectral profile.

In order to try to determine the actual limits of the filters used in the 4 constructed emitter-detector pairs, the filters were measured using a Surface Optics SOC-400 FTIR reflectometer machine. As a reflectometer, the FTIR did not directly measure the filter transmissivity, but instead measured the
reflectance of the filter. In this way, the measured reflectance of a filter would indicate the spectra at which material changes of the substrate would occur, which would correspond with the spectral ends of the filter bandwidths. Figure 32 shows the FTIR measurements obtained, illustrating that the actual filter bands are shifted slightly from the ideal specifications. A summary of estimated half-maximum filter end locations are listed in Table 4.

![Figure 32: FTIR spectrometer reflectance measurements of each filter, compared to a box filter of expected performance based on manufacturer specifications.](image)

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\lambda_{\text{min}}$ (µm)</th>
<th>$\lambda_{\text{max}}$ (µm)</th>
<th>$\eta_{\text{min}}$ (cm$^{-1}$)</th>
<th>$\eta_{\text{max}}$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.945</td>
<td>3.450</td>
<td>3396</td>
<td>2899</td>
</tr>
<tr>
<td>2</td>
<td>2.932</td>
<td>3.419</td>
<td>3411</td>
<td>2925</td>
</tr>
<tr>
<td>3</td>
<td>2.958</td>
<td>3.467</td>
<td>3381</td>
<td>2958</td>
</tr>
<tr>
<td>4</td>
<td>2.948</td>
<td>3.450</td>
<td>3392</td>
<td>2899</td>
</tr>
</tbody>
</table>

Table 4: Summary of estimation of filter window ends based on FTIR reflectance measurements.

Based on the estimations of the filter ends, the four filters used for the detectors have an average bandwidth of 0.501 µm, which is within the specification provided by ThorLabs. The centre
wavelengths of the filters are then estimated to have an average placement at 3.196 µm, which places it just outside of the specified tolerance of ±50 nm, with only filter #3 being located within tolerance (CWL₃ = 3.213 µm). However, since these are only estimations of the filter bandwidths based on reflectance measurements, it is reasonable to assume that the filters are within specification, but albeit potentially at the high end of the limits.

Unfortunately, minor deviations in the positioning of the filter’s spectral window have significant impacts on the transmittance models used (e.g. Figure 29). Looking at the absorption coefficients for a hydrocarbon of interest, methane in particular, it can be seen that the majority of absorption occurs well within the window with a small amount of the band appearing at the edge of the window (see Figure 19). This can be illustrated more clearly as an issue when absorption lines are compared to box filters constructed with the filter window ends of the measured filters, shown in the next figure. A small shift in the window placement results in a number of significant absorption lines being cut out. As a result, the model would predict a lower transmittance due to a greater amount of absorption than is actually occurring. If the models shown in Figure 29, Figure 30, and Figure 31 are set to account for the shift in filter positioning, then a closer agreement is seen between the model and experimental results, shown in Figure 34. The error between the measured data and models for methane, ethylene, and propane were 2.71%, 4.10%, and 4.94%, respectively, compared to errors of 14.0%, 5.24%, and 9.00% discussed in Sections 4.1.2.2 and 4.1.2.3.
Figure 33: Box filters constructed with estimated spectral end locations of each filter compared to absorption coefficients of methane.
Developing accurate filter bounds can be taken a step further with a nonlinear regression between modeled and measured transmittance data [74]. This regression results in an optimal filter that is centered at $\eta_c = 3163 \text{ cm}^{-1} (\lambda_c = 3.162 \mu\text{m})$ with a width of $522.7 \text{ cm}^{-1} (0.525 \mu\text{m})$. This filter was used to build the transfer functions $G^{-1}(T)$, shown in the following figure. This function relates the transmittance that is measured by the open-path detectors to a path-integrated concentration of the species of interest.

Figure 34: Adjusted model transmittance curves for corresponding estimated filter profile.
Figure 35: Broadband transfer functions for methane, ethylene, and propane, computed with the optimal box filter.
Chapter 5
Tomography Experiments

The initial intent in performing tomography experiments was to demonstrate practical viability in measuring a methane plume with forced advection, and to compare the accuracy of structured and unstructured optical path arrangements. However, experimental difficulties and issues lead to changes to the procedure between experiments, which served to refine both the apparatus and the measurement technique. This chapter presents the conducted experiments in a chronological context and offers discussion on the aspects learned from each experiment to the next.

In total, 12 tomography experiments were conducted under varying conditions, including beam arrangement, absorbing species, species source release rate, advection, source location, and source height. A summary of all experiments can be seen in the following tables. Table 5 describes the chronological evolution of experiments, with the dates, planned objectives, and information obtained from each experiment, which supplied the motivation for changes applied to each successive experiment. Table 6 provides a summary of the specific parameters for each experiment.

Table 5: Summary of experimental objectives and resulting information obtained to consider for succeeding experiments.

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>Date</th>
<th>Reconstruction Objective</th>
<th>Information Obtained</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Nov. 23, 2015</td>
<td>Advected methane plume with unstructured arrangement</td>
<td>Need more beams</td>
</tr>
<tr>
<td>2</td>
<td>Dec. 9, 2015</td>
<td>Advected methane plume with unstructured arrangement and additional beams</td>
<td>Equipment did not allow for more than four beams</td>
</tr>
<tr>
<td>3</td>
<td>Mar. 9, 2016</td>
<td>Advected methane plume with structured arrangement to compare with unstructured arrangement</td>
<td>Methane release rate is too low; source placement is sub-optimal</td>
</tr>
<tr>
<td>4</td>
<td>Mar. 15, 2016</td>
<td>Advected methane plume with new source location</td>
<td>Advection may be hindering reconstruction quality</td>
</tr>
</tbody>
</table>
Table 6: Experimental conditions for tomography experiments.

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>Species</th>
<th>Release Rate</th>
<th>Advection</th>
<th>Source Location</th>
<th>Source Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Methane</td>
<td>2.0 L/min</td>
<td>Yes</td>
<td>(-0.4,0.1)</td>
<td>-5 cm</td>
</tr>
<tr>
<td>2</td>
<td>Methane</td>
<td>2.0 L/min</td>
<td>Yes</td>
<td>(-0.4,0.1)</td>
<td>-5 cm</td>
</tr>
<tr>
<td>3</td>
<td>Methane</td>
<td>2.0 L/min</td>
<td>Yes</td>
<td>(-0.4,0.1)</td>
<td>-5 cm</td>
</tr>
<tr>
<td>4</td>
<td>Methane</td>
<td>7.0 L/min</td>
<td>Yes</td>
<td>(-0.11,0.11)</td>
<td>-5 cm</td>
</tr>
<tr>
<td>5</td>
<td>Methane</td>
<td>7.0 L/min</td>
<td>No</td>
<td>(-0.11,0.11)</td>
<td>-35 cm</td>
</tr>
<tr>
<td>6</td>
<td>Methane</td>
<td>7.0 L/min</td>
<td>No</td>
<td>(-0.11,0.11)</td>
<td>-35 cm</td>
</tr>
<tr>
<td>7</td>
<td>Propane</td>
<td>5.36 L/min</td>
<td>No</td>
<td>(-0.11,0.11)</td>
<td>-35 cm</td>
</tr>
<tr>
<td>8</td>
<td>Propane</td>
<td>5.36 L/min</td>
<td>No</td>
<td>(-0.11,0.11)</td>
<td>-15 cm</td>
</tr>
<tr>
<td>9</td>
<td>Propane</td>
<td>5.36 L/min</td>
<td>Yes</td>
<td>(-0.11,0.11)</td>
<td>-15 cm</td>
</tr>
<tr>
<td>10</td>
<td>Propane</td>
<td>5.36 L/min</td>
<td>No</td>
<td>(0.10,0.25)</td>
<td>-15 cm</td>
</tr>
</tbody>
</table>
### 5.1 Tomography Methodology

All tomography experiments were conducted at the University of Waterloo Live Fire Research Facility, which provided an enclosed space to minimize air drafts but large enough prevent local collection of flammable gases. In this space, a 1 m² domain was marked out and the optical paths were arranged around this domain. The reconstruction domain was discretized using a 400 pixel basis.

#### 5.1.1 Unstructured Optical Path Arrangement

The project budget and timeline only permitted development of four detector/emitter pairs. Four optical paths are inadequate to carry out the measurements required for tomographic reconstruction. However, with planning of the placement of the physical pair locations, each emitter can be paired with each of the other detectors, giving a total of \( m = 16 \) beam, although this disallows time-resolved reconstructions. As such, these reconstructions measure the average concentration of methane in the domain over a set time, which assumes that the release of methane occurs in a pseudo-steady state manner, with the understanding that this technique could be adapted to make time-resolved reconstructions given a larger equipment budget.

The beam arrangement used for the first two experiments was designed to image an advected methane plume, based on a modified genetic algorithm described by Grauer et al. \[80\]. The genetic algorithm generated a random beam arrangement, simulated absorption measurements of a specified flow field, and performed a Tikhonov reconstruction of the methane concentration field. This reconstruction was compared to that of the true field (i.e. the calculated simulation concentrations) and the error was calculated. The algorithm progressed in generations of a specified number of populations, each with a specified number of beams. Each generation began with the population of the previous herd with the lowest error. Under unconstrained conditions, the algorithm then began to replace one beam of the population with another randomly generated beam, with the number of replaced beams increasing throughout the generation.
For a given flow field, the algorithm uses methane concentration data generated by a large eddy simulation, where the true concentration in each pixel is known. The simulation data comes from a Fire Dynamics Simulator (FDS) file, which provides the expected instantaneous concentrations of methane for the proposed experimental situation, which can be averaged over a time period. The simulation used ran for 20 s with a specified wind speed of 2.0 m/s entering from a vent on the west side of the simulation. The vent is circular and sized similarly to the table fan used for the experiment, 0.3 m in diameter. For simplicity, the centre obstruction of the fan is modeled by a square of equivalent area. An example of the simulation can be seen in Figure 36. The source of methane is placed 5 cm below the measurement plane, at coordinates of (-0.4, 0.1) m, relative to the centre of the domain.

![Simulation Image](image_url)

**Figure 36:** Fire Dynamics Simulator large eddy simulation for unstructured beam optimization.

The algorithm was modified in order to accommodate the physical constraints on the emitter and detector positions. In order to utilize a 16 beam arrangement, each detector and emitter is anchored at a single position and is pivoted on the tripod to form multiple optical paths. An example can be seen in Figure 37. In this way a single beam cannot be randomly generated to replace another. Instead the position of an emitter or detector must be randomly replaced, affecting 4 beams.
5.1.2 Structured Optical Path Arrangement

The cases involving a structured path arrangement are based on work presented by Twynstra and Daun [81]. A resolution matrix approach is used to determine the optimal spacing for a fan-beam arrangement. The resolution matrix is used to calculate an upper bound on the error of the solution that arises from Tikhonov regularization. The objective function operates by minimizing this bound for a variable beam arrangement, which maximizes the information captured by each line of sight. Using this procedure, a path spacing of 32.5 cm was selected. This path spacing is the largest spacing possible given the number of beams and the physical size of the domain.

Where in the case of the unstructured arrangements the detector and emitter pairs can be rotated to form pairs with each other unit, the structured arrangement does not utilize the same method. Instead, the domain is rotated by 45° by relocating the methane source and fan between measurement sets. Three rotations for four total measurement sets results in 16 total beams to make a comparable case against the optimized and unstructured arrangement.
5.2 Experimental Results

5.2.1 Experiments One & Two

For the first experiment, the methane source was placed at a location with coordinates of (-0.4, 0.1) m, relative to the centre point of the domain, chosen so that the source lies at the edge of the advection path of the fan. The source is connected to a methane cylinder through a Cole Parmer N034-39 rotameter to control the flow. The table fan was placed at the western edge of the reconstruction domain in attempt to match the specified 2.0 m/s vent flow of the FDS simulation. A photograph of the initial experimental setup can be seen in Figure 38, while the beam arrangements for each experiment can be seen alongside the resulting reconstruction in the following sections.

![Figure 38: A photograph of an experimental setup for tomography experiments.](image)

As mentioned prior, four sets of measurements were made, each consisting of four optical paths each. Reference measurements were made for each beam set prior to the release of methane into the domain. Methane was released from the source at a height 5 cm below the measurement plane, at a rate of approximately 2.0 L/min. For each set, measurements were made over a span of one minute each without and with methane released in the domain. Figure 39 shows the Tikhonov reconstruction with $\lambda = 0.20$. 
This result does not agree much with the expectation based on the layout and design of the experiment. Instead, one would expect that the areas of highest concentration would lie in the upper half of the domain in the shape of a triangular plume originating directly above or possibly to the east of the source location. Within the upper half is a small plume shape that would be generally expected; however the pixels of highest measured concentration lie in the lower half along the paths of beams that should not “see” as much methane. Due to the localized positioning of the pixels along one or two specific beams it is likely that the measurements from those beams are a source of error. It was hypothesized at the time that this was due to multiple factors: the beam either measured higher voltages during the reference stage or measured lower voltages during the measurement stage; or misalignment issues of the beam between measurements could affect the result.

The intention of the second experiment was to repeat the procedure of the first experiment whilst incorporating additional information, which would come in the form of additional optical paths of the original beam arrangement after a 90° domain rotation. As a result, rather than four sets of measurements for 16 optical paths, measurements would be made over eight sets for 32 optical paths.
Unfortunately, during the sixth set of measurements, the battery in one of the beams began to discharge rapidly, significantly reducing the voltage supplied by the battery. This was the first observed incident of the effect; the effect of the battery discharge over time was later characterized and is described in Section 3.1.2.

Although the procedure could not be carried out to completion, an additional four paths’ worth of information can be included in the reconstruction. Additionally, by using the initial 16 paths for reconstruction, results can be directly compared to those of the first experiment. They can be seen in Figure 40 and Figure 41.

![Figure 40: First tomographic reconstruction for experiment #2 using 20 beams. Methane source placed 5 cm below measurement plane at coordinates of (-0.4, 0.1) with a release rate of 2.0 L/min, with advection from the west end.](image)
Figure 41: Second tomographic reconstruction for experiment #2 using 16 beams. Methane source placed 5 cm below measurement plane at coordinates of (-0.4, 0.1) with a release rate of 2.0 L/min., with advection from the west end.

The results do not differ greatly when compared to each other, with the only differences coming in as small plumes near the edges of the domain. However, in comparing the 16-beam reconstruction to the results of the first experiment, there is a major difference in the location of measured plumes, which suggests that the experimental procedure is not entirely robust. Nevertheless, the results for the second experiment appear to align more closely with general expectations. It can be seen that the highest areas of concentration appear near the source, and are skewed in the direction of advection. The downward deflection is likely caused by the reconstruction tracking a single beam in particular.

5.2.2 Experiments Three to Six

The third experiment was the first experiment in which the FB2750-500 filter was tested for use for reference measurements. Additionally, it was the first experiment to attempt the use of a structured optical path arrangement to serve as a point of comparison with an optimized unstructured arrangement. As in the previous experiments, the location of the source was placed at (-0.4, 0.1) m respective to the centre of the domain, with methane being released from the source at a rate of approximately 2.0 L/min., and with a fan at the west end of the domain. The arrangement, as noted in Section 5.1.2, is generated with a spacing parameter of $\omega = 0.325$. However, due to the physical width
of the fan at the end of the domain, the centre paths are moved outwards an additional 2.5 cm as to not obstruct the beam paths.

![Figure 42: Tomographic reconstruction for experiment #3. Methane source placed 5 cm below measurement plane with a release rate of 2.0 L/min. at coordinates of (0.4, 0.1), with advection from the west end.](image)

The results of the third experiment show multiple locations of high concentration, with the largest plume located along a centre diagonal beam. It is apparent that the reconstructed peak concentrations appear to coincide directly along specific beams of the arrangement. As with the first two experiments, the expected plume shape is triangular with an origin at or near the methane source. The inaccuracy of the results are likely due to a combination of issues originating from faster battery depletion compared to the first two experiments (that were not realized at the time), inadequate source emission rate, and alignment disturbances from attempting to use the second reference filter. Due to measurements being time-averaged, faster battery depletion would impact some projected measurement sets more than others.

Although reference measurements with the ThorLabs FB2750-500 were attempted, they were not used for reconstruction. Overall, the quality of this particular estimate is quite poor, which was evidenced by the fact that the detector voltages recorded very little change between reference and measurement sets.
As a result, the experiment was carried out again with a higher flow rate of approximately 7.0 \( L/min \) to try to measure an appreciable amount of methane. Aside from this, all other factors were unchanged from the previous experiment.

![Figure 43: Tomographic reconstruction for experiment #4. Methane source placed 5 cm below measurement plane at coordinates of (-0.4, 0.1) with a release rate of 7.0 \( L/min \), with advection from the west end.](image)

The result of this experiment shows that the area of highest concentration lies in the lower right corner of the domain, which would go against the basic expectation for the experiment. The shape of the overall plume, however, suggests that that particular peak is an anomaly, and the remainder of the estimate is relatively accurate.

For the fifth experiment, several factors were changed to simplify the experimental setup in attempt to capture the basic plume structure and location. The advection source was removed in order to reduce the turbulent nature of the flow, and the source was lowered from 5 cm below the measurement plane to 35 cm below. This was to provide vertical distance for the methane exiting the source to naturally expand radially to increase the size of the plume to accommodate the large spacing of the beams. The location of the source was moved to coordinates of (-0.11, -0.11) m as it is very nearly an intersection point of three beams.
Figure 44: Tomographic reconstruction for experiment #5. Methane source placed 35 cm below measurement plane at coordinates of (-0.11, -0.11) with a release rate of 7.0 L/min, with no advection.

The reconstructed concentration estimate of this experiment differs drastically from the physical expectation of a stationary methane plume. Although many factors contribute to this, the main conclusion drawn from this experiment is that the alignments of each beam had a high likelihood of being disturbed between reference and measurement sets, once again due to the nature of using the filter wheel in attempt to make use of the FB-2750. Additionally, continual minor issues with sealed lead acid batteries as a power supply are apparent in the reconstruction, and prompted investigation into the issue.

The sixth experiment was carried out in preparation for presentation at the 2016 Canadian Section of the Combustion Institute (CI/CS). For this experiment, the filter wheels and the batteries were removed to help establish consistency and reliability in the detector readings. The filter wheel was removed primarily for two reasons: the selected reference filter is heavily impacted by the variable presence of water vapour absorption; and to eliminate the potential for misalignment issues caused by switching filters between measurement sets. All four emitter units were connected to the same 12 V Tenma power supply used for calibration measurements discussed in Chapter 4. The resulting reconstruction for the sixth experiment can be seen in Figure 45.
Figure 45: Tomographic reconstruction for experiment #6. Methane source placed 35 cm below measurement plane at coordinates of (-0.11, -0.11) with a release rate of 7.0 L/min, with no advection, and a constant power supply.

As seen above, the result for this experiment was notably more successful compared to the preceding three experiments. The point of highest concentration lies directly at the intersection point, marking the source location. From that center, the concentration decreases with distance from the source, with some slight aberrations, and small amounts of methane are registered in areas outside of the single expected plume, which could be due to residual methane being measured or a reconstruction artifact.

5.2.3 Experiments Seven & Eight

Although some success has been shown in using methane as a test gas for tomographic reconstructions, it is overall quite difficult to obtain a reasonable result due to the low IR absorption of methane compared to propane and ethylene, as well as the rapidity with which it disperses in air. In its stead, propane was chosen as a test gas as it appears to absorb more readily at lower concentrations, demonstrated above in Figure 34 by each species’ transmittance line shape. Additionally, as a larger and heavier molecule, it is expected that it would not disperse in open air as quickly, resulting in higher quality measurements.
For the following experiment using propane, most other parameters from the sixth experiment were maintained. The orthogonal arrangement was used with a spacing parameter of 0.325, the source was placed 35 cm below the measurement plane, the source was placed at coordinates of (-0.11, -0.11) m, relative to the center, and no forced advection affected the flow. The only change to the procedure was the substitution of methane for propane, which was set to a release flow rate of 5.36 L/min.

![Diagram of experimental setup]

**Figure 46: Tomographic reconstruction for experiment #7.** Propane source placed 35 cm below measurement plane at coordinates of (-0.11, -0.11) with a release rate of 5.36 L/min, with no advection, and a constant power supply.

Overall, the reconstruction does not look much different from the immediately prior experiment using methane. However, it is very apparent from the raw voltage measurements that the absorption is much greater. The table below lists the raw T vectors used for the Tikhonov reconstructions for the sixth and seventh experiments. In comparing values for each beam, it can be seen that the transmittance measurements are much more sensitive to propane than they are to methane.
Table 7: Comparison of raw transmittance field measurements between methane (experiment #6) and propane (experiment #7).

<table>
<thead>
<tr>
<th>( T_i )</th>
<th>Experiment #6</th>
<th>Experiment #7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0.998</td>
<td>0.883</td>
</tr>
<tr>
<td>4</td>
<td>0.998</td>
<td>0.993</td>
</tr>
<tr>
<td>5</td>
<td>0.998</td>
<td>0.945</td>
</tr>
<tr>
<td>6</td>
<td>0.997</td>
<td>0.903</td>
</tr>
<tr>
<td>7</td>
<td>0.991</td>
<td>0.932</td>
</tr>
<tr>
<td>8</td>
<td>0.998</td>
<td>0.962</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0.997</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>0.983</td>
<td>0.800</td>
</tr>
<tr>
<td>12</td>
<td>0.997</td>
<td>0.980</td>
</tr>
<tr>
<td>13</td>
<td>0.997</td>
<td>0.996</td>
</tr>
<tr>
<td>14</td>
<td>0.999</td>
<td>0.949</td>
</tr>
<tr>
<td>15</td>
<td>0.995</td>
<td>0.979</td>
</tr>
<tr>
<td>16</td>
<td>0.997</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Following this experiment, another attempt was made to reconstruct a propane concentration distribution. In this case, the propane source was moved up from 35 cm to 15 cm below the measurement plane in attempt to reduce the plume footprint in the reconstruction. Due to the greater sensitivity of the detectors to propane, the arrangement was configured to discern between the presence and the absence of the hydrocarbon. Additionally, a fan was used in between measurement sets to clear the air of any lingering propane to try and reduce reconstruction error. Reconstruction results can be seen in the following figure.
Figure 47: Tomographic reconstruction for experiment #8. Propane source placed 15 cm below measurement plane at coordinates of (-0.11, -0.11) with a release rate of 5.36 L/min, with no advection, and a constant power supply.

Results for experiment #8 were moderately successful, with the area of highest concentration appearing to the south of the source location. This can be reasonably explained by the fact that some beams had measured higher than expected, skewing the reconstruction locally. This likely occurred due to lingering propane in the domain that was not cleared between measurement sets, despite the use of the fan.

5.2.4 Experiment Nine & Ten

Having performed prior experiments with propane successfully used as the main species of interest, the fan was introduced once again in attempt to improve results. Once again, the source is placed at coordinates of (-11, -11) cm relative to the centre of the domain, approximately at the intersection of three beams, at a height 15 cm below the measurement plane. Propane was released at a rate of approximately 5.36 L/min. Once again, the middle two beams were moved outwards by 2.5 cm to accommodate the size of the fan.
Figure 48: Tomographic reconstruction for experiment #9. Propane source placed 15 cm below measurement plane at coordinates of (-0.11, -0.11) with a release rate of 5.36 L/min, with advection from the west end, and a constant power supply.

Results for the 9th experiment appear to be reasonable and consistent with expectations, in that the area of highest concentration lies directly downwind from the source location. This is in contrast to the expectation of methane with forced advection due to the higher mass of propane, taking into consideration the lower placement of the source. The remainder of the west side of the domain is free of any measured propane, also as expected. The northeast corner shows presence of propane as well, which may possibly be attributed to the actual presence of some gas, or possibly due to a beam with an anomalous reading.

In an attempt to confirm the robustness of the devices and the procedures at this point, an experiment was performed with the location of the source changed from the location most commonly used. For the majority of the previous experiments, the source was placed at coordinates of (-0.11, -0.11) relative to the centre of the domain. In the following experiment, the source was moved to coordinates of (0.10, 0.25). The objective of this was to attempt to determine the source location having the source placed at a sub-optimal location with regards to beam placement. Figure 49 presents the results of this experiment.
Figure 49: Tomographic reconstruction for experiment #10. Propane source placed 15 cm below measurement plane at coordinates of (0.10, 0.25) with a release rate of 5.36 L/min, with no advection, and a constant power supply.

As shown in the above figure, the results for this experiment were not successful. The location of the source shows a moderate plume of propane, with the area of highest concentration likely identified incorrectly.

5.2.5 Experiment Eleven

Following propane as an alternate hydrocarbon gas used in attempts of tomographic reconstruction experiments, ethylene was used for the 11th experiment. As it is included in the HITRAN database, its exact absorption profile is known, as shown previously in Section 2.3. The expected transmittance curve shows high levels of absorption even at low volume fractions, suggesting that ethylene is a good candidate for CST experiments.

For ease of comparison, many of the parameters used are identical to those of previous experiments. The orthogonal beam arrangement was used, with the ethylene source located at coordinates of (-0.11, -0.11) at a height 15 cm below the measurement plane at a release rate of 7.8 L/min. The reconstruction can be seen in Figure 50.
Reconstruction of ethylene distributions proved to be unsuccessful. Beam measurements showed little sensitivity to the presence of ethylene, contrary to the expectations set based on test cell measurements. Separate tests were conducted where the source was placed immediately below a beam, with no discernable change in signal. Subsequently, ethylene was no longer considered for use in tomography experiments. It is hypothesized that ethylene is not suitable for tomography due to its dispersion in air as well as its absorption profile. In comparing the absorption profile to methane or propane in Figure 10, it can be seen that although the absorption is much more broadband, the magnitude of absorption is also lower, which may make the presence of ethylene more difficult to detect outside of the controlled environment that the test cell provides.

5.2.6 Experiment Twelve

The final experiment was performed after numerous changes and adjustments to the design of both the open path detectors as well as the experimental procedures. One goal of this experiment was to establish statistical confidence in measurements, which required a significantly higher number of measurements per measurement set. To achieve this, the UWPC-2-NEMA process transmitters were replaced with the NI DAQ (see Section 3.2.3) as it is capable of a much higher measurement frequency.
However, this also required the implementation of an amplifier, discussed in Section 3.2.4. Selecting a sampling frequency of 2 Hz (vs. 0.2 Hz provided by the process transmitters) also allowed for more measurement sets to be taken within a similar time frame. A modified 35-beam orthogonal arrangement was used, once again due to the physical placement of the table fan. Three centre beams were removed and replaced by two crossed beams as some compensation for the loss of information.

The fan was placed in the northeast corner, pointed diagonally across the domain towards the southwest corner. The propane source was placed at coordinates of (0.21, 0.21) and released at a rate of 8.03 L/min.

Figure 51: Tomographic reconstruction for experiment #12. Propane source placed 5 cm below measurement plane at coordinates of (-0.21, -0.21) with a release rate of 8.03 L/min, with advection from the northeast to southwest direction, and a constant power supply.

Qualitatively, the reconstruction quality from this experiment is much higher than in previously executed experiments. This improvement is attributed to the improvements to the open path detector design, especially the amplifier, as well as the increased amount of information obtained through the additional beams. For a robust quantitative error analysis, a ground truth is needed to serve as a point of comparison. A full quantitative error analysis is presented in [74].
5.3 Ground Truth Measurements

In attempts to obtain an independent estimate of the ground truth distribution to serve as a point of comparison for the tomographic estimates, point detectors were used for several separate procedures. To measure methane concentrations, an RKI Instruments GX-2012 unit was rented from Maxim Environmental, Inc. The GX-2012 is a multi-gas detector designed to measure standard gases for confined spaces: LEL combustibles, O₂, CO, and hydrogen sulfide (H₂S). The GX-2012 measures methane via two different sensors, depending on the range of concentration. For concentrations below the lower explosive limit (LEL) of 5000 ppm, the detector uses catalytic combustion as method of detection. Once the detector senses concentrations higher than this, the detector switches sensor types to a thermal conductivity sensor to measure percent volume of the combustible gas. Alternatively, the detection mode can be locked to this setting by the user to avoid damage to the combustion sensor if the local concentrations are known to be higher than the LEL.

The GX-2012 can also detect the presence of other hydrocarbons. However, the detector is not as sensitive to propane as it is with methane. In lieu of this, Imperial Oil once again provided their TVA-1000A FID to carry out measurements.

The first set of procedures with the GX-2012 was designed to visualize the plume shape created by the diffusing source. Measurements of local methane concentration were made at gridded points on a 2D frontal plane above the unit. The MATLAB® griddata function was then used to interpolate between these points to generate an approximate concentration map. Figure 52 shows the frontal plume shape with the points at which measurements were made with concentrations in % vol. Figure 53 shows a 2D top-down view of the domain. Here, measurements were made at 12.5 cm gridded intervals, with additional in-between points in the area around the source. The source was set up 35 cm below the measurement plane, in the location at which the previous tomography experiments were carried out (i.e. (-0.11, -0.11) m from the origin).
Figure 52: Front view of methane plume from diffuser source in units of % vol.

Figure 53: Top-down view of ground truth measurements of methane in units of % vol. from a source 35 cm below measurement plane with measurement points shown with source location.
The accuracy of the ground truth measurements is questionable however, which is demonstrated in the figure where it can be seen that the concentration distribution is not centered on the source. This stems from the fact that the number of measurements made at each point are fairly low due to limitations of the GX-2012, in that the response time of the detector is quite long. Measurements at a single point were as far as 10 s apart, which results in a large standard deviation at each point.

A second attempt was made with the TVA-1000A FID for a propane plume, which has a much faster response time compared to the GX-2012. Measurements were made every 5 s over a minute at 13 locations, under forced advection conditions to match the conditions discussed in Section 5.2.6. A resulting ground truth map can be seen in the following figure. Given the highly turbulent nature of the moving plume, the shape cannot be accurately compared to the reconstruction of experiment #12. However, the magnitudes of the peak concentrations measured in both the reconstruction estimate and the ground truth estimate match closely, demonstrating a successful broadband tomography proof-of-concept.

For experiments 1 to 11, it is difficult to comment on the accuracy of the observed concentrations as there are no ground truth estimates that can serve as a basis for comparison. The results of the final tomography experiment suggest that the reconstructions of prior experiments measured higher concentrations than were actually seen. The agreement between the predicted and measured level of concentration in the final experiment is mainly attributed to incorporating the amplifier to the detector side of each pair, which improves the signal-to-noise ratio. The poor signal-to-noise ratio of the prior experiments would also explain many of the artifacts seen in the reconstructions.
Figure 54: Propane ground truth measurements made by an FID under forced advection.
Chapter 6
Conclusions

Chemical species tomography shows promise for the detection and quantification of large-area hydrocarbon emissions. Current methods for detecting and measuring these emissions are time-consuming and can be severely inaccurate. This thesis presents the development and fabrication of a low-cost broadband open path hydrocarbon detector system that can be used for lab-scale experiments to demonstrate a new broadband tomography technique, with the potential to conduct measurements over larger areas up to 10 m in length.

The open path units are constructed in pairs, each with an emitter side and a detector side. Emitter units contain a Hawkeye Technologies, Inc. mid-IR silicon nitride thermal emitter, powered by a 12 V source, and surrounded by a Phoenix Electroformed Products, Inc. PA10.2 parabolic reflector for efficient collimation. The detector side holds a Hamamatsu P10090-01 InAs photovoltaic detector with a focusing lens and an optical filter. The focusing lens is an LA5370 lens, while the filter is a ThorLabs FB3250-500, the spectral window for which contains the relevant absorption band for hydrocarbon detection. The detector signal is then amplified by a Texas Instruments LM358 operational amplifier, to be read by a DAQ.

6.1 Key Findings

Each detector and emitter pair was calibrated through an absorption cell, custom-built for the large-scale open path detectors. Absorption measurements of toluene, methane, propane, and ethylene were made at varying volume fractions of each species to ensure proper functioning as well as to develop transfer equations that were used in tomography experiments. Expected transmittance models were developed using spectral data available in the HITRAN and PNNL databases, dependent on the species of interest. Spectral line parameters for methane and ethylene, derived from theoretical calculations, are comprehensively reported in HITRAN, while experimental data for molecularly-complex species such as toluene and propane are empirically derived in the PNNL database. Although initial measured transmittance results did not match the expected models, actual filter spectral windows were found to be excluding some spectral absorption data, resulting in non-representative model lines.
Following the construction and calibration of each path, tomography experiments were carried out to estimate lab-scale plumes of hydrocarbons. Through a trial-and-error process, a total of 12 experiments were attempted, with varying levels of success. Six experiments measured a methane plume with and without advection (approximately 2 m/s) under both structured and unstructured beam arrangements, and at flow rates of 2.0 and 7.0 L/min. Five experiments measured a propane plume with and without advection, under a structured beam arrangement, at three different locations with flow rates of 5.36 L/min or 8.03 L/min. One experiment attempted to measure an ethylene plume with little success. Of these experiments, the most successful one was the final experiment which measured a propane plume under forced advection using 35 beams in a modified orthogonal arrangement.

Experiments prior to the final one varied in success due to multiple reasons: sub-optimal or faulty equipment, inadequate signal processing, and low source emission rates. However, once accounting for these issues, the final experiment was able to measure a reasonable plume shape validated with a ground truth obtained through FID measurements.

6.2 Future Work

Suggested future work includes further design improvements, encasing the design in an intrinsically safe or explosion-proof housing, and improvement on experimental procedures. Time-resolved measurements would follow from these improvements, allowing for mass flux estimates.

6.2.1 Design Improvements

Improving tomographic reconstruction quality can be achieved by reconsidering design elements of emitter and detector pairs, including: housing design; emitter source and optical component selection; and miscellaneous improvements for ease of use.

The first priority for the housing design is to ensure that the new housing is either intrinsically safe or explosion-proof, such that it may be operated in a Class I, Div I environment, such as a refinery. Again, this can be achieved by selecting pre-manufactured cases that meet the necessary criteria for conducting tomography experiments. Alternatively, the emitter and detector units can be redesigned and certified such that the units are either intrinsically safe or explosion-proof. Additionally, it is recommended that
a smaller housing is used to reduce the physical size of the units, potentially allowing for more optical paths to be used side-by-side.

While not strictly necessary, a new emitter source is a good candidate for design revision. LEDs are available in the mid-IR with low power requirements and may be a viable option with an amplified detector signal. A new parabolic reflector would also need to be selected, especially if a smaller housing is used for the units.

Further improvements can be made to the optical components, including the selection of new filters for absorption and reference measurements and the inclusion of a filter wheel. Ideally, the new filters would be narrower in bandwidth, with the absorption filter centred on the ro-vibrational absorption band and the reference filter containing no absorption lines of common gases. As well, a filter wheel would have to be incorporated into the design. Following guidelines for intrinsic safety, the optics will be completely encased and a method for actuation would need to be considered.

6.2.2 Experimental Work

Based on the results of the final tomography experiment, it would be worthwhile to revisit some of the tomography experiments conducted to try to achieve a higher quality reconstruction. A number of the reconstructions appear to have small reconstruction artifacts throughout the image (e.g. experiments #3, #5, #6, #7, #8) due to poor signal-to-noise ratios, and may be worth repeating.

Other conditions that were considered for a tomography experiment were larger domain sizes and multiple source locations. A larger domain size was considered to evaluate the scalability of the technique. A larger domain would permit more detectors and emitters to be placed simultaneously, but would require pixel size considerations to also be taken into account. Multiple source locations would evaluate the ability of the technique to isolate source locations as well as provide further insight into the sensitivity and resolution.

6.2.3 Mass Flux Estimates

Mass flux estimates require time-resolved measurements, which would follow from improving upon the currently designed devices and manufacturing more devices that can be used simultaneously. Two
methods for calculating mass fluxes are described by Sandsten and Andersson [82] using consecutive image frames of a methane plume measurement. These methods are the block matching model and the velocity field model. In the block matching model, the movement of turbulent gas is tracked by comparison of pixel blocks in images 50 ms apart. The velocity of the gas can be calculated based on movement of pixels of best match between images. The velocity field model uses an axially-symmetric jet velocity profile that is mapped onto gas concentration images based on the centre of the gas jet. The velocity field can then be combined with the concentration of gas in each pixel to produce a total estimate of the flow. Sandsten and Andersson found higher accuracy in calculated methane flow with the block matching model.

These methods use time-resolved measurements, which require the construction of many more beams. Aside from constructing a large number of additional detectors, one method to estimate mass fluxes that was briefly discussed is to relate the variance of the measured absorption and reference signals to the average mass flux of the absorbing species. Due to the turbulent nature of the gas flow, the variance of the absorption signal will have a relationship to the velocity of the flow, which may potentially be used to calculate the species flux.
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Appendix A
Detector and Emitter Drawings