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Abstract

3-D ultrasound imaging offers unique opportunities in the field of non destructive testing that
cannot be easily found in A-mode and B-mode images. To acquire a 3-D ultrasound image
without a mechanically moving transducer, a 2-D array can be used. The row column tech-
nique is preferred over a fully addressed 2-D array as it requires a significantly lower num-
ber of interconnections. Recent advances in 3-D row-column ultrasound imaging systems
were largely focused on sensor design. However, these imaging systems face three intrin-
sic challenges that cannot be addressed by improving sensor design alone: speckle noise,
sparsity of data in the imaged volume, and the spatially dependent point spread function of
the imaging system. In this paper, we propose a compensated row-column ultrasound
image reconstruction system using Fisher-Tippett multilayered conditional random field
model. Tests carried out on both simulated and real row-column ultrasound images show
the effectiveness of our proposed system as opposed to other published systems. Visual
assessment of the results show our proposed system’s potential at preserving detail and
reducing speckle. Quantitative analysis shows that our proposed system outperforms previ-
ously published systems when evaluated with metrics such as Peak Signal to Noise Ratio,
Coefficient of Correlation, and Effective Number of Looks. These results show the potential
of our proposed system as an effective tool for enhancing 3-D row-column imaging.

Introduction

Ultrasound imaging is a valuable tool in non destructive testing [1, 2], with applications rang-
ing from detection of material defects to object and foreign body detection. 3-D ultrasound
imaging offers the possibility of accurately generating certain material properties that could be
useful to material scientists [3]. 3-D ultrasound imaging could also be useful in medical imag-
ing: it is difficult to image the same slice in 2-D for the purpose of follow up studies, and view-
ing of anatomy using a 2-d imaging device requires a great deal of skill and experience [4].

PLOS ONE | DOI:10.1371/journal.pone.0142817 December 11,2015

1/19


http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0142817&domain=pdf
http://creativecommons.org/licenses/by/4.0/
http://dx.doi.org/10.6084/m9.figshare.1593021
http://dx.doi.org/10.6084/m9.figshare.1593021

@’PLOS ‘ ONE

Compensated RC Ultrasound Imaging System Using MCRF

When designing 3-D ultrasound imaging systems, electronic beam-steering with a fixed
transducer is preferred over a mechanically moving one; as mechanical motion introduces
unwanted artifacts and increases image acquisition time. A mechanically fixed 2-D array of
transducers is capable of acquiring high quality 3-D ultrasound image [5, 6]. However, in a
fully addressed 2-D array, the total number of elements scales with the square of the number of
elements in each dimension [7]. This leads to an impractical number of interconnections
(since every individual element needs to be addressed) and a significant amount of data to han-
dle, posing a challenge both in terms of real-time data processing and the actual fabrication of
connections [8-10].

A technique proposed by [11], which suggests the use of a pair of orthogonally positioned
1-D arrays of rows and columns (Fig 1) where one is responsible for transmit beamforming
and the other for receive beamforming, directly addresses these issues. A line of focus, adjust-
able in both depth and azimuth, is generated in a manner similar to 1-D transmit beamforming
by the column array. Receive beamforming is achieved when the sound reflected from the
object being imaged is received by the row array. Receive 1-D array performs software beam-
forming so a b-mode image can be reconstructed in each transmit event, forming a complete
3-D images after the final transmit event.

An N x N 2-D array can be designed with only 2N connections when this row-column tech-
nique is used, as opposed to N* connections with the fully addressed one. Furthermore, accord-
ing to [7], for any fixed number of active elements, the row-column addressing scheme produces
higher quality ultrasound images as compared to the fully addressed one.

Since row-column only focuses in azimuth for transmit and elevation for receive, beam-
forming relies on natural focusing for elevation during transmit and azimuth during receive.
Therefore, the focusing power for row-column beamforming scheme is limited. Pressure near
the transducer significantly varies as sound emitted from different parts of the transducer inter-
feres constructively and destructively. The variation in pressure decreases as sound travels
away from the transducer, creating a varying beam profile that changes the response of the
imaging system with depth. Fig 2 shows the elevation beam profiles at two different depths
away from a target point. The varying beam profile poses a challenge when it comes to image
reconstruction. The row-column method also suffers from ghost effects in the point spread
function (PSF) caused by edge waves [12]. Taking into account a spatially dependant point
spread function (and its ghost artifacts) into the reconstruction framework is highly desired to
improve image quality.

3-D reconstruction of ultrasound images poses some other interesting challenges. Real-time
3-D imaging requires finite transmit events, meaning that the readings of the scanner are inher-
ently sparse; what needs to be done is recover the full 3-D image of the target object from incom-
plete data. Another challenge is the nature of speckle noise that is inherent to ultrasound images,
and how it should be modeled. While the issues of sparsity and noise have been addressed in lit-
erature, the problem with spatially dependant PSF for row-column ultrasound imaging has not
been fully explored. In the majority of literature related to row-column ultrasound imaging sys-
tems, image reconstruction is performed through a bilinear interpolation based approach. These
systems do not tackle the varying PSF challenge.

A few row-column ultrasound systems were proposed in recent literature to improve image
quality. In [13, 14], a system with column-row-parallel architecture was proposed. This system
exploits the row-column architecture to achieve linear scaling of interconnection, acquisition
and programming time by transmitting a full, 2-D plane wave and receiving either in rows or
columns (hence the terms row-parallel and column-parallel). It was demonstrated that such a
system can achieve high frame-rates as well as proved improved contrast with a 16 x 16 row-
column system. However, this approach is highly optimized for C-mode imaging, and as such
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Fig 1. Visualization of a row-column array. (a) shows N column arrays with N connections, (b) shows N
row arrays with N connections, (c) shows the row column arrangement with 2N connections.

doi:10.1371/journal.pone.0142817.g001
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exhibited noticeably reduced performance for common B-mode imaging purposes, which we
will illustrate later in this study. A number of recent works [12, 15, 16] employed a more stan-
dard approach to row-column ultrasound imaging that has demonstrated strong performance
for B-mode imaging. In [15], a real-time ultrasound imaging system was introduced that incor-
porates row-column addressing-based capacitive micromachined ultrasound transducers
(CMUTs) for improved data acquisition speed. The system proposed by [12, 16] attempts to
improve image quality by utilizing transducer-integrated apodization to reduce the ghost
effects in the point spread function, a drawback common to row-column systems. All of these
systems have focused on improved hardware design for better image quality, and as such do
not take into account the underlying physical properties of row-column imaging (e.g., speckle
noise characteristics, spatially varying beam profile characteristics, and measurement sparsity)
into account for compensating for these characteristics in image reconstruction. To get the best
ultrasound reconstruction possible, the imaging system must be built on a framework capable
of addressing all three challenges.

In this research, we propose a compensated row-column ultrasound imaging system
(henceforth referred to as CRC-UIS) that builds on the CMUT-based RC system proposed
by [15], which we will denote as the baseline RC system in this study. The reconstruction
framework in CRC-UIS is based off of Fisher-Tippett multilayered conditional random field
(MCRF) model. MCRF, which was proposed by [17], is an extension to the Conditional Ran-
dom Field (CRF) model. While the CRF model offers the flexibility to incorporate any noise
model as well as enable the use of spatially varying PSF (and its ghost artifacts), MCRF adds a
layers of certainty, taking the issue of sparsity into account. This way all three challenges are
addressed. The proposed system builds on the baseline RC system by incorporating proper
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Fig 2. Two-way radiation pattern (i.e. PSF) of a5 mm x 5 mm, 32 x 32 elements row-column array. The -6 dB resolution weakens from 0.5 mm in spot
size to 0.9 mm as the focusing and scatterer moves from 5 mm to 20 mm away from the aperture. Side lobes can be seen below -30 dB. Side lobe shape is
highly influenced by the natural focusing tendency of the row-column beamforming method.

doi:10.1371/journal.pone.0142817.9002

characterization of the row-column system as well as a MCRF based optimization into the
system.

Method

Our proposed system has three main stages: data acquisition, characterization, and signal pro-
cessing. Each stage is presented in detail in this section. A top level implementation of the sys-
tem can be seen in Fig 3.

Data Acquisition

The data acquisition unit consists of a customized system built using the PCI eXtensions for
Instrumentation (PXI) platform. A row-column addressing capacitive micromachined ultra-
sonic transducers array (RC-CMUTSs) was used, with pre-amplifiers being added to compen-
sate for its small current output signal. A digitizer, an FPGA board, and an embedded
controller module are also included. An external FPGA was included for transmit beamform-
ing, as well as a set of high voltage pulsers for stepping up voltage. The system block diagram is
shown in Fig 3.

Characterization

This subsection details the characterization of the intrinsic properties of the data acquisition
unit, which will be used as input to the signal processing unit. First we discuss the mathematics
of how an image is observed, then we present how noise is modelled, finally we describe how
we characterize the PSF at different depths.
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Fig 3. A flow chart representing the proposed system. (a) shows the a top level implementation of the CRC-UIS. (b) shows the signal processing unitin

more detail.

doi:10.1371/journal.pone.0142817.g003

technique is used:

Image Formation. Eq I describes how a true image is observed when the row-column

g(r,0,9) = M(r,0,0)[f(r,0,) * h(r,0,¢)u,(r,0,0) + u,(r,0,)] (1)

where 7, 0, and ¢ denote the radial distance, the azimuthal angle, and the polar angle respec-
tively. The term g(r, 0, ¢) is the observed image, M(r, 0, ¢) is the sampling function, f(r, 6, ¢) is
the tissue reflectivity function, k(r, 6, ¢) is the spatially dependent point spread function (PSF);
a function that describes the response of an imaging system to a point source, u,,(t, 6, ¢) is the
multiplicative noise, and u,(r, 8, ¢) is the additive noise. * denotes the convolution operation.

PLOS ONE | DOI:10.1371/journal.pone.0142817 December 11,2015

5/19



@’PLOS ‘ ONE

Compensated RC Ultrasound Imaging System Using MCRF

To express Eq (1) in the more common Cartesian form, the spherical coordinates are con-
verted using the equations:

y =rsin(0)sin(¢) (2)

where X, y, and z are the Cartesian coordinates.
Using Eqs (2) and (1) can be expressed as:

8(x,y,2) = M(x,y,2)[f (x,y,2) * h(x, 3, 2)u,, (%, y,2) + u,(x,y,2)]. (3)

The observed image g is a series of fan-beams of ‘readings’, originating from the ultrasound
source, in a three dimensional black box. This is illustrated in Fig 4, where the black squares
show the available readings.

Noise Model. Scans from all coherent imaging modalities present with Speckle noise. This
noise is a byproduct of the interfering echoes of a transmitted waveform that emanate from the
studied object’s heterogeneities. Noise in ultrasound images is often modeled as:

8(x,y,2) = f(x,3,2)¢,,(x,,2) + &, (%, 7, 2) (4)

where g(x, y, z) is the noisy observation, f(x, y, z) is the noise-free image, &,,(x, , z) is the multi-
plicative noise due to coherent interference (often referred to as speckle), and &,(x, y, z) is the
additive noise (sensor noise, etc.).

This model mirrors the image formation model in Eq (1), with the exception of the sam-
pling function M(x, y, z) and the PSF h(x, y, z). The noise components from the image forma-
tion model will now be considered.

Additive noise is considerably smaller than the multiplicative one. Therefore, the additive
noise term can be removed from Eq (3) and g(x, y, z) can be expressed as:

g(xvyv Z) = M(X7)’a Z)f(x7y7 Z)h(x7y7 Z)um(xay7 Z)' (5)
Taking the log of Eq (5) would turn the multiplication into a simple addition problem:
log(g(x,y,2)) = log(M(x,y,2)) + log (f(x,y,2)) + log (h(x,y,2)) + log (u,(x,y,2)). (6)

Following the assumption that the multiplicative noise in Eq (5) follows the Generalized
Gamma distribution [18], the noise samples of the logarithmic transformed multiplacitive
noise in Eq (6) can be modled with the Fisher-Tippett distribution given by:

p(I(x,y,2)) = 2exp [(2I(x,y,z) — In26%) — exp [2I(x,y,z) — In25"]] (7)

where p is the probability density function (PDF), I(x, y, z) denotes voxel intensity at point (x,
¥, z), and o is their standard deviation.

The spatially varying PSF presented in Eq (1), the sparsity due to the sampling function also
presented in Eq (1), and the noise model in Eq (7) can all be incorporated into a MCRF based
model. The details of their mathematical incorporation will be presented in the signal process-
ing subsection.

PSF Characterization. The PSF characterization was done independently from the data
acquisition unit, but was incorporated along with the acquired data as input to the signal pro-
cessing unit. The characterization was achieved using an open source MATLAB toolkit called
Field II [19], where the parameters of the imaging system can be defined to find an estimate of
the PSF at any point away from the transducer. The model in Field II, shown in Eq (8), is based
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Fig 4. Fan beams originating from the ultrasound transducer. Black squares indicate available readings,
white squares indicate absent readings that need to be estimated.

doi:10.1371/journal.pone.0142817.g004

on Tuphole and Stephanishen’s spatial impulse concept inherited from the linear systems the-
ory [20]. For a particular transducer geometry S with field point 7, and transducer position r,,
the spatially dependant three dimensional point spread function can be expressed as:

h(fl”t) :/Hds (8)

27—5‘7‘1 - rz|

where 8 is the Dirac delta function, t is time, and c is the speed of sound at homogeneous
medium of density p.

Signal Processing Unit

Fig 3 shows how the signal processing unit contributes to the overall system. This unit is the
framework that drives the reconstruction of the ultrasound image. It incorporates the intrinsic
properties of ultrasound as well as the acquired raw data into a MCRF framework capable of
addressing the three challenges the baseline RC system could not. Raw data is mapped into a
regular lattice and passed on to the optimization algorithm, once it converges the resulting
image is displayed. The mathematical expression that drives this optimization will now be
formulated.

MCRF Formulation. To estimate the tissue reflectivity function f(x, y, 2), the inverse prob-
lem of Eq (3) needs to be solved. The relationship between observed image and actual signal
can be modeled as a conditional probability of true signal given the observation. We can for-
mulate the reconstruction problem as a Maximum a Posteriori (MAP) estimation problem
[21-23], where a solution is obtained by maximizing the posterior distribution:

F* = argmax {P(F|G)} 9)

where F*, F, and G are the MAP solution, the possible results set, and the observation
respectively.

Conditional random field (CRF) is a powerful discriminative modeling method, first pro-
posed by [24], that can directly model the conditional probability P(F|G) without specifying
any prior model P(F) and relaxing the conditional independence assumption P(G|F) [17]. The
CRF model can be expressed as:

P(F|G) = exp (=¥/(F, G)) (10)

1
Z(G)

where Z is the partition function and y(-) is the potential function [17, 24-28]. The potential
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function y(-) is the combination of any arbitrary unary v,,(-) and pairwise y,(-) potential func-
tions:

WEG) =3 0,06+ Y,0.6) )

ceC

where C s a set of a clique structure corresponding to the Markov neighborhood [25].

Regular CRFs adopt local cliques (or neighborhoods) where random variable interactions
are involved in modeling. In this conventional framework, neighbours are considered with the
same degree of certainty. To put it more simply: CRFs assume observations are complete; they
don’t take data sparsity into account. However, one of the challenges this framework aims to
address is to reconstruct a full 3-D volume F from a set of sparse measurements G. MCRF
introduces an extension to the CRF model where a layer that determines the degree of the
observation’s uncertainty is incorporated, thereby addressing the issue of incomplete data.
With MCREF, every observation is linked with a value that specifies the uncertainty in modeling.
With this extension, Eq (10) can be rewritten as:

P(F|Cr, G) = ﬁ exp (—W/(FICr, G)) (12)
where Cr is the model’s uncertainty layer. Cr is a zero-one plane where Cr = 1 at positions with
missing observations and Cr = 0 at positions where observations are available. Fig 5 demon-
strates this layer in context with states and observations (where missing observations are black
in this layer). This layer must be taken into account when the unary and pairwise functions are
chosen.

The unary potential function plays the role of data-driven procedure, incorporating the
information corresponding to the observation into the model. Since we believe that the obser-
vation is degraded according to the distribution shown in Eq (7), Fisher-Tippett noise is
assumed as the degradation process and is incorporated in to the model as the unary potential
function:

‘//u(fiv G, Cri) =

¥(f,G), Cr,=0
{o (13)

where W (f;, G) is expressed as:

g0 logh()) . (LIesOlogl))

1
Y(f,G) = e (—oc m m
where H denotes the function taking factors related to the imaging system (such as the spatially
dependant PSF, sensor noise, etc.) into account, and « is the coefficient that determines the
contribution of the observed data inside the ‘beams of readings’. The expression for ¥ (f;, G)
comes from the Generalized Extreme Value theorem, which simplifies to the Fisher-Tippett
PDF expressed by Eq (7).

The pairwise potential functions incorporates the spatial information into the model.
These functions are defined based on a subset of random variables which is determined by cli-
que structures. This is demonstrated in Fig 6, where according to a predefined penalty function
w(-), the relations among random variables in a clique ¢ can be defined as:

V,(f, G) = exp (—Blf, — flw(g: &) (15)

where {i, j}Ec, B is the coefficient that determines the contribution of the spatial information,
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Fig 5. Visualization of the uncertainty layer within the state-observation model. This is a 2-D slice of the
full 3-D lattice. The layers (from top to bottom) are state, observation, and uncertainty layer.

doi:10.1371/journal.pone.0142817.g005

and w(g; g;) is the penalty function. Note that c is simple clique, not to be confused with the
uncertainty layer Cr.

The pairwise term aims to remove small noises, provide consistent labels in neighboring
random variables and estimate the areas of the image with no prior data with the help of pen-
alty functions based on the spatial information available. The penalty function attempts to use
whatever information that is already available to find the best estimate for the ‘dark’ areas of
the image. For the penalty function, two penalty terms are included: spatial proximity penalty
term wy, and First Order Variation (FOV) of intensity values wy,,.

The spatial proximity penalty term is based on the assumption that the farther a voxel is, the
less likely it is to belong to a unique segment of an image. It maintains the homogeneity of sur-
rounding voxels. The spatial proximity between voxels i and j is quantified by the Euclidean

distance dg(3, j):
W,(irj) = exp (“””) (16)

2
202,

where oy, is a control factor used to enforce the strength of spatial closeness.

Fig 6. Pairwise relationship illustrated in the state-observation-uncertainty model. The red window
shows a clique, and pairwise connectivity of points within that clique is shown in red lines.

doi:10.1371/journal.pone.0142817.9g006
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The first order variation (FOV) penalty term is built on the need to preserve the boundaries
of the estimated image, it uses the difference in intensities between neighbouring voxels to
outline tissue transitions and provide a more clear ultrasound image. The penalty term is
expressed as:

g — gl
Wfav(gi7gj) = exp <_TQJ (17)

where 0y, is a control factor used to enforce the strength of this penalty term.
Energy Function Inference. Given the MCRF expression in Eq (12) together with the
potential function in Eq (11), the energy function for the MAP model can be formulated as:

E(F,G,Cr) = Zn:xpu(ﬁ,G, Cr)+ > ¥, G). (18)

ceC

The MAP can now be reformulated as:

F* = argmin {E(F, G, Cr)}. (19)

F

To solve this MAP problem, a gradient descent algorithm was used. Gradient descent is an
iterative optimization algorithm that finds the minimum by taking steps that are proportional
to the negative of the gradient at a certain point. The gradient descent for possible solution F*
can be expressed as:

VE(F, G, Cr)

F*t+1 _ F*f
TTVE

(20)

VE(F,G,Cr)
where =
tion t. To find the possible solution F* while taking into account the energy function given in
Eq (18) and the potential functions given in Eqs (13) and (15), the gradient descent in Eq (20)
can be rewritten as:

is the energy gradient with respect to F and F* is the estimated solution at itera-

vV, (F, G, Cr) Vi, (F, G)
F* t+1 — F*t u ) ) P 21
() (e @
where w is the gradient of the unary part of the energy function with respect to F, W”Vf’c)

is the gradient of the pairwise part of the energy function with respect to F, & determines the
contribution of the unary part of the energy function, and 3 determines the contribution of the
pairwise part of the energy function.

Experimental setup

To evaluate the efficacy of our proposed system, CRC-UIS was tested on simulated ultrasound
scans as well as real ultrasound scans. Simulated scans were compared against the baseline RC
system, the column-row-parallel system [13, 14], the integrated apodization system [12, 16],
and a system with a fully-addressed 2-D array. Real scans were only compared against the base-
line RC system. Simulations were performed using Field II, and open source MATLAB toolkit
that has been used in ultrasound literature [19]. For both simulated and real testes, raw data
from the scans was mapped into a regular 3-D lattice through linear interpolation before pass-
ing it to the optimization stage of CRC-UIS.

PLOS ONE | DOI:10.1371/journal.pone.0142817 December 11,2015 10/19
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Simulation

The generation of phantom data, simulation of ultrasound images, and calculation of PSF at
different depths were all achieved using Field II.

To create the phantom data, phantom dimensions are first defined. A general scatterer
based on these dimensions was made. Amplitudes with a Gaussian distribution were generated,
and then a high scattering region was made. The amplitude inside the region of interest (prede-
fined cyst positions and dimensions) was set to ten times the amplitude outside. The x-y-z posi-
tions of these amplitudes were recorded to be loaded later.

To generated the simulated data, the transducer apertures were first defined. Apertures for
emission and reception were then generated. The impulse response and excitation of the emit
and receive aperture were set. Phantom data is then loaded, where beamforming in a manner
identical to real row-column imaging devices is performed by Field II.

To model the PSF at a particular depth, the transducer apertures were first defined. Aper-
tures for emission and reception were then generated. A point phantom is created at the
required depth, and a linear sweep is then made to calculate the response. A point scatterer was
then generated and the PSF at the required spatial location was found.

Simulated phantom

For the simulated scan, two phantoms (shown in Fig 7) were created. The first phantom con-
sisted of four cysts; 6 mm in diameter and 10 mm apart. The second also consisted of four cysts
that are 10 mm apart, but the diameter was gradually reduced.

The first phantom aims to show how one particular shape can vary with depth. The second
one aims to show how the reconstruction of a shape differs as the size of that shape changes.

Real Data

For both the baseline RC system and the proposed CRC-UIS system, the volumetric scanning
data was acquired by a customized imaging system built using the PCI eXtensions for Instru-
mentation (PXI) platform. A row-column addressing capacitive micromachined ultrasonic
transducers array (RC-CMUTs) was used. The 32 by 32 two-dimensional array has a center
frequency of 5.9 MHz, an aperture size of 4.8 mm by 4.8 mm with a 150 um pitch. Pre-amplifi-
ers were used since CMUT's have small current output signals. The PXI system includes a 32
channel digitizer (NI-5752, National Instruments), a FPGA board (NI-7954, National Instru-
ments), and an embedded controller module, which includes an Intel Core 2 Quad 2.26 GHz
CPU and a Windows 7 operating system. An external FPGA was responsible for transmit
beamforming while a set of high-voltage pulsers (LM96551, Texas Instruments) responsible for
stepping the voltage to 30 V were used. The CMUTs were biased at -60 V to improve sensitivity
and was operated in conventional mode. The system block diagram is shown in Fig 3.

Receive beamforming is done with the classic delay-and-sum method. Hilbert’s transform is
used to detect the envelope of the summed signal follow. The depth and angle, both azimuth
and elevation, are then processed with the reconstruction framework.

Real phantom

For the real row-column ultrasound scan, wire target imaging was performed. Four wires, all
644 um in diameter, were arranged in a way to allow for a scan of their cross sections.

PLOS ONE | DOI:10.1371/journal.pone.0142817 December 11,2015 11/19
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Fig 7. Model of artificial phantoms. (a) shows the first artificial phantom with 4 cysts of equal size, (b)
shows the second phantom with 4 cysts of decreasing size.

doi:10.1371/journal.pone.0142817.g007

Algorithm setup

The MCREF reconstruction framework for CRC-UIS was implemented using MATLAB soft-
ware. The algorithm was first performed several times to identify the optimal values for the
control parameters in the MCREF (as defined in section III). Empirical testing led to the choice
of oy, = 5 for controlling spatial proximity and oy,, = 0.03 for controlling first order penalty
term. The clique size was chosen to be 11 x 11 pixels. Furthermore, for the simulated data, o =
0.3 and 8 = 1.0 were chosen as the weighted contributions of unary and pairwise functions
respectively. For real data o = 0.7 and 8 = 0.3 were the best choices. In this study, the MCRF
reconstruction framework for CRC-UIS reconstructs each slice of the 3-D volume indepen-
dently to form the final 3D image volume; nevertheless, it does account for spatial beam profile
variations in 3D volumetric space.

Metrics for comparison

For the purpose of our implementation, Peak Signal to Noise Ratio (PSNR), Effective Number
of Looks (ENL), and Coefticient of Correlation (CoC) were used as metrics to evaluate the per-
formance of our framework on simulated data. Signal to Noise Ratio (SNR) and ENL metrics
were used to evaluate the performance of our framework on real data. All metrics were defined
according to recent literature [29-35].

PSNR is a metric that provides quality measure in terms of the power of the ideal and recon-
structed image. As shown in Eq (22), its is based on Mean Square Error (MSE) defined in Eq
(23). PSNR is frequently used in ultrasound noise despeckling literature to measure the perfor-
mance of speckle removal [29-35]. Higher PSNR indicate better image quality.

PSNR = 10log,, (%) (22)

where f, is the ideal image, MAX(f,) is the peak signal of f,, and MSE is given by:

1 M N )
i=1 j=
where f, is the reconstructed image.

CoC is a metric that gives a measure of edge preservation. For completely uncorrelated
images its value is 0, and for identical images its value is 1. Eq 24 shows the mathematical
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expression for CoC.
S (Vi = V) (9, = V)

CoC =
VEL S (Vi = V) S S (Vi — V)

where 77 is the laplacian operator f is the sample mean:

_ 1 M
T

i=l j=

N

5 (25)

ENL provides a measure of the statistical fluctuations (often introduced by speckle) in a par-
ticular region of interest; it gives and idea on how smooth a homogeneous region is. Higher
ENL values indicate smoother regions. The mathematical expression for ENL is shown in
Eq (26), the ENL value is based on voxel mean y, and standard deviation o, of the region of
interest ¢.

e
ENL =L (26)

0y

SNR, like PSNR, is often used as a measure of the performance of speckle removal. Higher
SNR values indicate better image quality. Since ground truth is unavailable for real data, an
alternative definition of SNR is used (shown in Eq (27)) where the mean y, and variance o” of
the pixels in the reconstructed image are the basis of the definition.

K,
SNR = L. (27)

r

Results

To evaluate the performance of our proposed MCRF reconstruction framework, the simulated
output images from the CRC-UIS system were compared against simulated output images
from the baseline RC system, the column-row-parallel system [13, 14], the integrated apodiza-
tion system [12, 16], and the fully addressed 2-D array. Real images from the CRC-UIS system
were compared against real images from the baseline RC system. The comparison was done
both quantitatively as well as visually.

Quantitative Evaluation

To quantify the performance of our reconstruction framework, metrics defined in recent
related studies [29-35] were used. For the simulated data, comparisons were made between the
output image and the ideal image; the original phantom image. For the real data, the metrics
chosen account for the absence of ground truth.

The results of the CRC-UIS reconstruction were compared against the output of other sys-
tems in literature with the ideal phantom image as reference. Table 1 summarizes the results
for simulated data. Table 2 summarizes the results of the real phantom.

Quantitative analysis of the simulated data show that the proposed CRC-UIS is capable of
boosting PSNR and improving ENL of the baseline RC system, as well as performing better
than (or close to, in case of the PSNR of the second phantom) the fully addressed 2-D array.
Oue proposed system also has the highest CoC score, indicating better edge preservation.
These results indicate that our approach is better at suppressing noise, preserving edges, and
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Table 1. Quantitative results for the simulated phantoms. For both the first and second phantoms, it is clear that CRC-UIS outperforms other system
when it comes to PSNR and ENL, with the exception of the first phantom in the fully addressed 2-D array, where PSNR values were close.

phantom
1

doi:10.1371/journal.pone.0142817.t001

System PSNR (dB) CoC ENL

CRC-UIS 15.9661 0.0206 11.5362
Baseline RC [15] 12.0393 0.0076 7.2600
Integrated apodization [7] 7.9748 0.0095 11.0534
Fully addressed 2-D array 16.1739 0.0138 0.6250
Column-row-parallel [13] 1.8939 0.0010 2.6238
CRC-UIS 19.6479 0.022 12.0280
Baseline RC [15] 15.0033 0.0076 0.6303
Integrated apodization [7] 11.9303 0.0095 3.9362
Fully addressed 2-D array 10.7894 0.003 0.5697
Column-row-parallel [13] 2.3644 0.0006 3.4690

providing smoother regions inside the cysts and outside it. The results of the integrated apodi-
zation system point show better performance in CoC and ENL at the cost of PSNR loss when
compared to the baseline RC system, indicating better defined edges as well as smother regions
inside and outside the cysts. Our proposed system was still able to provide smoother regions
without apodization while maintaining a higher PSNR, but did not perform as well with the
edge preservation metric. The column-row-parallel, as mentioned in the introduction section,
was not optimized for B-mode scans, the poor performance was not surprising.

Quantitative analysis of the real data show that the proposed CRC-UIS is capable of outper-
forming the baseline RC system in terms of SNR and ENL. CRC-UIS showed a SNR 6 dB
higher, demonstrating the noise suppression part of the framework. CRC-UIS also outper-
formed the baseline RC system when it came to ENL metric, implying smoother regions both
inside the wire cross-section and outside it.

Visual Evaluation

Figs 8 and 9 show the reconstruction of the simulated phantom data for CRC-UIS as well as
other systems in literature. Visual assessment with both simulated phantoms shows that
CRC-UIS presents smoother images with less noise and more preserved edges when compared
to other systems. These observations are also supported by the quantitative evaluation.

For the first phantom images in Fig 8, the top cysts in the CRC-UIS reconstruction (the one
farthest away from the focus depth and closest to near-field) is deformed and larger than it
should be, but the rest of the cysts are equally sized and properly shaped. Only the integrated
apodization system and fully addressed 2-D array have four equally sized and properly shaped
cysts. However, both images are extremely noisy and the cysts have no clear edge. The baseline
RC system has a few visible artifacts and the top and bottom cysts are bigger than they should
be. The column-row parallel gives no clear information on the cysts, which is to be expected
with vertically placed phantoms as there is no transmit focus.

Table 2. Quantitative results for the real phantom. Similar results to the simulated data tests, where
CRC-UIS outperformed the baseline RC system when it comes to SNR and ENL.

System SNR ENL
CRC-UIS 14.4046 50.3531
Baseline RC [15] 8.3206 23.0397

doi:10.1371/journal.pone.0142817.t002
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Fig 8. Visual assessment of our proposed CRC-UIS (top center) as opposed to other systems in
literature. The first phantom is shown in (a), CRC-UIS reconstruction is shown in (b), Baseline RC system
shown in (c) with a dynamic range of 40 dB, integrated apodization system [7] shown in (d) with a dynamic
range of 60 dB, fully addressed 2-D array shown in (e) with a dynamic range of 30 dB, and column-row-
parallel system [13] shown in (f) with a dynamic range of 30 dB.

doi:10.1371/journal.pone.0142817.g008

For the second phantom images in Fig 9, the CRC-UIS reconstruction maintains the proper
shape of the cysts and shows the decreasing trend of cysts diameter, although the last the two
smaller cysts are larger than the actual size. The fourth cysts cannot be seen in the other sys-
tems due to noise, although the fully addressed 2-D array was the closest at maintaining the
actual size of the first three cysts.
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Fig 9. Visual assessment of our proposed CRC-UIS (top center) as opposed to other systems in
literature. The second phantom is shown in (a), CRC-UIS reconstruction is shown in (b), Baseline RC
system shown in (c) with a dynamic range of 40 dB, integrated apodization system [7] shown in (d) with a
dynamic range of 60 dB, fully addressed 2-D array shown in (e) with a dynamic range of 30 dB, and column-
row-parallel system [13] shown in (f) with a dynamic range of 30 dB.

doi:10.1371/journal.pone.0142817.g009
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Depth [mm)
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Fig 10. Visual assessment of our proposed CRC-UIS (left side) as opposed to the baseline RC system
(right side). CRC-UIS reconstruction shows better noise reduction while maintaining the shape of the
phantom. 40 dB is the dynamic range.

doi:10.1371/journal.pone.0142817.g010

Fig 10 shows the reconstruction of the real phantom data for both CRC-UIS and the base-
line RC system. Visual assessment of the real ultrasound image data shows the CRC-UIS was
better at suppressing noise, particularly the ringing artifacts noticeable in the baseline RC sys-
tem’s image output. CRC-UIS was also able to recover all four wires, and maintained a more
accurate and consistent shape for all four wires. A more thorough assessment can be see in Fig
11 for the CRC-UIS reconstruction and Fig 12 for the baseline RC system. These observations
are supported by the quantitative evaluation.

432101234.-
Lateral distance [mm]

Fig 11. A closer look at the CRC-UIS reconstruction. The four wire targets (shown in blue, green, yellow
and pink) have a more consistent shape and size. They are also more clearly visible. A region in the
background (shown in red) shows a better suppression of noise when compared to the one in the baseline
RC system reconstruction.

doi:10.1371/journal.pone.0142817.g011

432101234-.
Lateral distance fmmi

Fig 12. A closer look at the baseline RC system reconstruction. Only two of the four wire targets (blue
and green) are clearly visible, and they do not have a consistent shape or size. A region in the background
(shown in red) shows unsuppressed ringing noise.

doi:10.1371/journal.pone.0142817.g012
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Conclusion
Summary

In this research, we proposed CRC-UIS: a compensated row-column ultrasound imaging sys-
tem that uses Fisher-Tippett multilayered conditional random field model. This system builds
on a baseline RC imaging system and utilizes the intrinsic properties of the data acquisition
unit as well as ultrasound into a MCRF based optimization model. This model accounts for
missing data, is spatially dependant to incorporate the changing PSF caused by the varying
beam profile, and accounts for speckle noise inherent to ultrasound. Through visual analysis of
both simulated and real ultrasound images, our proposed system demonstrated the ability sup-
press speckle and preserve edges when compared to the baseline RC system. This was sup-
ported by quantitative analysis, with our proposed system outperforming other systems in
literature when compared under the PSNR, CoC and ENL metrics for simulated data tests, as
well as SNR and ENL metrics for real data tests. Our proposed system readily supports applica-
tions with real-time image acquisition but no real-time feedback.

Future Work

There are several directions to pursue in the future. First, for the current study, the MCRF
reconstruction framework for CRC-UIS reconstructs each slice of the 3-D volume indepen-
dently to form the final 3D image volume. Therefore, in the future we aim to extend the frame-
work to adopt a full 3-D optimization in an efficient and effective way, which could have the
potential for further improving image quality. Second, we aim to explore more comprehensive
comparisons with other row-column imaging systems proposed in literature, which would
necessitate the construction of these systems. Third, we will explore other random-field
approaches for ultrasound image reconstruction.
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