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#### Abstract

In this thesis we study several problems related to the representation of integers by binary forms and counting rational points on algebraic varieties. In particular, we establish an asymptotic formula for $R_{F}(Z)$, the number of integers of absolute value up to $Z$ which can be represented by a binary form $F$ with integer coefficients, degree $d \geq 3$, and nonzero discriminant. We give superior results when $d=3$ or 4 , which completely resolves the cases considered by Hooley. We establish an asymptotic formula for the number of pairs $(x, y) \in \mathbb{Z}^{2}$ such that $F(x, y)$ is $k$-free, whenever $F$ satisfies certain necessary conditions and $k>7 d / 18$. Finally, we give various results on the arithmetic of certain cubic and quartic surfaces as well as general methods to estimate the number of rational points of bounded height on algebraic varieties. In particular, we give a bound for the density of rational points on del Pezzo surfaces of degree 2. These results depend on generalizations of Salberger's global determinant method in various settings.
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## Chapter 1

## Introduction

In this thesis we will record some progress made on several problems concerning binary forms and counting rational points on certain algebraic varieties. A binary form is a homogeneous polynomial in two variables. We will describe progress made on answering the following question: Given a binary form $F$ with integer coefficients, how many integers $n$ in an interval $[-Z, Z]$ can be written in the form $F(x, y)=n$ for some integers $x$ and $y$ ? If $F(x, y)=n$ has a solution in integers $x$ and $y$, we say that $n$ is representable by $F$.

This question is difficult to answer. If instead we count the integers representable by $F$ with repetition, then Gauss was able to prove an asymptotic formula in the case of positive definite binary quadratic forms. Let us write

$$
\begin{equation*}
N_{F}(Z)=\#\left\{(x, y) \in \mathbb{Z}^{2}:|F(x, y)| \leq Z, F(x, y) \neq 0\right\} \tag{1.0.1}
\end{equation*}
$$

Gauss showed that for any positive definite binary quadratic form $F$, there exists a positive number $A_{1}(F)$ such that

$$
\begin{equation*}
N_{F}(Z) \sim A_{1}(F) Z \tag{1.0.2}
\end{equation*}
$$

Put

$$
\begin{equation*}
R_{F}(Z)=\#\left\{n \in \mathbb{Z}:|n| \leq Z, \exists(x, y) \in \mathbb{Z}^{2} \text { s.t. } F(x, y)=n\right\} \tag{1.0.3}
\end{equation*}
$$

Landau showed that for a positive definite binary quadratic form $F$, there exists a positive number $A_{2}(F)$ such that

$$
R_{F}(Z) \sim A_{2}(F) Z(\log Z)^{-1 / 2}
$$

Thus, most integers cannot be represented by $F$, but on average each integer represented by $F$ has many representations.

Mahler showed in [79] that there is an analogous asymptotic formula to (1.0.2) for forms of degree $d \geq 3$. He proved that for $F$ an irreducible binary form of degree $d \geq 3$, we have

$$
\begin{equation*}
N_{F}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F}\left(Z^{\frac{1}{d-1}}\right) \tag{1.0.4}
\end{equation*}
$$

where $A_{F}$ denotes the area of the region

$$
\begin{equation*}
\left\{(x, y) \in \mathbb{R}^{2}:|F(x, y)| \leq Z\right\} \tag{1.0.5}
\end{equation*}
$$

Erdős and Mahler showed in [40] that contrary to the size difference between $N_{F}(Z)$ and $R_{F}(Z)$ for positive definite quadratic forms, the size of $R_{F}(Z)$ is not dramatically smaller than $N_{F}(Z)$. They showed that there exist positive numbers $C_{1}, C_{2}$ such that whenever $Z>C_{1}$, we have

$$
R_{F}(Z)>C_{2} Z^{\frac{2}{d}}
$$

A natural question to ask is whether an exact asymptotic formula holds for $R_{F}(Z)$. It would take almost thirty years after Erdős and Mahler's paper before the first instance of such an asymptotic formula was established. In [64], Hooley showed that for an irreducible binary cubic form $F$ given by

$$
F(x, y)=b_{3} x^{3}+3 b_{2} x^{2} y+3 b_{1} x y^{2}+b_{0} y^{3}
$$

where the discriminant $\Delta(F)$ of $F$ is not a square, the asymptotic formula

$$
R_{F}(Z)=A_{F} Z^{\frac{2}{3}}+O_{F}\left(Z^{\frac{2}{3}}(\log \log Z)^{-\frac{1}{600}}\right)
$$

holds. In [68], Hooley showed that an asymptotic formula holds for $R_{F}(Z)$ when $F$ is a binary quartic form of the shape

$$
F(x, y)=a x^{4}+2 b x^{2} y^{2}+c y^{4} .
$$

In particular, he showed that
$R_{F}(Z)=\frac{1}{4} \begin{cases}A_{F} Z^{\frac{1}{2}}+O\left(Z^{\frac{18}{37}+\varepsilon}\right) & \text { if } a / c \text { is not a perfect } 4 \text { th power of a rational, } \\ \left(1-\frac{1}{2 A C}\right) A_{F} Z^{\frac{1}{2}}+O\left(Z^{\frac{18}{37}+\varepsilon}\right) & \text { if } a / c=A^{4} / C^{4} \text { for } A, C \in \mathbb{N} .\end{cases}$

Moreover, he mentioned that the value of $A_{F}$ is given in terms of complete elliptic integrals of the first kind. This point was expanded upon by M. A. Bean in [6].

In 2000, Hooley obtained in [69] the asymptotic formula for $R_{F}(Z)$ for binary cubic forms

$$
F(x, y)=b_{3} x^{3}+3 b_{2} x^{2} y+3 b_{1} x y^{2}+b_{0} y^{3}
$$

such that $\Delta(F)=k^{2}$ with $k$ a positive integer. In this case we need to consider the Hessian $q_{F}(x, y)$ of $F$, which is given by

$$
q_{F}(x, y)=\left(b_{2}^{2}-b_{3} b_{1}\right) x^{2}+\left(b_{2} b_{1}-b_{3} b_{0}\right) x y+\left(b_{1}^{2}-b_{2} b_{0}\right) y^{2},
$$

and we set

$$
A=b^{2}-b_{3} b_{1}, B=b_{2} b_{1}-b_{3} b_{0}, C=b_{1}^{2}-b_{2} b_{0} .
$$

Put

$$
m=\frac{k}{\operatorname{gcd}(A, B, C)}
$$

Then Hooley showed in [69] that there exists a positive number $\gamma$ such that

$$
R_{F}(Z)=\left(1-\frac{2}{3 m}\right) A_{F} Z^{\frac{2}{3}}+O\left(Z^{\frac{2}{3}}(\log Z)^{-\gamma}\right)
$$

More specifically, he showed that $A_{F}$ is given in terms of the discriminant $\Delta(F)$ of $F$ and the Gamma function $\Gamma$; see Chapter 3.

Following Hooley's paradigm, one notices that in order to deduce an asymptotic formula for $R_{F}(Z)$ from Mahler's theorem (1.0.4) one has to do two things. First, one has to show that most integers represented by $F$ are essentially represented. We say an integer $n$ is essentially represented by $F$ if whenever $F(u, v)=F\left(u^{\prime}, v^{\prime}\right)=n$, there exists a matrix

$$
T=\left(\begin{array}{ll}
t_{1} & t_{2} \\
t_{3} & t_{4}
\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{Q})
$$

such that

$$
T\binom{u}{v}=\binom{u^{\prime}}{v^{\prime}},
$$

and

$$
\begin{equation*}
F\left(t_{1} x+t_{2} y, t_{3} x+t_{4} y\right)=F(x, y) \tag{1.0.6}
\end{equation*}
$$

for all $x, y \in \mathbb{R}$. Whenever (1.0.6) holds, we say that $T$ is in Aut $F$, the $\left(\mathrm{GL}_{2}(\mathbb{Q})\right)$ automorphism group of $F$. This is very difficult and the bulk of Hooley's papers [64], [68], and [69] are dedicated to show that this is true for the cases he considered.

The second component, which is the most novel aspect of Hooley's second paper on binary cubic forms [69], is to determine the influence of the structure of the automorphism group Aut $F$ on determining the asymptotic formula for $R_{F}(Z)$. Part of the reason for Hooley's success in [64], [68], and [69] is that the group structures of those Aut $F$ he considered are relatively simple. In general, this can be quite complicated.

Heath-Brown, in [53], provided a pathway to establish an asymptotic formula for $R_{F}(Z)$ for all binary forms $F$ by treating the difficult problem of bounding non-essential representations in great generality. He showed that for all binary forms with non-zero discriminant (in fact, his theorem even covers some cases where the discriminant vanishes) of degree $d \geq 3,100 \%$ of the integers representable by $F$ are essentially represented. He did this using a geometric argument and remarked that the $p$-adic determinant method, which he introduced in the same paper for different purposes, can possibly be used to improve on this bound. This improvement was achieved by Salberger in [93], where he used his global determinant method in place of Heath-Brown's geometric arguments. Salberger's work helped us achieve the results in Chapter 2.

Combining Heath-Brown's argument to control the non-essentially represented integers and by determining the exact relation between $\operatorname{Aut} F$ and the asymptotic formula for $R_{F}(Z)$, C. L. Stewart and I in [100] were able to prove the following:
Theorem 1.0.1. Let $d \geq 3$ be an integer and let $\mathcal{G}$ be a finite subgroup of $\mathrm{GL}_{2}(\mathbb{Q})$. Then there exists a positive number $\beta_{d}<2 / d$ and a positive rational number $W_{\mathcal{G}}$ such that for all positive numbers $\varepsilon>0$ and binary forms $F$ of degree d, integer coefficients, non-zero discriminant and Aut $F=\mathcal{G}$, the asymptotic formula

$$
R_{F}(Z)=W_{\mathcal{G}} A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

holds.
The quantity $\beta_{d}$ can be taken as in (2.0.7).

Observe that the number $W_{\mathcal{G}}$ depends only on the group $\mathcal{G}$ and not on $F$. If we put the asymptotic formula in Theorem 1.0.1 as

$$
R_{F}(Z) \sim C_{F} Z^{\frac{2}{d}}
$$

then whenever $F, \mathcal{F}$ are two binary forms with integer coefficients and non-zero discriminant such that $\operatorname{Aut} F=\operatorname{Aut} \mathcal{F}$, then the equality

$$
C_{F} / A_{F}=C_{\mathcal{F}} / A_{\mathcal{F}}
$$

holds. Note that we require equality of automorphism groups, not merely isomorphism.

Theorem 1.0.1 does not fully generalize Hooley's results in [64], [68], and [69]. In particular, we did not in [100] demonstrate a way to determine Aut $F$ given $F$. We believe that for $d \geq 5$ it is genuinely difficult to determine Aut $F$ for the generic binary form $F$ of degree $d$, much like the computation of the Galois group of an arbitrary binary form $F$. In [106], we showed that one can fully generalize Hooley's results when the degree of $F$ is 3 or 4 . Indeed, we proved the following:

Theorem 1.0.2. Let $F$ be a binary form of degree $d=3$ or 4 . Then one can compute Aut $F$ explicitly in terms of the invariants and covariants of the $\mathrm{GL}_{2}(\mathbb{Z})$-action on $F$ via substitution. Moreover, the value of $A_{F}$ in this case can be given explicitly in terms of the Gamma function and complete elliptic integrals of the first kind.

Theorem 1.0.2 completely resolves the problem of finding asymptotic formula for $R_{F}(Z)$ for degree 3 and 4. The covariants and invariants of binary cubic and quartic forms will be discussed in detail in Chapter 3. For now, we shall note that the only invariant of cubic forms is the discriminant $\Delta(F)$, and that quartic forms have two basic invariants usually denoted by $I(F)$ and $J(F)$.

The key to proving Theorem 1.0.2 is to find explicit generators of Aut $\mathbb{C}_{\mathbb{C}} F$, the subgroup of $\mathrm{GL}_{2}(\mathbb{C})$ which fixes $F$ via substitution, and then determine when these generators lie in $\mathrm{GL}_{2}(\mathbb{Q})$. In doing so, we were able to prove the following result on certain cubic and quartic surfaces defined by binary cubic and quartic forms:

Theorem 1.0.3. Let $F$ be a binary cubic or quartic form with integer coefficients and non-zero discriminant. Let $X$ be the surface in $\mathbb{P}^{3}$ defined by the equation

$$
F\left(x_{1}, x_{2}\right)-F\left(x_{3}, x_{4}\right)=0 .
$$

Then we have:
(a) If $F$ is a cubic form, then the 27 lines lying on $X$ are all defined over a field of degree at most 12 over $\mathbb{Q}$.
(b) If $F$ is a quartic form, then $X$ contains:

1. 32 lines if $I(F), J(F)$ are both non-zero;
2. 48 lines if $J(F)=0$; and
3. 64 lines if $I(F)=0$.

In all cases, the lines of the quartic surface $X$ are all defined over a field of degree at most 192 over $\mathbb{Q}$.

The cubic case of Theorem 1.0.3 should be compared with the generic situation, where the field of definition of the 27 lines on a cubic surface defined over $\mathbb{Q}$ has Galois group isomorphic to the Weyl group of the $E_{6}$ root system, which has order 51,840 . In other words, these cubic surfaces are extremely special. The quartic case should be compared with the fact that the generic quartic surface contains no lines, so again, these surfaces are very special.

A significant portion of our thesis work is devoted to improving Heath-Brown's $p$-adic determinant method, which he introduced in [53]. It is a powerful method which gives good upper bounds for the density of rational points on algebraic varieties. It is especially useful in cases where other approaches, such as the circle method of Hardy and Littlewood, are of little use. Heath-Brown's p-adic version of the determinant method is itself an extension of the original real-analytic determinant method of Bombieri and Pila, introduced in 1989 in [14]. Heath-Brown's version can be applied to arbitrary projective varieties (as was shown later by Browning, Heath-Brown, and Salberger in [22]), whereas Bombieri and Pila's version seemed to rely heavily on the geometry of $\mathbb{R}^{2}$ and resisted generalization to higher dimensions. In [92] and [93], Salberger improved upon Heath-Brown's p-adic determinant method by introducing various machinery and language from algebraic geometry. The so-called global determinant method, introduced by Salberger in [93], is a particularly powerful improvement and is the most efficient version of the determinant method known so far. It has had some striking consequences in diophantine geometry; see [103] for example. Our contribution to the determinant method story is that we were able to generalize the $p$-adic determinant method to certain weighted projective spaces. Since the statement of these improvements are very technical and involved, we refer the interested reader to Chapter 4 for the details and instead introduce the three most interesting consequences of our improvements here.

The first consequence of our generalization of the $p$-adic determinant method is an improvement to the problem of proving that suitable binary forms $F$ take on $k$-free values
infinitely often. We begin by discussing the square-free case. A long standing problem, dating back to Estermann [41], is the question of how often a given polynomial takes on square-free values. Certainly, some trivial obstructions have to be cleared in order for the question to be well-posed. We will say that a polynomial $f\left(x_{1}, \cdots, x_{k}\right)$ with integer coefficients is admissible if for all primes $p$, there exists an integer $k$-tuple $\mathbf{x}_{p}=\left(x_{1}^{(p)}, \cdots, x_{k}^{(p)}\right)$ such that $p^{2}$ does not divide $f\left(\mathbf{x}_{p}\right)$. There are only a few cases where it is known unconditionally that $f$ takes on infinitely many square-free values, which we summarize below:

- If $k=1$, then it is known that $f(x)$ takes on infinitely many square-free values only when each irreducible component of $f$ has degree at most 3 . The case $f(x)=x^{2}+1$ was done by Estermann in [41] and the general degree 2 case by Ricci in [90], while the degree 3 case was first established by Erdős in [39] and later improved by Hooley in [63].
- If $k=2$, then one can reduce to the single variable case by fixing one of $x$ and $y$ in $f(x, y)$. The cases where one can do better than the single variable case include admissible binary forms $F$ such that each irreducible factor of $F$ has degree at most 6 ; this was done by Greaves in [48], and those binary polynomials $f$ which splits completely into linear factors over $\overline{\mathbb{Q}}$; this is due to Hooley in [70] and [71].
- If $F$ is a highly symmetric polynomial, that is, if $F$ is the discriminant polynomial of certain algebraic number fields, then it is known that $F$ takes on square-free values infinitely often. The case of discriminant polynomials for cubic, quartic, and quintic fields is solved by Bhargava in [11].

Aside from the unconditional results noted above, it is known under the abc-conjecture that admissible $f$ takes on infinitely many square-free values due to the work of Granville [47], Poonen [86], and Murty-Pasten [81]. Thus, the question is either resolved or widely open depending on the status of Mochizuki's purported proof of the $a b c$-conjecture.

Nevertheless, we have made progress on a related and easier problem by considering $k$-free values instead. In this direction, we have improved upon a series of results due to Filaseta [43] and Browning [21]. In particular, we showed as a consequence of our extension of the global determinant method to weighted projective spaces, the following result concerning $k$-free values of binary forms:

Theorem 1.0.4. Let $F(x, y)$ be a binary form with non-zero discriminant of degree $D \geq 2$ with integer coefficients. Let $k \geq 2$ be an integer. Suppose that for each prime $p$, there
exists a pair of integers $\left(x_{0}, y_{0}\right)$ such that $p^{k}$ does not divide $F\left(x_{0}, y_{0}\right)$. Let d denote the largest degree of an irreducible factor $f$ of $F$ over $\mathbb{Q}$. Then whenever

$$
\begin{equation*}
k>\min \left\{\frac{7 d}{18},\left\lceil\frac{d}{2}\right\rceil-2\right\} \tag{1.0.7}
\end{equation*}
$$

there exists a positive number $C_{F, k}$ depending only on $F$ and $k$ such that the number of integer pairs $(x, y)$ with $\max \{|x|,|y|\} \leq B$ such that $F(x, y)$ is $k$-free is asymptotic to

$$
\begin{equation*}
C_{F, k} B^{2}+O\left(\frac{B^{2}}{\log ^{\delta} B}\right), \tag{1.0.8}
\end{equation*}
$$

where $\delta=0.7043$ if $k=2, d=6$ and $\delta=1$ otherwise.

We were also able to extend a theorem of Stewart and Top in [99] in the cases where Theorem 1.0.4 holds. Namely we proved the following:

Theorem 1.0.5. Let $k \geq 2$. Let $F(x, y)$ be a binary form of degree $D \geq 3$ with integer coefficients and non-zero discriminant, with no fixed $k$-th power prime divisor. Let $d$ be the largest degree of an irreducible factor of $F$ over $\mathbb{Q}$ and suppose that

$$
k>\min \left\{\frac{7 d}{18},\left\lceil\frac{d}{2}\right\rceil-2\right\} .
$$

Then there exist positive real numbers $C_{1}$ and $C_{2}$, which depend on $F$ and $k$, such that if $B>C_{1}$, then

$$
R_{F, k}(B)>C_{2} B^{2 / D}
$$

Theorem 1.0.5 can be thought of as an extension of the Erdős-Mahler theorem in [40] as it asserts that a positive proportion of integers represented by $F$ are $k$-free, whenever an analogous result to Mahler's theorem (1.0.4) can be asserted. It would be of interest to establish a theorem analogous to Theorem 1.0.1 for $k$-free values represented by binary forms.

The last result we mention is unrelated to binary forms and is a consequence of our weighted version of the $p$-adic determinant method. It was noted by T.D. Browning, via personal communication, that our generalization of the $p$-adic determinant method may have consequences on bounding the density of rational points on certain algebraic surfaces, namely the so-called del Pezzo surfaces. It is known that del Pezzo surfaces have degree between 1 and 9 , and for those del Pezzo surfaces of degree $3 \leq d \leq 9$, the
arithmetic information of rational points is fairly well understood, while knowledge of del Pezzo surfaces of degree 1 and 2 is scarce. We shall note our improvement in the case of degree 2 del Pezzo surfaces. By a del Pezzo surface of degree 2, we mean a surface defined by

$$
\begin{equation*}
X: y^{2}=f\left(x_{1}, x_{2}, x_{3}\right) \tag{1.0.9}
\end{equation*}
$$

where $f$ is a ternary quartic form. We shall define the height $H(\mathbf{x})$ of a rational point $\mathbf{x}=\left(y, x_{1}, x_{2}, x_{3}\right)$ on $X$ to be $\max \left\{H\left(x_{1}\right), H\left(x_{2}\right), H\left(x_{3}\right)\right\}$, where $H(q)$ is the naive height of a rational number. We then have the following:

Theorem 1.0.6. Let $X$ be a del Pezzo surface of degree 2 given by (1.0.9) for a ternary quartic form $f$ with integer coefficients and irreducible over $\overline{\mathbb{Q}}$. Then the number of rational points $\mathbf{x}$ on $X$ for which $H(\mathbf{x}) \leq B$ is at most

$$
O_{d, \varepsilon}\left(B^{\frac{36}{17}+\varepsilon}\right)
$$

This is comparable to the result by Broberg [18], where he obtains the exponent $9 / 4$, and unpublished work of Salberger where he claims to have obtained the exponent $3 / \sqrt{2}$.

Finally we mention that for the sake of brevity and thematic coherence we have made a few choices to curate the content of this thesis. One particular piece of work that we have done which did not make the final version of this thesis is our joint work with Dr. Shuntaro Yamagishi in [107].

Our work on classifying the automorphism groups of binary quartic forms in Chapter 3 (see also [106]) has enabled us to count binary quartic forms whose automorphism group contains an element which, up to scaling over $\mathbb{C}$, has co-prime integer entries. This allows us to count binary quartic forms whose Galois group is a subgroup of the dihedral group $\mathcal{D}_{4}$. Currently, this is an active joint project with Dr. Cindy Tsang which we hope to complete soon.

The content of Chapter 2 is roughly the same as that of our joint paper with Professor C. L. Stewart [100], where we established the asymptotic formula for $R_{F}(Z)$. Theorem 1.0.1 will be resolved there. Chapter 3 is devoted to binary cubic and quartic forms and contains the proofs of Theorems 1.0.2 and 1.0.3. The content of Chapter 3 is roughly the same as our preprint [106]. Chapter 4 contains expository material on the $p$-adic determinant method and the statements and proofs of the main theorems of the global
p-adic determinant method for weighted projective spaces. Finally, Chapter 5 gives several consequences of our generalization of the determinant method including consequences for $k$-free values of binary forms and del Pezzo surfaces of degree 2. Much of the content from Chapters 4 and 5 are in [105].

## Chapter 2

## Representation of integers by binary forms

The content of this chapter is joint work with my advisor Professor C. L. Stewart; see [100].

Let $F$ be a binary form with integer coefficients, non-zero discriminant $\Delta(F)$, and degree $d$ with $d \geq 2$. For any positive number $Z$ let $\mathcal{R}_{F}(Z)$ denote the set of non-zero integers $h$ with $|h| \leq Z$ for which there exist integers $x$ and $y$ with $F(x, y)=h$. For any set $\mathcal{S}$, denote the cardinality of $\mathcal{S}$ by $|\mathcal{S}|$, and put $R_{F}(Z)=\left|\mathcal{R}_{F}(Z)\right|$. There is an extensive literature, going back to the foundational work of Fermat, Lagrange, Legendre, and Gauss [45], on the set $\mathcal{R}_{F}(Z)$ and the growth of $R_{F}(Z)$ when $F$ is a binary quadratic form; see [24], [25], and [27] for more recent treatments of these topics. For forms of higher degree much less is known. In 1938 Erdős and Mahler [40] proved that if $F$ is irreducible over $\mathbb{Q}$ and $d \geq 3$, then there exist positive numbers $c_{1}$ and $c_{2}$, which depend on $F$, such that

$$
R_{F}(Z)>c_{1} Z^{\frac{2}{d}}
$$

for $Z>c_{2}$.

Put

$$
\begin{equation*}
A_{F}=\mu\left(\left\{(x, y) \in \mathbb{R}^{2}:|F(x, y)| \leq 1\right\}\right) \tag{2.0.1}
\end{equation*}
$$

where $\mu$ denotes the area of a set in $\mathbb{R}^{2}$. In 1967 Hooley [64] determined the asymptotic growth rate of $R_{F}(Z)$ when $F$ is an irreducible cubic binary form with discriminant which is not a square. He proved that

$$
\begin{equation*}
R_{F}(Z)=A_{F} Z^{\frac{2}{3}}+O\left(Z^{\frac{2}{3}}(\log \log Z)^{-\frac{1}{600}}\right) \tag{2.0.2}
\end{equation*}
$$

In 2000 Hooley [69] treated the case when the discriminant is a perfect square. Suppose that

$$
F(x, y)=b_{3} x^{3}+b_{2} x^{2} y+b_{1} x y^{2}+b_{0} y^{3} .
$$

The Hessian covariant of $F$ is

$$
q_{F}(x)=A x^{2}+B x+C,
$$

where

$$
A=b_{2}^{2}-3 b_{3} b_{1},, B=b_{2} b_{1}-9 b_{3} b_{0}, \text { and } C=b_{1}^{2}-3 b_{2} b_{0}
$$

Put

$$
\begin{equation*}
m=\frac{\sqrt{\Delta(F)}}{\operatorname{gcd}(A, B, C)} \tag{2.0.3}
\end{equation*}
$$

Hooley proved that if $F$ is cubic, irreducible, and $\Delta(F)$ is a square then there is a positive number $\gamma$ such that

$$
\begin{equation*}
R_{F}(Z)=\left(1-\frac{2}{3 m}\right) A_{F} Z^{\frac{2}{3}}+O\left(Z^{\frac{2}{3}}(\log Z)^{-\gamma}\right) \tag{2.0.4}
\end{equation*}
$$

We remark that if $F$ is a binary cubic form then

$$
|\Delta(F)|^{\frac{1}{6}} A_{F}= \begin{cases}\frac{3 \Gamma^{2}(1 / 3)}{\Gamma(2 / 3)} & \text { if } \Delta(F)>0 \\ \frac{\sqrt{3} \Gamma^{2}(1 / 3)}{\Gamma(2 / 3)} & \text { if } \Delta(F)<0\end{cases}
$$

where $\Gamma(s)$ denotes the gamma function. In [6] Bean gives a simple representation for $A_{F}$ when $F$ is a quartic form.

Hooley [69] also studied quartic forms of the shape

$$
F(x, y)=a x^{4}+2 b x^{2} y^{2}+c y^{4}
$$

Let $\varepsilon>0$. He proved that if $a / c$ is not the fourth power of a rational number then

$$
\begin{equation*}
R_{F}(Z)=\frac{A_{F}}{4} Z^{\frac{1}{2}}+O_{F, \varepsilon}\left(Z^{\frac{18}{37}+\varepsilon}\right) \tag{2.0.5}
\end{equation*}
$$

Further if $a / c=A^{4} / C^{4}$ with $A$ and $C$ co-prime positive integers then

$$
\begin{equation*}
R_{F}(Z)=\frac{A_{F}}{4}\left(1-\frac{1}{2 A C}\right) Z^{\frac{1}{2}}+O_{F, \varepsilon}\left(Z^{\frac{18}{37}+\varepsilon}\right) \tag{2.0.6}
\end{equation*}
$$

In addition to these results, Browning [21], Greaves [48], Heath-Brown [55], Hooley [65], [66], [67], Skinner and Wooley [96] and Wooley [104] have obtained asymptotic estimates for $R_{F}(Z)$ when $F(x, y)$ is of the form $x^{d}+y^{d}$ with $d \geq 3$. Furthermore, Bennett, Dummigan, and Wooley [9] have obtained an asymptotic estimate for $R_{F}(Z)$ when $F(x, y)=a x^{d}+b y^{d}$ with $d \geq 3$ and $a$ and $b$ non-zero integers for which $a / b$ is not the $d$-th power of a rational number.

Put

$$
\beta_{d}= \begin{cases}\frac{12}{19} & \text { if } d=3  \tag{2.0.7}\\ \frac{3}{(d-2) \sqrt{d}+3} & \text { if } 4 \leq d \leq 8 \\ \frac{1}{d-1} & \text { if } d \geq 9\end{cases}
$$

We shall prove the following result.
Theorem 2.0.1. Let $F$ be a binary form with integer coefficients, non-zero discriminant, and degree $d \geq 3$. Let $\varepsilon>0$. There exists a positive number $C_{F}$ such that

$$
\begin{equation*}
R_{F}(Z)=C_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right), \tag{2.0.8}
\end{equation*}
$$

where $\beta_{d}$ is given by (2.0.7).
Our proof of Theorem 2.0.1 depends on some results of Salberger in [93] and [94], which are based on a refinement of Heath-Brown's $p$-adic determinant method in [53], as well as a classical result of Mahler [79]. Indeed Heath-Brown remarks in [53] that Theorem 8 in [53] should enable one to deduce an asymptotic formula for $R_{F}(Z)$.

Let $A$ be an element of $\mathrm{GL}_{2}(\mathbb{Q})$ with

$$
A=\left(\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right)
$$

Put $F_{A}(x, y)=F\left(a_{1} x+a_{2} y, a_{3} x+a_{4} y\right)$. We say that $A$ fixes $F$ if $F_{A}=F$. The set of $A \in \mathrm{GL}_{2}(\mathbb{Q})$ which fix $F$ is the automorphism group of $F$ and we shall denote it by Aut $F$. Let $G_{1}$ and $G_{2}$ be subgroups of $\mathrm{GL}_{2}(\mathbb{Q})$. We say that they are equivalent under conjugation if there is an element $T \in \mathrm{GL}_{2}(\mathbb{Q})$ such that $G_{1}=T G_{2} T^{-1}$.

The positive number $C_{F}$ in (2.0.8) is a rational multiple of $A_{F}$ and the rational multiple depends on Aut $F$. There are 10 equivalence classes of finite subgroups of $\mathrm{GL}_{2}(\mathbb{Q})$ under $\mathrm{GL}_{2}(\mathbb{Q})$-conjugation to which Aut $F$ might belong and we give a representative of each equivalence class together with its generators in Table 1.

| Table 1 |  |  |  |
| :---: | :---: | :---: | :---: |
| Group | Generators | Group | Generators |
| $\mathrm{C}_{1}$ | $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | $\mathrm{D}_{1}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ |
| $\mathrm{C}_{2}$ | $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ | $\mathrm{D}_{2}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ |
| $\mathrm{C}_{3}$ | $\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$ | $\mathrm{D}_{3}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$ |
| $\mathrm{C}_{4}$ | $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ | $\mathrm{D}_{4}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ |
| $\mathrm{C}_{6}$ | $\left(\begin{array}{cc}0 & -1 \\ 1 & 1\end{array}\right)$ | $\mathrm{D}_{6}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & 1\end{array}\right)$ |

Since the matrix $-I=\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ is in Aut $F$ if and only if the degree of $F$ is even, we see from an examination of Table 1 that if the degree of $F$ is odd then Aut $F$ is equivalent
to one of $\mathbf{C}_{1}, \mathbf{C}_{3}, \mathbf{D}_{1}$, and $\mathbf{D}_{3}$ and if the degree of $F$ is even then Aut $F$ is equivalent to one of $\mathbf{C}_{2}, \mathbf{C}_{4}, \mathbf{C}_{6}, \mathbf{D}_{2}, \mathbf{D}_{4}$, and $\mathbf{D}_{6}$.

Note that the table has fewer entries than Table 1 of [98] which gives representatives for the equivalence classes of finite subgroups of $\mathrm{GL}_{2}(\mathbb{Z})$ under $\mathrm{GL}_{2}(\mathbb{Z})$-conjugation since for $i=1,2,3$ the groups $\mathbf{D}_{i}$ and $\mathbf{D}_{i}^{*}$ are equivalent under conjugation in $\mathrm{GL}_{2}(\mathbb{Q})$ but not in $\mathrm{GL}_{2}(\mathbb{Z})$. Further every finite subgroup of $\mathrm{GL}_{2}(\mathbb{Q})$ is conjugate to a finite subgroup of $\mathrm{GL}_{2}(\mathbb{Z})$, see [84].

Let $\Lambda$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v) \in \mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for all $A \in \operatorname{Aut} F$, and put

$$
\begin{equation*}
m=d(\Lambda) \tag{2.0.9}
\end{equation*}
$$

where $d(\Lambda)$ denotes the determinant of $\Lambda$. Note that $m=1$ when Aut $F$ is equal to either $\mathbf{C}_{1}$ or $\mathbf{C}_{2}$. Observe that since $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ contain only diagonal matrices, their conjugacy classes over $\mathrm{GL}_{2}(\mathbb{Q})$ consist only of themselves.

When Aut $F$ is conjugate to $\mathbf{D}_{3}$ it has three subgroups $G_{1}, G_{2}$ and $G_{3}$ of order 2 with generators $A_{1}, A_{2}, A_{3}$, and one, $G_{4}$ say, of order 3 with generator $A_{4}$. Let $\Lambda_{i}=\Lambda\left(A_{i}\right)$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v) \in \mathbb{Z}^{2}$ for which $A_{i}\binom{u}{v}$ is in $\mathbb{Z}^{2}$ and put

$$
\begin{equation*}
m_{i}=d\left(\Lambda_{i}\right) \tag{2.0.10}
\end{equation*}
$$

for $i=1,2,3,4$. We remark that $m_{4}$ is well defined since, by (2.2.7), $\Lambda_{4}$ does not depend on the choice of generator $A_{4}$.

When Aut $F$ is conjugate to $\mathbf{D}_{4}$ there are three subgroups $G_{1}, G_{2}$, and $G_{3}$ of order 2 of Aut $F /\{ \pm I\}$. Let $\Lambda_{i}$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v) \in \mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for $A$ in a generator of $G_{i}$ and put

$$
\begin{equation*}
m_{i}=d\left(\Lambda_{i}\right) \tag{2.0.11}
\end{equation*}
$$

for $i=1,2,3$.

Finally when Aut $F$ is conjugate to $\mathbf{D}_{6}$ there are three subgroups $G_{1}, G_{2}$, and $G_{3}$ of order 2 and one, $G_{4}$ say, of order 3 in Aut $F /\{ \pm I\}$. Let $A_{i}$ be in a generator of $G_{i}$ for
$i=1,2,3,4$, let $\Lambda_{i}=\Lambda\left(A_{i}\right)$ be the sublattice of $\mathbb{Z}^{2}$ consisting of $(u, v) \in \mathbb{Z}^{2}$ for which $A_{i}\binom{u}{v}$ is in $\mathbb{Z}^{2}$ and put

$$
\begin{equation*}
m_{i}=d\left(\Lambda_{i}\right) \tag{2.0.12}
\end{equation*}
$$

for $i=1,2,3,4$.
Theorem 2.0.2. The positive number $C_{F}$ in the statement of Theorem 2.0.1 is equal to $W_{F} A_{F}$ where $A_{F}$ is given by (2.0.1) and $W_{F}$ is given by the following table:

| $\operatorname{Rep}(F)$ | $W_{F}$ | $\operatorname{Rep}(F)$ | $W_{F}$ |
| :--- | :--- | :--- | :--- |
| $\mathbf{C}_{1}$ | 1 | $\mathbf{D}_{1}$ | $1-\frac{1}{2 m}$ |
| $\mathbf{C}_{2}$ | $\frac{1}{2}$ | $\mathbf{D}_{2}$ | $\frac{1}{2}\left(1-\frac{1}{2 m}\right)$ |
| $\mathbf{C}_{3}$ | $1-\frac{2}{3 m}$ | $\mathbf{D}_{3}$ | $1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m}$ |
| $\mathbf{C}_{4}$ | $\frac{1}{2}\left(1-\frac{1}{2 m}\right)$ | $\mathbf{D}_{4}$ | $\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right)$ |
| $\mathbf{C}_{6}$ | $\frac{1}{2}\left(1-\frac{2}{3 m}\right)$ | $\mathbf{D}_{6}$ | $\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m}\right)$ |

Here $\operatorname{Rep}(F)$ denotes a representative of the equivalence class of Aut $F$ under $\mathrm{GL}_{2}(\mathbb{Q})$ conjugation and $m, m_{1}, m_{2}, m_{3}, m_{4}$ are defined in (2.0.9),(2.0.10), (2.0.11), and (2.0.12).

We remark, see Lemma 2.2.2, that if Aut $F$ is equivalent to $\mathbf{D}_{4}$ then $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}\right)$, the least common multiple of $m_{1}, m_{2}$, and $m_{3}$, and if Aut $F$ is equivalent to $\mathbf{D}_{3}$ or $\mathbf{D}_{6}$ then $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$.

Observe that if $F$ is a binary form with $F(1,0) \neq 0$ and $A=\left(\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right)$ is in Aut $F$ then $A$ acts on the roots of $F$ by sending a root $\alpha$ to $\frac{a_{1} \alpha+a_{2}}{a_{3} \alpha+a_{4}}$. If $A$ fixes a root $\alpha$ then

$$
a_{3} \alpha^{2}+\left(a_{4}-a_{1}\right) \alpha+a_{2}=0 .
$$

If $F$ is an irreducible cubic then $\alpha$ has degree 3 and so

$$
a_{3}=a_{4}-a_{1}=a_{2}=0,
$$

thus

$$
A=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \text { or } A=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right) .
$$

But since $F$ has degree 3 we see that $A=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. Therefore the only element of Aut $F$ which fixes a root of $F$ is the identity matrix $I$.

If $A$ in Aut $F$ does not fix a root it must permute the roots cyclically and thus must have order 3. Further, since any element in Aut $F$ of order 2 would fix a root of $F$, we find that Aut $F$ is $\mathrm{GL}_{2}(\mathbb{Q})$-conjugate to $\mathbf{C}_{3}$, say Aut $F=T \mathbf{C}_{3} T^{-1}$ with $T \in \mathrm{GL}_{2}(\mathbb{Q})$. Forms invariant under $\mathbf{C}_{3}$ are of the form

$$
G(x, y)=a x^{3}+b x^{2} y+(b-3 a) x y^{2}-a y^{3}
$$

with $a$ and $b$ integers; see (74) of [98]. Notice that

$$
\Delta(G)=\left(b^{2}-3 a b+9 a^{2}\right)^{2}
$$

Then $F=G_{T}$ for some $G$ invariant under $\mathbf{C}_{3}$ and so

$$
\Delta(F)=(\operatorname{det} T)^{6} \Delta(G)
$$

We conclude that if $F$ is an irreducible cubic form with discriminant not a square then Aut $F$ is $\mathbf{C}_{1}$ and so $W_{F}=1$ and Hooley's result (2.0.2) follows from Theorems 2.0.1 and 2.0.2. When Aut $F$ is equivalent to $\mathbf{C}_{3}$ then $W_{F}=1-\frac{2}{3 m}$ where $m$ is the determinant of the lattice consisting of $(u, v) \in \mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for all $A \in$ Aut $F$. By Lemma 2.2.2 it suffices to consider the lattice consisting of $(u, v) \in \mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$ for a generator $A$ of Aut $F$. Hooley has shown in [70] that the determinant of the lattice is $m$ and so (2.0.4) follows from Theorems 2.0.1 and 2.0.2.

Now if $F(x, y)=a x^{4}+b x^{2} y^{2}+c y^{4}$ and the discriminant of $F$ is non-zero then Aut $F$ is equivalent to $\mathbf{D}_{2}$ unless $a / c=A^{4} / C^{4}$ with $A$ and $C$ coprime positive integers. In this
case Aut $F$ is equivalent to $\mathbf{D}_{4}$. In the first instance $m=1$ and $W_{F}=\frac{1}{4}$ and so we recover Hooley's estimate (2.0.5). In the second case $m_{1}=1$ and $m_{2}=m_{3}=m=A C$ and so

$$
W_{F}=\frac{1}{4}\left(1-\frac{1}{2 A C}\right) .
$$

which gives (2.0.6).

If follows from the analysis on page 818 of [98] that when $F$ is a binary cubic form with non-zero discriminant Aut $F$ is equivalent to $\mathbf{C}_{1}, \mathbf{C}_{3}$ or $\mathbf{D}_{3}$ whereas if $F$ is a binary quartic form with non-zero discriminant Aut $F$ is equivalent to $\mathbf{C}_{2}, \mathbf{C}_{4}, \mathbf{D}_{2}$ or $\mathbf{D}_{4}$. In Chapter 3 we will give a set of generators for Aut $F$ in these cases and as a consequence it is possible to determine $W_{F}$ explicitly in terms of the coefficients of $F$.

In the special case that $F$ is a binomial form, so $F(x, y)=a x^{d}+b y^{d}$, it is straightforward to determine Aut $F$; see Lemma 2.2.3. Then, by Theorems 2.0.1 and 2.0.2, we have the following result.

Corollary 2.0.3. Let $a, b$ and $d$ be non-zero integers with $d \geq 3$ and let

$$
F(x, y)=a x^{d}+b y^{d} .
$$

Then (2.0.8) holds with $C_{F}=W_{F} A_{F}$. If $a / b$ is not the $d$-th power of a rational number then

$$
W_{F}= \begin{cases}1 & \text { if } d \text { is odd } \\ \frac{1}{4} & \text { if } d \text { is even }\end{cases}
$$

If $\frac{a}{b}=\left(\frac{A}{B}\right)^{d}$ with $A$ and $B$ coprime integers then

$$
W_{F}= \begin{cases}1-\frac{1}{2|A B|} & \text { if } d \text { is odd } \\ \frac{1}{4}\left(1-\frac{1}{2|A B|}\right) & \text { if } d \text { is even. }\end{cases}
$$

Further if $d$ is odd then

$$
A_{F}=\frac{1}{d|a b|^{1 / d}}\left(\frac{2 \Gamma(1-2 / d) \Gamma(1 / d)}{\Gamma(1-1 / d)}+\frac{\Gamma^{2}(1 / d)}{\Gamma(2 / d)}\right)
$$

while if $d$ is even

$$
A_{F}=\frac{2}{d|a b|^{1 / d}} \frac{\Gamma^{2}(1 / d)}{\Gamma(2 / d)} \quad \text { if } a b>0
$$

and

$$
A_{F}=\frac{4}{d|a b|^{1 / d}} \frac{\Gamma(1 / d) \Gamma(1+2 / d)}{\Gamma(1+3 / d)} \quad \text { if } a b<0
$$

Finally we mention that there are other families of forms where one may readily determine $W_{F}$. For instance let $a, b$ and $k$ be integers with $a \neq 0,2 a \neq \pm b$ and $k \geq 2$ and put

$$
\begin{equation*}
F(x, y)=a x^{2 k}+b x^{k} y^{k}+a y^{2 k} . \tag{2.0.13}
\end{equation*}
$$

The discriminant of $F$ is non-zero since $a \neq 0$ and $2 a \neq \pm b$. Further, $\mathbf{D}_{4}$ is plainly contained in Aut $F$ and there is no larger group which is an automorphism group of a binary form which contains $\mathbf{D}_{4}$. Therefore $\mathbf{D}_{4}$ is Aut $F$. It now follows from Theorem 2.0.2 that $W_{F}=1 / 8$ since $m_{1}=m_{2}=m_{3}=m=1$.

### 2.1 Preliminary lemmas

We shall require a result of Mahler [79] from 1933. For a positive number $Z$ we put

$$
\mathcal{N}_{F}(Z)=\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z\right\}
$$

and

$$
N_{F}(Z)=\left|\mathcal{N}_{F}(Z)\right| .
$$

Lemma 2.1.1. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Then, with $A_{F}$ defined by (2.0.1), we have

$$
N_{F}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F}\left(Z^{\frac{1}{d-1}}\right) .
$$

In fact Mahler proved this result only under the assumption that $F$ is irreducible. However, Lemma 2.1.1 can be deduced as a special case of Theorem 3 in [102].

Lemma 2.1.2. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Let $Z$ be a positive real number and let $\gamma$ be a real number larger than $1 / d$. The number of pairs of integers $(x, y)$ with

$$
\begin{equation*}
0<|F(x, y)| \leq Z \tag{2.1.1}
\end{equation*}
$$

for which

$$
\max \{|x|,|y|\}>Z^{\gamma}
$$

is

$$
O_{F}\left(Z^{\frac{1}{d}} \log Z+Z^{1-(d-2) \gamma}\right)
$$

Proof. We shall follow Heath-Brown's proof of Theorem 8 in [53]. Accordingly put

$$
S(Z ; C)=\left|\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z, C<\max \{|x|,|y|\} \leq 2 C, \operatorname{gcd}(x, y)=1\right\}\right|
$$

and suppose that $C \geq Z^{\gamma}$. Heath-Brown observes that by Roth's theorem $S(Z ; C)=0$ unless $C \ll Z^{2}$. Further,

$$
\begin{equation*}
S(Z ; C) \ll 1+\frac{Z}{C^{d-2}} \tag{2.1.2}
\end{equation*}
$$

Put

$$
S^{(1)}(Z ; C)=\left|\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z, C<\max \{|x|,|y|\}, \operatorname{gcd}(x, y)=1\right\}\right|
$$

Therefore, on replacing $C$ by $2^{j} C$ in (2.1.2) for $j=1,2, \ldots$ and summing we find that

$$
S^{(1)}(Z ; C) \ll \log Z+\frac{Z}{C^{d-2}}
$$

Next put

$$
S^{(2)}(Z ; C)=\mid\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z, C<\max \{|x|,|y|\} \mid .\right.
$$

Then

$$
\begin{aligned}
S^{(2)}(Z ; C) & \ll \sum_{h \leq Z^{1 / d}} S^{(1)}\left(\frac{Z}{h^{d}}, \frac{C}{h}\right) \\
& \ll \sum_{h \leq Z^{1 / d}}\left(\log Z+\frac{Z}{h^{2} C^{d-2}}\right) \\
& \ll Z^{\frac{1}{d}} \log Z+\frac{Z}{C^{d-2}}
\end{aligned}
$$

and our result follows on taking $C=Z^{\gamma}$.

We note that instead of appealing to Roth's theorem it is possible to treat the large solutions of (2.1.1) by means of the Thue-Siegel principle; see [15] and [98]. As a consequence all constants in the proof are then effective.

We say that an integer $h$ is essentially represented by $F$ if whenever $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ are in $\mathbb{Z}^{2}$ and

$$
F\left(x_{1}, y_{1}\right)=F\left(x_{2}, y_{2}\right)=h
$$

then there exists $A$ in Aut $F$ such that

$$
A\binom{x_{1}}{y_{1}}=\binom{x_{2}}{y_{2}}
$$

Observe that if there is only one integer pair $\left(x_{1}, y_{1}\right)$ for which $F\left(x_{1}, y_{1}\right)=h$ then $h$ is essentially represented since $I$ is in Aut $F$.

Put
$\mathcal{N}_{F}^{(1)}(Z)=\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z\right.$ and $F(x, y)$ is essentially represented by $\left.F\right\}$
and
$\mathcal{N}_{F}^{(2)}(Z)=\left\{(x, y) \in \mathbb{Z}^{2}: 0<|F(x, y)| \leq Z\right.$ and $F(x, y)$ is not essentially represented by $\left.F\right\}$. Let $N_{F}^{(i)}(Z)=\left|\mathcal{N}_{F}^{(i)}(Z)\right|$ for $i=1,2$.

Let $X$ be a smooth surface in $\mathbb{P}^{3}$ of degree $d$ defined over $\mathbb{Q}$, and for a positive number $B$ let $N_{1}(X ; B)$ denote the number of integer points on $X$ with height at most $B$ which do not lie on any lines contained in $X$. Colliot-Thélène proved in the appendix of [53] that if $X$ is a smooth projective surface of degree $d \geq 3$ then there are at most $O_{d}(1)$ curves of degree at most $d-2$ contained in $X$. This, combined with Salberger's work in [93] and [94], implies that for any $\varepsilon>0$, we have

$$
\begin{equation*}
N_{1}(X ; B)=O_{\varepsilon}\left(B^{\frac{12}{7}+\varepsilon}\right) \text { if } d=3 \tag{2.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{1}(X ; B)=O_{d, \varepsilon}\left(B^{\frac{3}{\sqrt{d}}+\varepsilon}+B^{1+\varepsilon}\right) \text { if } d \geq 4 \tag{2.1.4}
\end{equation*}
$$

We shall use (2.1.3) and (2.1.4) to prove the following result.

Lemma 2.1.3. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Then, for each $\varepsilon>0$,

$$
N_{F}^{(2)}(Z)=O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right),
$$

where $\beta_{d}$ is given by (2.0.7).
Proof. Put

$$
\eta_{d}= \begin{cases}\frac{7}{19} & \text { if } d=3 \\ \frac{\sqrt{d}}{d \sqrt{d}-2 \sqrt{d}+3} & \text { if } 4 \leq d \leq 8 \\ \frac{1}{d-1} & \text { if } d \geq 9\end{cases}
$$

We will give an upper bound for $N_{F}^{(2)}(Z)$ by following the approach of Heath-Brown in his proof of Theorem 8 of [53]. We first split $\mathcal{N}_{F}^{(2)}(Z)$ into two sets:

1. Those points $(x, y) \in \mathcal{N}_{F}^{(2)}(Z)$ which satisfy $\max \{|x|,|y|\} \leq Z^{\eta_{d}}$, and
2. Those points $(x, y) \in \mathcal{N}_{F}^{(2)}(Z)$ which satisfy $\max \{|x|,|y|\}>Z^{\eta_{d}}$.

We will use (2.1.3) and (2.1.4) to treat the points in category (1). Let us put

$$
\mathcal{G}(\mathbf{x})=F\left(x_{1}, x_{2}\right)-F\left(x_{3}, x_{4}\right) .
$$

We shall denote by $X$ the surface defined by $\mathcal{G}(\mathbf{x})=0$. Notice that $X$ is smooth since $\Delta(F) \neq 0$.

Let $N_{2}(X ; B)$ be the number of integer points $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ in $\mathbb{R}^{4}$ with $\max _{1 \leq i \leq 4}\left|x_{i}\right| \leq B$ for which $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$, viewed as a point in $\mathbb{P}^{3}$, is on $X$ but does not lie on a line in $X$; here we do not require $\operatorname{gcd}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=1$. Then

$$
N_{2}(X ; B) \leq \sum_{t=1}^{B} N_{1}\left(X ; \frac{B}{t}\right)
$$

and so, by (2.1.3) and (2.1.4),

$$
N_{2}(X ; B)=O_{\varepsilon}\left(B^{\frac{12}{7}+\varepsilon}\right) \quad \text { if } d=3
$$

and

$$
N_{2}(X ; B)=O_{d, \varepsilon}\left(B^{\frac{3}{\sqrt{d}}+\varepsilon}+B^{1+\varepsilon}\right) \quad \text { if } d \geq 4
$$

Therefore

$$
\begin{equation*}
N_{2}\left(X ; Z^{\eta_{d}}\right)=O_{d, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) . \tag{2.1.5}
\end{equation*}
$$

It remains to deal with integer points on $X$ which lie on some line contained in $X$. Lines in $\mathbb{P}^{3}$ may be classified into two types. They are given by the pairs

$$
u_{1} x_{1}+u_{2} x_{2}+u_{3} x_{3}+u_{4} x_{4}=0, v_{3} x_{3}+v_{4} x_{4}=0
$$

and by

$$
x_{1}=u_{1} x_{3}+u_{2} x_{4}, x_{2}=u_{3} x_{3}+u_{4} x_{4} .
$$

Suppose $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ lies on the first type of line. Then one of $v_{3}, v_{4}$ is non-zero, and we may assume without loss of generality that $v_{3} \neq 0$. We thus have

$$
x_{3}=\frac{-v_{4}}{v_{3}} x_{4} .
$$

Substituting this back into the first equation yields

$$
u_{1} x_{1}+u_{2} x_{2}=-u_{3} \frac{-v_{4}}{v_{3}} x_{4}-u_{4} x_{4}=\frac{u_{3} v_{4}-v_{3} u_{4}}{v_{3}} x_{4} .
$$

Substituting this back into $F\left(x_{1}, x_{2}\right)=F\left(x_{3}, x_{4}\right)$ and assuming that $u_{3} v_{4}-v_{3} u_{4} \neq 0$, we see that

$$
\begin{aligned}
F\left(x_{1}, x_{2}\right) & =F\left(\frac{-v_{4}}{v_{3}} x_{4}, x_{4}\right)=x_{4}^{d} F\left(-v_{4} / v_{3}, 1\right) \\
& =F\left(\frac{-v_{4}}{v_{3}}, 1\right)\left(\frac{v_{3} u_{1}}{u_{3} v_{4}-v_{3} u_{4}} x_{1}+\frac{u_{2} v_{3}}{u_{3} v_{4}-u_{4} v_{3}} x_{2}\right)^{d} .
\end{aligned}
$$

If $F\left(-v_{4} / v_{3}, 1\right) \neq 0$, then we see that $F$ is a perfect $d$-th power, which is not possible since $\Delta(F) \neq 0$. Therefore we must have $F\left(x_{1}, x_{2}\right)=F\left(x_{3}, x_{4}\right)=0$. Now suppose that $u_{3} v_{4}=v_{3} u_{4}$. We see that $u_{1}, u_{2}$ cannot both be zero. Assume without loss of generality that $u_{1} \neq 0$. Then

$$
F\left(x_{1}, x_{2}\right)=x_{2}^{d} F\left(-u_{2} / u_{1}, 1\right),
$$

which is not possible since $\Delta(F) \neq 0$. Therefore we must have $F\left(-u_{2} / u_{1}, 1\right)=0$, so once again $F\left(x_{1}, x_{2}\right)=F\left(x_{3}, x_{4}\right)=0$.

Now suppose that $X$ contains a line of the second type. Suppose that $u_{1} u_{4}=u_{2} u_{3}$. Since at least one of $u_{1}, u_{2}$ and one of $u_{3}, u_{4}$ is non-zero, we may assume that $u_{1}$ and $u_{3}$ are non-zero. Then we have

$$
u_{3} x_{1}=u_{1} u_{3} x_{3}+u_{2} u_{3} x_{4}=u_{1}\left(u_{3} x_{3}+u_{4} x_{4}\right)
$$

hence

$$
x_{1}=u_{3} x_{3}+u_{4} x_{4}=x_{2} .
$$

Thus, $F\left(x_{1}, x_{2}\right)=F\left(x_{3}, x_{4}\right)$ implies that

$$
F\left(x_{3}, x_{4}\right)=x_{1}^{d} F(1,1)=\left(u_{3} x_{3}+u_{4} x_{4}\right)^{d} F(1,1)
$$

As before we must have $F\left(x_{1}, x_{2}\right)=F\left(x_{3}, x_{4}\right)=0$.

The last case is a line of the second type and for which $u_{1} u_{4} \neq u_{2} u_{3}$. Such a line yields the equation

$$
F\left(x_{3}, x_{4}\right)=F\left(u_{1} x_{3}+u_{2} x_{4}, u_{3} x_{3}+u_{4} x_{4}\right) .
$$

If $\left(x_{1}, x_{2}\right)$ and $\left(x_{3}, x_{4}\right)$ are in $\mathcal{N}_{F}^{(2)}(Z)$, then it follows that at least one of $u_{1}, u_{2}, u_{3}$ and $u_{4}$ is not rational. Therefore, $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ must lie on a line which is not defined over $\mathbb{Q}$ and hence has at most one primitive integer point on it. Thus there are at most $O\left(Z^{\eta_{d}}\right)$ integer points whose coordinates have absolute value at most $Z^{\eta_{d}}$ which lie on it. Since $X$ is smooth it follows from a theorem of Colliot-Thélène [53], or from [17], that there are at most $O_{d}(1)$ lines on $X$ and so at most $O_{d}\left(Z^{\eta_{d}}\right)$ integer points whose coordinates have absolute value at most $Z^{\eta_{d}}$ on lines on $X$ which are not defined over $\mathbb{Q}$. This, together with (2.1.5), shows that the number of points in category (1) is at most

$$
O_{d, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

By Lemma 2.1.2 with $\gamma=\eta_{d}$ the number of points in category (2) is at most $O\left(Z^{\beta_{d}}\right)$ and the result now follows.

In [53] Heath-Brown proved that for each $\varepsilon>0$ the number of integers $h$ of absolute value at most $Z$ which are not essentially represented by $F$ is

$$
\begin{equation*}
O_{F, \varepsilon}\left(Z^{\frac{12 d+16}{9 d^{2}-6 d+16}+\varepsilon}\right), \tag{2.1.6}
\end{equation*}
$$

whenever $F$ is a binary form with integer coefficients and non-zero discriminant. This follows from the remark on page 559 of [53] on noting that the numerator of the exponent should be $12 d+16$ instead of $12 d$. It follows from (2.1.6) that Lemma 2.1 .3 holds, and indeed Theorem 2.0.1 holds, with $\beta_{d}$ replaced by the larger quantity given by the exponent of $Z$ in (2.1.6). To see this we denote, for any positive integer $h$, the number of prime factors of $h$ by $\omega(h)$ and the number of positive integers which divide $h$ by $\tau(h)$. By Bombieri and Schmidt [15] when $F$ is irreducible and by Stewart [98] when $F$ has non-zero discriminant, if $h$ is a non-zero integer the Thue equation

$$
\begin{equation*}
F(x, y)=h, \tag{2.1.7}
\end{equation*}
$$

has at most $2800 d^{1+\omega(h)}$ solutions in coprime integers $x$ and $y$. Therefore the number of solutions of (2.1.7) in integers $x$ and $y$ is at most

$$
\begin{equation*}
2800 \tau(h) d^{1+\omega(h)} . \tag{2.1.8}
\end{equation*}
$$

Our claim now follows from (2.1.6), (2.1.8) and Theorem 317 of [49].
Lemma 2.1.4. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. Then with $A_{F}$ defined as in (2.0.1),

$$
N_{F}^{(1)}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

where $\beta_{d}$ is given by (2.0.7).
Proof. This is an immediate consequence of Lemmas 2.1.1 and 2.1.3 since $1 /(d-1)$ is less than or equal to $\beta_{d}$.

### 2.2 The automorphism group of $F$ and associated lattices

For any element $A$ in $\operatorname{GL}_{2}(\mathbb{Q})$ we denote by $\Lambda(A)$ the lattice of $(u, v)$ in $\mathbb{Z}^{2}$ for which $A\binom{u}{v}$ is in $\mathbb{Z}^{2}$.

Lemma 2.2.1. Let $F$ be a binary form with integer coefficients and non-zero discriminant. Let $A$ be in Aut $F$. Then there exists a unique positive integer a and coprime integers $a_{1}, a_{2}, a_{3}, a_{4}$ such that

$$
A=\frac{1}{a}\left(\begin{array}{ll}
a_{1} & a_{2}  \tag{2.2.1}\\
a_{3} & a_{4}
\end{array}\right),
$$

and

$$
\begin{equation*}
a=d(\Lambda(A)) . \tag{2.2.2}
\end{equation*}
$$

Proof. If $A=\left(\begin{array}{ll}\alpha_{1} & \alpha_{2} \\ \alpha_{3} & \alpha_{4}\end{array}\right)$ is in $\mathrm{GL}_{2}(\mathbb{Q})$, we write

$$
\alpha_{i}=\frac{a_{i}}{a}
$$

for $i=1,2,3,4$ where $a$ is the least common denominator of the $\alpha_{i}$ 's. This yields the form given in (2.2.1). Then $\Lambda(A)$ is the set of $(u, v)$ in $\mathbb{Z}^{2}$ for which

$$
a_{1} u+a_{2} v \equiv 0 \quad(\bmod a)
$$

and

$$
a_{3} u+a_{4} v \equiv 0 \quad(\bmod a) .
$$

For each prime $p$ let $k$ be the largest power of $p$ which divides $a$. We define the lattice $\Lambda^{(p)}(A)$ to be the set of $(u, v)$ in $\mathbb{Z}^{2}$ for which

$$
\begin{equation*}
a_{1} u+a_{2} v \equiv 0 \quad\left(\bmod p^{k}\right) \tag{2.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{3} u+a_{4} v \equiv 0 \quad\left(\bmod p^{k}\right) . \tag{2.2.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Lambda(A)=\bigcap_{p} \Lambda^{(p)}(A) \tag{2.2.5}
\end{equation*}
$$

where the intersection is taken over all primes $p$, or equivalently over primes $p$ which divide $a$.

Since $a_{1}, a_{2}, a_{3}$ and $a_{4}$ are coprime at least one of them is not divisible by $p$. Suppose, without loss of generality, that $p$ does not divide $a_{1}$. Then $a_{1}^{-1}$ exists modulo $p^{k}$. Thus if (2.2.3) holds then

$$
u \equiv-a_{1}^{-1} a_{2} v \quad\left(\bmod p^{k}\right)
$$

and (2.2.4) becomes

$$
\begin{equation*}
\left(a_{1} a_{4}-a_{2} a_{3}\right) v \equiv 0 \quad\left(\bmod p^{k}\right) . \tag{2.2.6}
\end{equation*}
$$

But $A$ is in $\operatorname{Aut} F$ and so $|\operatorname{det}(A)|=1$. Thus

$$
\left|a_{1} a_{4}-a_{2} a_{3}\right|=a^{2}
$$

and (2.2.6) holds regardless of the value of $v$. Therefore the elements of the lattice $\Lambda^{(p)}(A)$ are determined by the congruence relation (2.2.3). It follows that

$$
d\left(\Lambda^{(p)}(A)\right)=p^{k}
$$

and by (2.2.5) and the Chinese Remainder Theorem we obtain (2.2.2).
Lemma 2.2.2. Let $F$ be a binary form with integer coefficients, non-zero discriminant and degree $d \geq 3$. If $A$ is an element of order 3 in Aut $F$ then

$$
\begin{equation*}
\Lambda(A)=\Lambda\left(A^{2}\right) \tag{2.2.7}
\end{equation*}
$$

If Aut $F$ is equivalent to $\mathbf{D}_{3}, \mathbf{D}_{4}$ or $\mathbf{D}_{6}$ then

$$
\begin{equation*}
\Lambda_{i} \cap \Lambda_{j}=\Lambda \text { for } i \neq j \tag{2.2.8}
\end{equation*}
$$

Further $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}\right)$ when Aut $F$ is equivalent to $\mathbf{D}_{4}$ and $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$ when Aut $F$ is equivalent to $\mathbf{D}_{3}$ or $\mathbf{D}_{6}$.

Proof. Let us first prove (2.2.7). Then either $A$ or $-A$ is conjugate in $\mathrm{GL}_{2}(\mathbb{Q})$ to $\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$ or $\left(\begin{array}{cc}-1 & -1 \\ 1 & 0\end{array}\right)$ and since $\Lambda(A)=\Lambda(-A)$ we may assume we are in the former case. Further, then either $A$ or $A^{2}$ is conjugate to $\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$ and we may assume we are in the former case. Let $T$ be an element of $\mathrm{GL}_{2}(\mathbb{Q})$ with

$$
T=\left(\begin{array}{ll}
t_{1} & t_{2}  \tag{2.2.9}\\
t_{3} & t_{4}
\end{array}\right)
$$

where $t_{1}, t_{2}, t_{3}$ and $t_{4}$ are coprime integers for which

$$
A=T^{-1}\left(\begin{array}{cc}
0 & 1  \tag{2.2.10}\\
-1 & -1
\end{array}\right) T
$$

Put $t=t_{1} t_{4}-t_{2} t_{3}$. Then

$$
A=\frac{1}{t}\left(\begin{array}{cc}
t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4} & t_{2}^{2}+t_{4}^{2}+t_{2} t_{4} \\
-t_{1} t_{3}-t_{3}^{2}-t_{1}^{2} & -t_{1} t_{4}-t_{3} t_{4}-t_{1} t_{2}
\end{array}\right)
$$

and

$$
A^{2}=\frac{1}{t}\left(\begin{array}{cc}
-t_{1} t_{2}-t_{3} t_{4}-t_{1} t_{4} & -t_{2}^{2}-t_{4}^{2}-t_{2} t_{4} \\
t_{1}^{2}+t_{3}^{2}+t_{1} t_{3} & t_{1} t_{2}+t_{3} t_{4}+t_{2} t_{3}
\end{array}\right),
$$

hence $\Lambda(A)$ is the set of $(u, v) \in \mathbb{Z}^{2}$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{4}^{2}+t_{2} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1} t_{3}+t_{3}^{2}+t_{1}^{2}\right) u+\left(t_{1} t_{4}+t_{3} t_{4}+t_{1} t_{2}\right) v \equiv 0 \quad(\bmod t) . \tag{2.2.12}
\end{equation*}
$$

Similarly, $\Lambda\left(A^{2}\right)$ is the set of $(u, v) \in \mathbb{Z}^{2}$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{1} t_{4}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{4}^{2}+t_{2} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+t_{3}^{2}+t_{1} t_{3}\right) u+\left(t_{2} t_{3}+t_{3} t_{4}+t_{1} t_{2}\right) v \equiv 0 \quad(\bmod t) . \tag{2.2.14}
\end{equation*}
$$

On noting that $t_{1} t_{4} \equiv t_{2} t_{3}(\bmod t)$ we see that the conditions (2.2.11) and (2.2.12) are the same as (2.2.13) and (2.2.14), hence

$$
\Lambda(A)=\Lambda\left(A^{2}\right)
$$

Suppose that Aut $F$ is equivalent to $\mathbf{D}_{4}$ under conjugation in $\mathrm{GL}_{2}(\mathbb{Q})$. Then there exists an element $T$ in $\mathrm{GL}_{2}(\mathbb{Q})$ given by (2.2.9) with $t_{1}, t_{2}, t_{3}$ and $t_{4}$ coprime integers for which Aut $F=T^{-1} \mathbf{D}_{4} T$. Put $t=t_{1} t_{4}-t_{2} t_{3}$ and note that $t \neq 0$. The lattices $\Lambda_{1}, \Lambda_{2}$ and $\Lambda_{3}$ may be taken to be the lattices of $(u, v)$ in $\mathbb{Z}^{2}$ for which

$$
T^{-1} A_{i} T\binom{u}{v} \in \mathbb{Z}^{2}
$$

where

$$
A_{1}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), A_{2}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), A_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Thus $\Lambda_{1}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+t_{3}^{2}\right) u+\left(t_{1} t_{2}+t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.16}
\end{equation*}
$$

$\Lambda_{2}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}-t_{3} t_{4}\right) u+\left(t_{2}^{2}-t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}-t_{3}^{2}\right) u+\left(t_{1} t_{2}-t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.18}
\end{equation*}
$$

and $\Lambda_{3}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
2 t_{2} t_{3} u+2 t_{2} t_{4} v \equiv 0 \quad(\bmod t) \tag{2.2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
2 t_{1} t_{3} u+2 t_{2} t_{3} v \equiv 0 \quad(\bmod t), \tag{2.2.20}
\end{equation*}
$$

where in (2.2.19) and (2.2.20) we have used the observation that

$$
t_{1} t_{4} \equiv t_{2} t_{3} \quad(\bmod t)
$$

For each prime $p$ dividing $t$ we put $h=\operatorname{ord}_{p} t$. Define $\Lambda_{i}^{(p)}$ for $i=1,2,3$ to be the lattice of $(u, v)$ in $\mathbb{Z}^{2}$ for which the congruences (2.2.15) and (2.2.16), (2.2.17) and (2.2.18), and (2.2.19) and (2.2.20) respectively hold with $t$ replaced by $p^{h}$ and define $\Lambda^{(p)}$ to be the lattice for which all of the congruences hold. We shall prove that for some reordering $(i, j, k)$ of $(1,2,3)$ we have

$$
\begin{equation*}
\Lambda_{i}^{(p)} \supset \Lambda_{j}^{(p)}=\Lambda_{k}^{(p)} . \tag{2.2.21}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}=\Lambda_{1}^{(p)} \cap \Lambda_{2}^{(p)} \cap \Lambda_{3}^{(p)}=\Lambda^{(p)} \tag{2.2.22}
\end{equation*}
$$

for any pair $\{r, s\}$ from $\{1,2,3\}$. But since

$$
\begin{equation*}
\bigcap_{p}\left(\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}\right)=\Lambda_{r} \cap \Lambda_{s} \text { and } \bigcap_{p} \Lambda^{(p)}=\Lambda, \tag{2.2.23}
\end{equation*}
$$

we see that (2.2.8) holds. Further

$$
\max \left\{d\left(\Lambda_{1}^{(p)}\right), d\left(\Lambda_{2}^{(p)}\right), d\left(\Lambda_{3}^{(p)}\right)\right\}=d\left(\Lambda^{(p)}\right)
$$

and so $d(\Lambda)$ is the least common multiple of $d\left(\Lambda_{1}\right), d\left(\Lambda_{2}\right)$ and $d\left(\Lambda_{3}\right)$.

It remains to prove (2.2.21). Put

$$
\begin{aligned}
g_{1} & =\operatorname{gcd}\left(t_{1} t_{2}+t_{3} t_{4}, t_{1}^{2}+t_{3}^{2}, t_{2}^{2}+t_{4}^{2}, t\right), \\
g_{2} & =\operatorname{gcd}\left(t_{1} t_{2}-t_{3} t_{4}, t_{1}^{2}-t_{3}^{2}, t_{2}^{2}-t_{4}^{2}, t\right)
\end{aligned}
$$

and

$$
g_{3}=\operatorname{gcd}\left(2 t_{2} t_{3}, 2 t_{2} t_{4}, 2 t_{1} t_{3}, t\right)
$$

We shall show that $\operatorname{gcd}\left(g_{1}, g_{2}\right)$ is 1 or 2 and that

$$
\begin{equation*}
\operatorname{gcd}\left(g_{1}, g_{2}\right)=\operatorname{gcd}\left(g_{1}, g_{3}\right)=\operatorname{gcd}\left(g_{2}, g_{3}\right) . \tag{2.2.24}
\end{equation*}
$$

Notice that if $p$ divides $g_{1}$ then $t_{1}^{2} \equiv-t_{3}^{2}(\bmod p)$ and $t_{2}^{2} \equiv-t_{4}^{2}(\bmod p)$ while if $p$ divides $g_{2}$ then $t_{1}^{2} \equiv t_{3}^{2}(\bmod p)$ and $t_{2}^{2} \equiv t_{4}^{2}(\bmod p)$ and if $p$ divides $g_{3}$ then $p$ divides $2 t_{2} t_{3}, 2 t_{2} t_{4}$ and $2 t_{1} t_{3}$. Thus if $p$ divides $\operatorname{gcd}\left(g_{1}, g_{2}\right)$ then $p$ divides $2 t_{1}^{2}, 2 t_{2}^{2}, 2 t_{3}^{2}$ and $2 t_{4}^{2}$; whence $p=2$ since $\operatorname{gcd}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=1$. Next suppose that $p$ divides $\operatorname{gcd}\left(g_{1}, g_{3}\right)$. Then $p$ divides $2 t_{2} t_{4}$ and $t_{2}^{2} \equiv-t_{4}^{2}(\bmod p)$ and $p$ divides $2 t_{1} t_{3}$ and $t_{1}^{2} \equiv-t_{3}^{2}(\bmod p)$. Since $\operatorname{gcd}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=1$ we find that $p=2$. Finally if $p$ divides $\operatorname{gcd}\left(g_{2}, g_{3}\right)$ then, as in the previous case, $p=2$. Observe that

$$
\begin{equation*}
0=\operatorname{ord}_{2} g_{1}=\operatorname{ord}_{2} g_{2} \leq \operatorname{ord}_{2} g_{3} \tag{2.2.25}
\end{equation*}
$$

unless $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent to $(1,0,1,0),(0,1,0,1)$ or $(1,1,1,1)$ modulo 2 and in these cases

$$
\begin{equation*}
1=\operatorname{ord}_{2} g_{1}=\operatorname{ord}_{2} g_{3} \leq \operatorname{ord}_{2} g_{2} \tag{2.2.26}
\end{equation*}
$$

Thus (2.2.24) follows from (2.2.25) and (2.2.26).

For each prime $p$ put $h_{i}=\operatorname{ord}_{p} g_{i}$ for $i=1,2,3$. Then, by (2.2.24), for some rearrangement $(i, j, k)$ of $(1,2,3)$ we have

$$
h_{i} \geq h_{j}=h_{k}
$$

As in the proof of Lemma 2.2.1, $\Lambda_{i}^{(p)}$ is defined by a single congruence modulo $p^{h-h_{i}}$ for $i=1,2,3$. We check that $t$ divides the determinant of any matrix whose rows are taken from the rows determined by the coefficients of the congruence relations (2.2.15), (2.2.16), (2.2.17), (2.2.18), (2.2.19), and (2.2.20). Furthermore $2 t$ divides the determinant of such a matrix if $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent to $(1,0,1,0),(0,1,0,1)$ or $(1,1,1,1)$ modulo 2 . Since $h_{j}=h_{k}$ we see that the congruences modulo $p^{h-h_{j}}$ define identical lattices $\Lambda_{j}^{(p)}$ and $\Lambda_{k}^{(p)}$. Further, since $h_{i} \geq h_{j}, \Lambda_{j}^{(p)}$ is a sublattice of $\Lambda_{i}^{(p)}$ and (2.2.8) follows when Aut $F$ is equivalent to $\mathbf{D}_{4}$.

Suppose now that Aut $F$ is equivalent to $\mathbf{D}_{3}$ under conjugation in $\mathrm{GL}_{2}(\mathbb{Q})$. There exists an element $T$ in $\mathrm{GL}_{2}(\mathbb{Q})$, as in (2.2.9), with $t_{1}, t_{2}, t_{3}$ and $t_{4}$ coprime integers for which

$$
\text { Aut } F=T^{-1} \mathbf{D}_{3} T
$$

Define $t=t_{1} t_{4}-t_{2} t_{3}$. The lattices $\Lambda_{1}, \Lambda_{2}, \Lambda_{3}$ and $\Lambda_{4}$ may be taken to be the lattices of integer pairs $(u, v)$ for which

$$
T^{-1} A_{i} T\binom{u}{v} \in \mathbb{Z}^{2}
$$

where

$$
A_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), A_{2}=\left(\begin{array}{cc}
1 & 0 \\
-1 & -1
\end{array}\right), A_{3}=\left(\begin{array}{cc}
-1 & -1 \\
0 & 1
\end{array}\right) \text { and } A_{4}=\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right)
$$

Thus $\Lambda_{1}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}-t_{3} t_{4}\right) u+\left(t_{2}^{2}-t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}-t_{3}^{2}\right) u+\left(t_{1} t_{2}-t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.28}
\end{equation*}
$$

$\Lambda_{2}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{2} t_{3}+t_{1} t_{4}\right) u+\left(t_{2}^{2}+2 t_{2} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+2 t_{1} t_{3}\right) u+\left(t_{1} t_{2}+t_{2} t_{3}+t_{1} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.30}
\end{equation*}
$$

$\Lambda_{3}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{4}+t_{2} t_{3}+t_{3} t_{4}\right) u+\left(2 t_{2} t_{4}+t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(2 t_{1} t_{3}+t_{3}^{2}\right) u+\left(t_{1} t_{4}+t_{2} t_{3}+t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) . \tag{2.2.32}
\end{equation*}
$$

$\Lambda_{4}$ consists of integer pairs $(u, v)$ for which

$$
\begin{equation*}
\left(t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4}\right) u+\left(t_{2}^{2}+t_{2} t_{4}+t_{4}^{2}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(t_{1}^{2}+t_{1} t_{3}+t_{3}^{2}\right) u+\left(t_{1} t_{2}+t_{1} t_{4}+t_{3} t_{4}\right) v \equiv 0 \quad(\bmod t) \tag{2.2.34}
\end{equation*}
$$

For each prime $p$ dividing $t$ we put $h=\operatorname{ord}_{p} t$. Define $\Lambda_{i}^{(p)}$ for $i=1,2,3,4$ to be the lattice of $(u, v)$ in $\mathbb{Z}^{2}$ for which the congruences (2.2.27) and (2.2.28), (2.2.29) and (2.2.30), (2.2.31) and (2.2.32), and (2.2.33) and (2.2.34) respectively hold with $t$ replaced with $p^{h}$
and define $\Lambda^{(p)}$ to be the lattice for which all the congruences hold. We shall prove that for some reordering $(i, j, k, l)$ of $(1,2,3,4)$ we have

$$
\begin{equation*}
\Lambda_{i}^{(p)} \supset \Lambda_{j}^{(p)}=\Lambda_{k}^{(p)}=\Lambda_{l}^{(p)} . \tag{2.2.35}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}=\Lambda_{1}^{(p)} \cap \Lambda_{2}^{(p)} \cap \Lambda_{3}^{(p)} \cap \Lambda_{4}^{(p)}=\Lambda^{(p)} \tag{2.2.36}
\end{equation*}
$$

for any pair $\{r, s\}$ from $\{1,2,3,4\}$. But since

$$
\begin{equation*}
\bigcap_{p}\left(\Lambda_{r}^{(p)} \cap \Lambda_{s}^{(p)}\right)=\Lambda_{r} \cap \Lambda_{s} \text { and } \bigcap_{p} \Lambda^{(p)}=\Lambda \tag{2.2.37}
\end{equation*}
$$

we conclude that (2.2.8) holds. Further

$$
\max \left\{d\left(\Lambda_{1}^{(p)}\right), d\left(\Lambda_{2}^{(p)}\right), d\left(\Lambda_{3}^{(p)}\right), d\left(\Lambda_{4}^{(p)}\right)\right\}=d\left(\Lambda^{(p)}\right)
$$

and so $d(\Lambda)$ is the least common multiple of $d\left(\Lambda_{1}\right), d\left(\Lambda_{2}\right), d\left(\Lambda_{3}\right)$ and $d\left(\Lambda_{4}\right)$.

It remains to prove (2.2.35). Put

$$
\begin{gathered}
g_{1}=\operatorname{gcd}\left(t_{1} t_{2}-t_{3} t_{4}, t_{1}^{2}-t_{3}^{2}, t_{2}^{2}-t_{4}^{2}, t\right) \\
g_{2}=\operatorname{gcd}\left(t_{1} t_{2}+t_{2} t_{3}+t_{1} t_{4}, t_{1}^{2}+2 t_{1} t_{3}, t_{2}^{2}+2 t_{2} t_{4}, t\right), \\
g_{3}=\operatorname{gcd}\left(t_{1} t_{4}+t_{2} t_{3}+t_{3} t_{4}, 2 t_{1} t_{3}+t_{3}^{2}, 2 t_{2} t_{4}+t_{4}^{2}, t\right)
\end{gathered}
$$

and

$$
g_{4}=\operatorname{gcd}\left(t_{1} t_{2}+t_{2} t_{3}+t_{3} t_{4}, t_{1}^{2}+t_{1} t_{3}+t_{3}^{2}, t_{2}^{2}+t_{2} t_{4}+t_{4}^{2}, t\right)
$$

Suppose that $p$ is a prime which divides $\operatorname{gcd}\left(g_{1}, g_{2}\right)$. If $p$ divides $t_{1}$ then since $p$ divides $t_{1}^{2}-t_{3}^{2}$ we see that $p$ divides $t_{3}$. Similarly if $p$ divides $t_{2}$ then since $p$ divides $t_{2}^{2}-t_{4}^{2}$ we see that $p$ divides $t_{4}$. Since $t_{1}, t_{2}, t_{3}$ and $t_{4}$ are coprime either $p$ does not divide $t_{1}$ or $p$ does not divide $t_{2}$. In the former case since $p$ divides $t_{1}^{2}+2 t_{1} t_{3}$ we find that $p$ divides $t_{1}+2 t_{3}$. Thus $t_{1}^{2} \equiv 4 t_{3}^{2}(\bmod p)$ and since $t_{1}^{2} \equiv t_{3}^{2}(\bmod p)$ we conclude that $p=3$. In the latter case since $p$ divides $t_{2}^{2}+2 t_{2} t_{4}$ we again find that $p=3$. In a similar fashion we prove that if $p$ is a prime which divides $\operatorname{gcd}\left(g_{i}, g_{j}\right)$ for any pair $\{i, j\}$ from $\{1,2,3,4\}$ then $p=3$.

Denote by $E$ the set consisting of the 4 -tuples $(1,1,1,1),(-1,-1,-1,-1),(1,-1,1,-1)$, $(-1,1,-1,1),(1,0,1,0),(-1,0,-1,0),(0,1,0,1)$ and $(0,-1,0,-1)$. One may check that
if $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is not congruent modulo 3 to an element of $E$ then for some reordering $(i, j, k, l)$ of $(1,2,3,4)$ we have

$$
\begin{equation*}
0=\operatorname{ord}_{3} g_{i}=\operatorname{ord}_{3} g_{j}=\operatorname{ord}_{3} g_{k} \leq \operatorname{ord}_{3} g_{l} . \tag{2.2.38}
\end{equation*}
$$

If $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent modulo 3 to an element of $E$ then there is some reordering $(i, j, k, l)$ of $(1,2,3,4)$ such that

$$
\begin{equation*}
1=\operatorname{ord}_{3} g_{i}=\operatorname{ord}_{3} g_{j}=\operatorname{ord}_{3} g_{k} \leq \operatorname{ord}_{3} g_{l} . \tag{2.2.39}
\end{equation*}
$$

To see this we make use of the fact that

$$
\begin{gather*}
\operatorname{ord}_{3} g_{1} \leq \operatorname{ord}_{3}\left(t_{1}^{2}-t_{3}^{2}\right), \quad \operatorname{ord}_{3} g_{2} \leq \operatorname{ord}_{3}\left(t_{1}^{2}+2 t_{1} t_{3}\right)  \tag{2.2.40}\\
\operatorname{ord}_{3} g_{3} \leq \operatorname{ord}_{3}\left(2 t_{1} t_{3}+t_{3}^{2}\right) \text { and } \operatorname{ord}_{3} g_{4} \leq \operatorname{ord}_{3}\left(t_{1}^{2}+t_{1} t_{3}+t_{3}^{2}\right),
\end{gather*}
$$

to deal with the first six cases. To handle the remaining two cases, so when $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent modulo 3 to $(0,1,0,1)$ or $(0,-1,0,-1)$, we appeal to (2.2.40) but with $t_{1}$ and $t_{3}$ replaced by $t_{2}$ and $t_{4}$ respectively.

It now follows from (2.2.38) and (2.2.39) that $\operatorname{gcd}\left(g_{1}, g_{2}\right)$ is 1 or 3 and

$$
\begin{equation*}
\operatorname{gcd}\left(g_{1}, g_{2}\right)=\operatorname{gcd}\left(g_{1}, g_{3}\right)=\operatorname{gcd}\left(g_{1}, g_{4}\right)=\operatorname{gcd}\left(g_{2}, g_{3}\right)=\operatorname{gcd}\left(g_{2}, g_{4}\right)=\operatorname{gcd}\left(g_{3}, g_{4}\right) \tag{2.2.41}
\end{equation*}
$$

For each prime $p$ put $h_{i}=\operatorname{ord}_{p} g_{i}$ for $i=1,2,3,4$. Then, by (2.2.41) for some reordering $(i, j, k, l)$ of $(1,2,3,4)$ we have

$$
h_{i} \geq h_{j}=h_{k}=h_{l} .
$$

As in the proof of Lemma 2.2.1, $\Lambda_{i}^{(p)}$ is defined by a single congruence relation modulo $p^{h-h_{i}}$ and $\Lambda_{j}^{(p)}, \Lambda_{k}^{(p)}$ and $\Lambda_{l}^{(p)}$ are defined by single congruences modulo $p^{h-h_{j}}$. We check that $t$ divides the determinant of any matrix whose rows are taken from the rows determined by the coefficients of the congruence relations (2.2.27), (2.2.28), (2.2.29), (2.2.30), (2.2.31), (2.2.32), (2.2.33), and (2.2.34) and that $3 t$ divides the determinant of such a matrix if $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ is congruent to an element of $E$. Then since $h_{j}=h_{k}=h_{l}$ we see that the congruences modulo $p^{h-h_{j}}$ define identical lattices so

$$
\Lambda_{j}^{(p)}=\Lambda_{k}^{(p)}=\Lambda_{l}^{(p)} .
$$

Further, since $h_{i} \geq h_{j}, \Lambda_{j}^{(p)}$ is a sublattice of $\Lambda_{i}^{(p)}$ and thus (2.2.35) holds and (2.2.8) follows when Aut $F$ is equivalent to $\mathbf{D}_{3}$.

Finally we remark that (2.2.8) holds when Aut $F$ is equivalent to $\mathbf{D}_{6}$ by the same analysis we used when Aut $F$ is equivalent to $\mathbf{D}_{3}$.

Lemma 2.2.3. Let $a$ and $b$ be non-zero integers and let $d$ be an integer with $d \geq 3$. Put

$$
F(x, y)=a x^{d}+b y^{d} .
$$

If $a / b$ is not the $d$-th power of a rational number then when $d$ is odd

$$
\text { Aut } F=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right\}
$$

and when $d$ is even

$$
\text { Aut } F=\left\{\left(\begin{array}{cc} 
\pm 1 & 0 \\
0 & \pm 1
\end{array}\right)\right\} .
$$

If $\frac{a}{b}=\frac{A^{d}}{B^{d}}$ with $A$ and $B$ coprime integers then when $d$ is odd

$$
\text { Aut } F=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & A / B \\
B / A & 0
\end{array}\right)\right\}
$$

and when $d$ is even

$$
\text { Aut } F=\left\{\left(\begin{array}{cc} 
\pm 1 & 0 \\
0 & \pm 1
\end{array}\right),\left(\begin{array}{cc}
0 & \pm A / B \\
\pm B / A & 0
\end{array}\right)\right\}
$$

Proof. Let

$$
U=\left(\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right)
$$

be an element of Aut $F$. Then $u_{1}, u_{2}, u_{3}, u_{4}$ are rational numbers with

$$
\begin{equation*}
u_{1} u_{4}-u_{2} u_{3}= \pm 1 \tag{2.2.42}
\end{equation*}
$$

Since $F\left(u_{1} x+u_{2} y, u_{3} x+u_{4} y\right)=F(x, y)$ we see on comparing coefficients that

$$
\begin{equation*}
a u_{1}^{d}+b u_{2}^{d}=a, a u_{3}^{d}+b u_{4}^{d}=b \tag{2.2.43}
\end{equation*}
$$

and

$$
\begin{equation*}
a u_{1}^{j} u_{2}^{d-j}=b u_{3}^{j} u_{4}^{d-j} \tag{2.2.44}
\end{equation*}
$$

for $j=1, \cdots, d-1$.

Suppose that $u_{1} u_{2} \neq 0$. Then by (2.2.44), we have $u_{3} u_{4} \neq 0$ as well. Therefore we may write

$$
\left(\frac{u_{3}}{u_{1}}\right)\left(\frac{u_{4}}{u_{2}}\right)^{d-1}=\left(\frac{u_{3}}{u_{1}}\right)^{2}\left(\frac{u_{4}}{u_{2}}\right)^{d-2}
$$

which implies that $u_{1} u_{4}-u_{2} u_{3}=0$, contradicting (2.2.42). Therefore, $u_{1} u_{2}=0$ and similarly $u_{3} u_{4}=0$. Further, by (2.2.42), either $u_{1} u_{4}= \pm 1$ and $u_{2}=u_{3}=0$ or $u_{2} u_{3}= \pm 1$ and $u_{1}=u_{4}=0$. In the first case, by (2.2.43), we have $u_{1}^{d}=1$ and $u_{4}^{d}=1$, hence if $d$ is odd we have $u_{1}=u_{4}=1$ while if $d$ is even we have $u_{1}= \pm 1$ and $u_{4}= \pm 1$. In the other case, by (2.2.43), we have $u_{2}^{d}=\frac{a}{b}$ and this is only possible if there exist coprime integers $A$ and $B$ with

$$
\frac{a}{b}=\frac{A^{d}}{B^{d}}
$$

In that case $u_{2}=A / B$ if $d$ is odd and $u_{2}= \pm A / B$ if $d$ is even. Thus, by (2.2.42), $u_{3}=B / A$ if $d$ is odd and $u_{3}= \pm B / A$ if $d$ is even. Our result now follows.

### 2.3 Proof of Theorems 2.0.1 and 2.0.2

If Aut $F$ is conjugate to $\mathbf{C}_{1}$ then every pair $(x, y) \in \mathbb{Z}^{2}$ for which $F(x, y)$ is essentially represented with $0<|F(x, y)| \leq Z$ gives rise to a distinct integer $h$ with $0<|h| \leq Z$. It follows from Lemma 2.1.3 and Lemma 2.1.4 that

$$
R_{F}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

and we see that $W_{F}$ in this case is 1 . In a similar way we see that if Aut $F$ is conjugate to $\mathrm{C}_{2}$ then

$$
R_{F}(Z)=\frac{A_{F}}{2} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

Next let us consider when Aut $F$ is conjugate to $\mathbf{C}_{3}$. Then for $A$ in Aut $F$ with $A \neq I$ we have, by Lemma 2.2.2, $\Lambda(A)=\Lambda\left(A^{2}\right)=\Lambda$. Thus whenever $F(x, y)=h$ with $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ there are two other elements $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ for which $F\left(x_{i}, y_{i}\right)=h$ for $i=1,2$. When $(x, y)$ is in $\mathbb{Z}^{2}$ but not in $\Lambda$ and $F(x, y)$ is essentially represented then $F(x, y)$ has only one representation.

Let $\omega_{1}, \omega_{2}$ be a basis for $\Lambda$ with $\omega_{1}=\left(a_{1}, a_{3}\right)$ and $\omega_{2}=\left(a_{2}, a_{4}\right)$. Put $F_{\Lambda}(x, y)=$ $F\left(a_{1} x+a_{2} y, a_{3} x+a_{4} y\right)$ and notice that

$$
\begin{equation*}
\left|\mathcal{N}_{F}(Z) \cap \Lambda\right|=N_{F_{\Lambda}}(Z) . \tag{2.3.1}
\end{equation*}
$$

By Lemma 2.1.1

$$
\begin{equation*}
N_{F_{\Lambda}}(Z)=A_{F_{\Lambda}} Z^{\frac{2}{d}}+O_{F_{\Lambda}}\left(Z^{1 /(d-1)}\right) \tag{2.3.2}
\end{equation*}
$$

Since the quantity $|\Delta(F)|^{1 / d(d-1)} A_{F}$ is invariant under $\mathrm{GL}_{2}(\mathbb{R})$

$$
\begin{equation*}
|\Delta(F)|^{1 / d(d-1)} A_{F}=\left|\Delta\left(F_{\Lambda}\right)\right|^{1 / d(d-1)} A_{F_{\Lambda}} \tag{2.3.3}
\end{equation*}
$$

and we see that

$$
\begin{equation*}
A_{F_{\Lambda}}=\frac{1}{d(\Lambda)} A_{F}=\frac{A_{F}}{m} . \tag{2.3.4}
\end{equation*}
$$

Therefore by (2.3.1), (2.3.2) and (2.3.4)

$$
\begin{equation*}
\left|\mathcal{N}_{F}(Z) \cap \Lambda\right|=\frac{A_{F}}{m} Z^{\frac{2}{d}}+O_{F}\left(Z^{1 /(d-1)}\right) . \tag{2.3.5}
\end{equation*}
$$

Certainly $\mathcal{N}_{F}^{(2)}(Z) \cap \Lambda$ is contained in $\mathcal{N}_{F}^{(2)}(Z)$ and thus, by (2.3.5) and Lemma 2.1.3,

$$
\begin{equation*}
\left|\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda\right|=\frac{A_{F}}{m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.6}
\end{equation*}
$$

Each pair $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ is associated with two other pairs which represent the same integer. Thus the pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ yield

$$
\begin{equation*}
\frac{A_{F}}{3 m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.7}
\end{equation*}
$$

integers $h$ with $0<|h| \leq Z$. By Lemma 2.1.4 and (2.3.6) the number of pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z)$ which are not in $\Lambda$ is

$$
\begin{equation*}
\left(1-\frac{1}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.8}
\end{equation*}
$$

and each pair gives rise to an integer $h$ with $0<|h| \leq Z$ which is uniquely represented by $F$. It follows from (2.3.7), (2.3.8) and Lemma 2.1.3 that when Aut $F$ is equivalent to $\mathbf{C}_{3}$ we have

$$
R_{F}(Z)=\left(1-\frac{2}{3 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) .
$$

A similar analysis applies in the case when Aut $F$ is equivalent to $\mathbf{D}_{1}, \mathbf{D}_{2}, \mathbf{C}_{4}$ or $\mathbf{C}_{6}$. These groups are cyclic with the exception of $\mathbf{D}_{2}$ but $\mathbf{D}_{2} /\{ \pm I\}$ is cyclic and that is sufficient for our purposes.

We are left with the possibility that Aut $F$ is conjugate to $\mathbf{D}_{3}, \mathbf{D}_{4}$ or $\mathbf{D}_{6}$. We first consider the case when Aut $F$ is equivalent to $\mathbf{D}_{4}$. In this case, recall (2.3.6), we have

$$
\left|\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda\right|=\frac{A_{F}}{m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

and since each $h$ for which $h=F(x, y)$ with $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ is represented by 8 elements of $\mathcal{N}_{F}^{(1)}(Z)$ the pairs $(x, y)$ of $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ yield

$$
\begin{equation*}
\frac{A_{F}}{8 m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.9}
\end{equation*}
$$

terms $h$ in $\mathcal{R}_{F}(Z)$. By Lemma 2.2.2 we have $\Lambda_{i} \cap \Lambda_{j}=\Lambda$ for $1 \leq i<j \leq 3$; whence the terms $(x, y)$ in $\Lambda_{1}, \Lambda_{2}$ or $\Lambda_{3}$ but not in $\Lambda$ for which $(x, y)$ is in $\mathcal{N}_{F}^{(1)}(Z)$ have cardinality

$$
\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}+\frac{1}{m_{3}}-\frac{3}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) .
$$

If $(x, y)$ is in $\Lambda_{1}, \Lambda_{2}$ or $\Lambda_{3}$ but not in $\Lambda$ and $h=F(x, y)$ is essentially represented then $h$ has precisely four representations. Accordingly the terms in

$$
\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda_{i}, 1 \leq i \leq 3
$$

which are not in $\Lambda$ contribute

$$
\begin{equation*}
\frac{1}{4}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}+\frac{1}{m_{3}}-\frac{3}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.10}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. Finally the terms $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z)$ but not in $\Lambda_{i}$ for $i=1,2,3$ have cardinality equal to

$$
\left(1-\frac{1}{m_{1}}-\frac{1}{m_{2}}-\frac{1}{m_{3}}+\frac{2}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) .
$$

Each integer $h$ represented by such a term has 2 representations and therefore these terms $(x, y)$ contribute

$$
\begin{equation*}
\frac{1}{2}\left(1-\frac{1}{m_{1}}-\frac{1}{m_{2}}-\frac{1}{m_{3}}+\frac{2}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.11}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. It now follows from (2.3.9), (2.3.10), (2.3.11) and Lemma 2.1.3 that

$$
R_{F}(Z)=\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

as required.

We now treat the case when Aut $F$ is conjugate to $\mathbf{D}_{3}$. As before the pairs $(x, y)$ of $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda$ yield

$$
\begin{equation*}
\frac{A_{F}}{6 m} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.12}
\end{equation*}
$$

terms in $\mathcal{R}_{F}(Z)$. Since $\Lambda_{i} \cap \Lambda_{j}=\Lambda$ for $1 \leq i<j \leq 3$ by Lemma 2.2.2, the pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda_{i}$ for $i=1,2,3$ which are not in $\Lambda$ contribute

$$
\begin{equation*}
\left(\frac{1}{2 m_{1}}+\frac{1}{2 m_{2}}+\frac{1}{2 m_{3}}-\frac{3}{2 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.13}
\end{equation*}
$$

to $\mathcal{R}_{F}(Z)$. Further, the pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z) \cap \Lambda_{4}$ which are not in $\Lambda$ contribute

$$
\begin{equation*}
\left(\frac{1}{3 m_{4}}-\frac{1}{3 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.14}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. Furthermore the pairs $(x, y)$ in $\mathcal{N}_{F}^{(1)}(Z)$ which are not in $\Lambda_{i}$ for $i=1,2,3,4$ contribute, by Lemma 2.2.2,

$$
\begin{equation*}
\left(1-\frac{1}{m_{1}}-\frac{1}{m_{2}}-\frac{1}{m_{3}}-\frac{1}{m_{4}}+\frac{3}{m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \tag{2.3.15}
\end{equation*}
$$

terms to $\mathcal{R}_{F}(Z)$. It then follows from (2.3.12), (2.3.13), (2.3.14), (2.3.15), and Lemma 2.1.3 that

$$
R_{F}(Z)=\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

as required.

When Aut $F$ is equivalent to $\mathbf{D}_{6}$ the analysis is the same as for $\mathbf{D}_{3}$ taking into account the fact that Aut $F$ contains $-I$ and so the weighting factor $W_{F}$ is one half of what it is when Aut $F$ is equivalent to $\mathbf{D}_{3}$. This completes the proof of Theorems 2.0.1 and 2.0.2.

### 2.4 Proof of Corollary 2.0.3

We first determine $W_{F}$. By Lemma 2.2.3, if $a / b$ is not the $d$-th power of a rational then when $d$ is odd Aut $F$ is equivalent to $\mathbf{C}_{1}$ and, by Theorem 2.0.2, $W_{F}=1$ while when $d$ is even Aut $F$ is equal to $\mathbf{D}_{2}$ and so by Theorem 2.0.2 we have $W_{F}=\frac{1}{4}$. Suppose that

$$
\frac{a}{b}=\frac{A^{d}}{B^{d}}
$$

with $A$ and $B$ coprime non-zero integers. If $d$ is odd then Aut $F$ is equivalent to $\mathbf{D}_{1}$ by Lemma 2.2.3. Notice that

$$
\left(\begin{array}{cc}
0 & A / B \\
B / A & 0
\end{array}\right)=\frac{1}{A B}\left(\begin{array}{cc}
0 & A^{2} \\
B^{2} & 0
\end{array}\right)
$$

and that $A^{2}$ and $B^{2}$ are coprime integers. Therefore by Lemma 2.2.1 we have $m=|A B|$ and $W_{F}=1-\frac{1}{2|A B|}$ when $d$ is odd. If $d$ is even Aut $F$ is equivalent to $\mathbf{D}_{4}$ with $m_{1}=$ $1, m_{2}=m_{3}=m=|A B|$ and by Theorem 2.0.2 we have

$$
W_{F}=\frac{1}{4}\left(1-\frac{1}{2|A B|}\right) .
$$

We now determine $A_{F}$. We first consider the case $F(x, y)=a x^{2 k}+b y^{2 k}$, with $a$ and $b$ positive. Then

$$
A_{F}=\iint_{a x^{2 k}+b y^{2 k} \leq 1} d x d y
$$

Note that $A_{F}$ is four times the area of the region with $a x^{2 k}+b y^{2 k} \leq 1$ and with $x$ and $y$ non-negative. Make the substitution $a x^{2 k}=u, b y^{2 k}=u v, u, v \geq 0$. Then we see that

$$
\begin{aligned}
\frac{1}{4} A_{F} & =\int_{0}^{\infty} \int_{0}^{\frac{1}{v+1}} \frac{1}{4 k^{2}(a b)^{1 / 2 k}} u^{\frac{1}{k}-1} v^{\frac{1}{2 k}-1} d u d v \\
& =\frac{1}{4 k(a b)^{1 / 2 k}} \int_{0}^{\infty} \frac{v^{1 / 2 k-1}}{(1+v)^{1 / k}} d v
\end{aligned}
$$

The above integral is $B(1 / 2 k, 1 / 2 k)$ where $B(z, w)$ denotes the Beta function and thus, see 6.2.1 of [33],

$$
A_{F}=\frac{1}{k(a b)^{1 / 2 k}} \frac{\Gamma^{2}(1 / 2 k)}{\Gamma(1 / k)} .
$$

Next, we treat the case $F(x, y)=a x^{2 k}-b y^{2 k}$ with $a$ and $b$ positive. The region $\left\{(x, y) \in \mathbb{R}^{2}:|F(x, y)| \leq 1\right\}$ has equal area in each quadrant, so it suffices to estimate the area assuming $x, y \geq 0$. We further divide the region into two, depending on whether $a x^{2 k}-b y^{2 k} \geq 0$ or not. Let $A_{F}^{(1)}$ denote the area of the region satisfying $x, y \geq 0,0 \leq$ $F(x, y) \leq 1$. We make the substitutions $a x^{2 k}=u, b y^{2 k}=u v$ with $u, v \geq 0$. Then

$$
\begin{aligned}
\frac{1}{8} A_{F}=A_{F}^{(1)} & =\iint_{0 \leq a x^{2 k}-b y^{2 k} \leq 1} d x d y \\
& =\int_{0}^{1} \int_{0}^{\frac{1}{1-v}} \frac{1}{4 k^{2}(a b)^{1 / 2 k}} u^{\frac{1}{k}-1} v^{\frac{1}{2 k}-1} d u d v \\
& =\frac{1}{4 k(a b)^{1 / 2 k}} \int_{0}^{1} \frac{v^{1 / 2 k-1}}{(1-v)^{1 / k}} d v \\
& =\frac{1}{4 k(a b)^{1 / 2 k}} \frac{\Gamma(1 / 2 k) \Gamma(1+1 / k)}{\Gamma(1+3 / 2 k)}
\end{aligned}
$$

Next, we treat the case when $F(x, y)=a x^{2 k+1}+b y^{2 k+1}$. We put $a x^{2 k+1}=u$ and $b y^{2 k+1}=u v$. We thus obtain

$$
\begin{aligned}
\frac{A_{F}}{2}|a b|^{1 /(2 k+1)} & =\frac{1}{2(2 k+1)} \int_{-\infty}^{\infty} \frac{v^{\frac{1}{2 k+1}-1} d v}{(1+v)^{2 /(2 k+1)}} \\
& =\frac{1}{2(2 k+1)}\left(\int_{0}^{\infty} \frac{v^{-2 k /(2 k+1)} d v}{(1+v)^{2 /(2 k+1)}}+\int_{0}^{1} \frac{v^{-2 k /(2 k+1)} d v}{(1-v)^{2 /(2 k+1)}}+\int_{1}^{\infty} \frac{v^{-2 k /(2 k+1)} d v}{(1-v)^{2 /(2 k+1)}}\right) \\
& =\frac{1}{2(2 k+1)}\left(\frac{\Gamma^{2}\left(\frac{1}{2 k+1}\right)}{\Gamma\left(\frac{2}{2 k+1}\right)}+\frac{\Gamma\left(\frac{1}{2 k+1}\right) \Gamma\left(\frac{2 k-1}{2 k+1}\right)}{\Gamma\left(\frac{2 k}{2 k+1}\right)}+\frac{\Gamma\left(\frac{2 k-1}{2 k+1}\right) \Gamma\left(\frac{1}{2 k+1}\right)}{\Gamma\left(\frac{2 k}{2 k+1}\right)}\right) .
\end{aligned}
$$

## Chapter 3

## Binary cubic and quartic forms

Let $F$ be a binary form with integer coefficients, non-zero discriminant $\Delta(F)$, and degree $d$ at least 3. Let $R_{F}(Z)$ denote the number of integers $h$ with $|h| \leq Z$ for which the Thue equation

$$
\begin{equation*}
F(x, y)=h \tag{3.0.1}
\end{equation*}
$$

has a solution in integers $x$ and $y$. It is an old question, dating back to at least Erdős and Mahler [40], that there exists a positive number $C_{F}$ for which the asymptotic formula

$$
R_{F}(Z) \sim C_{F} Z^{\frac{2}{d}}
$$

holds for $d \geq 3$. In [100], together with C. L. Stewart, we proved that this conjecture is true; see also the previous chapter.

One of the principal features of [100] is that we showed the constant $C_{F}$ is a rational multiple $W_{F}$ of $A_{F}$, where $A_{F}$ is the area of the region

$$
\left\{(x, y) \in \mathbb{R}^{2}:|F(x, y)| \leq 1\right\}
$$

Let

$$
T=\left(\begin{array}{ll}
t_{1} & t_{2} \\
t_{3} & t_{4}
\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{C})
$$

Then $T$ acts on $F$ via substitution, namely $F_{T}(x, y)=F\left(t_{1} x+t_{2} y, t_{3} x+t_{4} y\right)$. Let $\mathcal{G} \subset \mathrm{GL}_{2}(\mathbb{Q})$ be the subgroup consisting of matrices $T \in \mathrm{GL}_{2}(\mathbb{Q})$ such that $F=F_{T}$. This group $\mathcal{G}$ is called the automorphism group of $F$ and we denote it by Aut $F$. More
generally, for any subfield $\mathbb{F}$ of $\mathbb{C}$ we can write $A u t_{\mathbb{F}} F$ to be the subgroup of $\mathrm{GL}_{2}(\mathbb{F})$ consisting of $T \in \mathrm{GL}_{2}(\mathbb{F})$ such that $F=F_{T}$. We shall call $\mathrm{Aut}_{\mathbb{F}} F$ the $\mathbb{F}$-automorphism group of $F$.

It is known classically (see [85] for example) that a binary cubic form with non-zero discriminant is $\mathrm{GL}_{2}(\mathbb{C})$-equivalent to the form

$$
x y(x+y)
$$

and when that a binary quartic form with non-zero discriminant is equivalent to

$$
x^{4}+u x^{2} y^{2}+y^{4}
$$

for some $u \in \mathbb{C}$. This immediately shows, given the work of Stewart [98] and Lemma 3.2.1, that Aut $_{\mathbb{C}} F$ contains a subgroup isomorphic to the dihedral group $\mathcal{D}_{3}$ when $F$ is a binary cubic form and Aut $\mathbb{C}_{\mathbb{C}} F$ contains a subgroup isomorphic to the dihedral group $\mathcal{D}_{4}$ when $F$ is a binary quartic form. However, this classical approach is not explicit and does not produce easy criteria to determine the exact elements of Aut $F$. In [100] we showed that the rational number $W_{F}$ given by $C_{F}=W_{F} A_{F}$ depends only on the automorphism group Aut $F$. More precisely, we showed that one needs to know the exact elements of Aut $F$ in order to compute $W_{F}$ and not just the isomorphism class. In [100] we did not attempt to determine Aut $F$ given $F$. In general, this can be quite non-trivial.

Hooley, in [64], [68], and [70], showed that one can determine Aut $F$ explicitly for irreducible binary cubic forms and certain binary quartic forms. Let

$$
F(x, y)=b_{3} x^{3}+b_{2} x^{2} y+b_{1} x y^{2}+b_{0} y^{3}
$$

be an irreducible binary cubic form with integer coefficients and discriminant $\Delta(F)$. Put

$$
\begin{equation*}
q_{F}(x)=\left(b_{2}^{2}-3 b_{3} b_{1}\right) x^{2}+\left(b_{2} b_{1}-9 b_{3} b_{0}\right) x+\left(b_{1}^{2}-3 b_{2} b_{0}\right), \tag{3.0.2}
\end{equation*}
$$

for the Hessian covariant of $F$ and put

$$
\begin{equation*}
A=b_{2}^{2}-3 b_{3} b_{1}, B=b_{2} b_{1}-9 b_{3} b_{0}, C=b_{1}^{2}-3 b_{2} b_{0} \tag{3.0.3}
\end{equation*}
$$

with $D=B^{2}-4 A C$. Consider the matrix

$$
\mathcal{U}_{q_{F}}=\frac{1}{2 D}\left(\begin{array}{cc}
B \sqrt{-3 D}-D & 2 C \sqrt{-3 D}  \tag{3.0.4}\\
-2 A \sqrt{-3 D} & -B \sqrt{-3 D}-D
\end{array}\right)
$$

Put $\mathbf{C}_{1}=\left\{I_{2 \times 2}\right\}$. Hooley proved in [64] and [70] that

$$
\text { Aut } F= \begin{cases}\mathbf{C}_{1} & \text { if } \Delta(F) \text { is not a square }  \tag{3.0.5}\\ \left\{I_{2 \times 2}, \mathcal{U}_{q_{F}}, \mathcal{U}_{q_{F}}^{2}\right\} & \text { if } \Delta(F) \text { is a square. }\end{cases}
$$

(3.0.5) is critical for Hooley's determination of the asymptotic growth of $R_{F}(Z)$ when $F$ is cubic and irreducible in [64] and [70]. In addition to explicitly determining Aut $F$, Hooley also obtained explicit values for $A_{F}$ in his two papers. He proved

$$
|\Delta(F)|^{\frac{1}{6}} A_{F}= \begin{cases}\frac{3 \Gamma^{2}(1 / 3)}{\Gamma(2 / 3)} & \text { if } \Delta(F)>0 \\ \frac{\sqrt{3} \Gamma^{2}(1 / 3)}{\Gamma(2 / 3)} & \text { if } \Delta(F)<0\end{cases}
$$

where

$$
\Gamma(s)=\int_{0}^{\infty} x^{s-1} e^{-x} d x
$$

is the $\Gamma$-function. If $\Delta(F)$ is a square, put

$$
\begin{equation*}
m=\frac{\sqrt{\Delta(F)}}{\operatorname{gcd}(A, B, C)} \tag{3.0.6}
\end{equation*}
$$

where $A, B, C$ are as in (3.0.3) and $D$ is as in (3.0.4). Then in [64] and [70] Hooley proved that there exists a positive number $\gamma$ such that

$$
R_{F}(Z)= \begin{cases}A_{F} Z^{\frac{2}{3}}+O\left(Z^{\frac{2}{3}}(\log \log Z)^{-\gamma}\right) & \text { if } \Delta(F) \text { is not a square }  \tag{3.0.7}\\ \left(1-\frac{2}{3 m}\right) A_{F} Z^{\frac{2}{3}}+O\left(Z^{\frac{2}{3}}(\log Z)^{-\gamma}\right) & \text { if } \Delta(F) \text { is a square. }\end{cases}
$$

In [68] Hooley considered bi-quadratic binary quartic forms of the shape

$$
F(x, y)=a_{4} x^{4}+a_{2} x^{2} y^{2}+a_{0} y^{4}, a_{4} a_{0} \neq 0
$$

Put $\mathbf{D}_{2}=\left\langle-I_{2 \times 2},\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)\right\rangle$. If $\frac{a_{4}}{a_{0}}=\frac{A^{4}}{C^{4}}$ for non-zero integers $A, C$, put

$$
\mathcal{G}_{F}^{(1)}=\left(\begin{array}{cc}
0 & C / A \\
A / C & 0
\end{array}\right), \mathcal{G}_{F}^{(2)}=\left(\begin{array}{cc}
0 & C / A \\
-A / C & 0
\end{array}\right)
$$

Hooley proved in [68] that

$$
\text { Aut } F= \begin{cases}\mathbf{D}_{2} & \text { if } a_{4} / a_{0} \text { is not the } 4 \text {-th power of a rational number, }  \tag{3.0.8}\\ \left\langle\mathcal{G}_{F}^{(1)}, \mathcal{G}_{F}^{(2)}\right\rangle & \text { if } a_{4} / a_{0}=A^{4} / C^{4} \text { is a perfect 4-th power of a rational number. }\end{cases}
$$

Using (3.0.8), Hooley showed that

$$
R_{F}(Z)= \begin{cases}\frac{A_{F}}{4} Z^{\frac{1}{2}}+O_{F, \varepsilon}\left(Z^{\frac{18}{37}+\varepsilon}\right) & \text { if } a_{4} / a_{0} \text { is not the } 4 \text {-th power of a rational, }  \tag{3.0.9}\\ \frac{A_{F}}{4}\left(1-\frac{1}{2 A C}\right) Z^{\frac{1}{2}}+O_{F, \varepsilon}\left(Z^{\frac{18}{37}+\varepsilon}\right) & \text { if } a_{4} / a_{0}=A^{4} / C^{4} \text { for } A, C \in \mathbb{Z}\end{cases}
$$

In this chapter, our main goal will be to explicitly determine Aut $F$ in terms of the coefficients of $F$ when the degree of $F$ is 3 or 4 . Specifically, we improve upon Hooley's work when $d=3$ by addressing the case when $F$ is reducible. For quartic forms, we will determine Aut $F$ in all possible cases, generalizing Hooley's result in [68]. We will actually do more, namely we shall determine $\mathrm{Aut}_{\mathbb{F}} F$ for any subfield $\mathbb{F}$ of $\mathbb{C}$. Our result will depend on certain algebraic covariants of $F$ when the degree of $F$ is 3 or 4 . We shall prove:

Theorem 3.0.1. Let $F$ be a binary form with integer coefficients and non-zero discriminant with degree $d$, where $d=3,4$. Then $\mathrm{Aut}_{\mathbb{F}} F$ can be given explicitly in terms of certain algebraic covariants of $F$ for any subfield $\mathbb{F}$ of $\mathbb{C}$.

As a consequence, we are able to refine Theorem 1.1 in [100] and thus extend Hooley's main theorems in [64], [68], and [70], given by (3.0.7) and (3.0.9):

Theorem 3.0.2. Let $F(x, y)$ be a binary form of degree $d$ with integer coefficients and non-zero discriminant. Then there exists an a positive number $C_{F}$ such that for all $\varepsilon>0$ we have

$$
R_{F}(Z)=C_{F} Z^{\frac{2}{3}}+O_{F, \varepsilon}\left(Z^{\frac{12}{19}+\varepsilon}\right)
$$

if $d=3$ and

$$
R_{F}(Z)=C_{F} Z^{\frac{1}{2}}+O_{F, \varepsilon}\left(Z^{\frac{3}{7}+\varepsilon}\right)
$$

if $d=4$. Moreover, $C_{F}$ can be explicitly determined from the coefficients of $F$.

Our explicit characterization of automorphism groups of binary cubic and quartic forms allows us to study lines on algebraic surfaces of the shape

$$
\begin{equation*}
X: F\left(x_{1}, x_{2}\right)-F\left(x_{3}, x_{4}\right)=0 \tag{3.0.10}
\end{equation*}
$$

It is a celebrated theorem of Cayley and Salmon that cubic surfaces contain exactly 27 lines over an algebraically closed field. For quartic surfaces, it is not known in general how many lines they contain. In the course of proving Theorems 2.0.1 and 2.0.2 (see Theorems 1.1 and 1.2 in [100]), we had to study lines on the surface $X$ defined by (3.0.10). It is a consequence of Theorem 3.1 in [17] that this surface $X$ contains exactly $d\left(d+v_{F}\right)$ many lines, where $v_{F}$ is the number of automorphisms of $F$ in $\mathrm{PGL}_{2}(\mathbb{C})$. We shall prove that when $d=3,4$ that the number of lines defined over $\mathbb{C}$ is positive, and that the field of definition of these lines is very small.

Theorem 3.0.3. Let $F$ be a binary cubic or quartic form with non-zero discriminant and integer coefficients. Let $X$ be the algebraic surface defined by (3.0.10). Then
(a) for $d=3, X$ contains exactly 27 distinct lines over $\overline{\mathbb{Q}}$, and these lines are defined over a field of degree at most 12 over $\mathbb{Q}$.
(b) for $d=4, X$ contains exactly 32 distinct lines over $\overline{\mathbb{Q}}$ if the $J$-invariant $J(F)$ is non-zero, and 48 lines when $J(F)=0$, and 64 lines when $I(F)=0$. Further, these lines are defined over a field of degree at most 192 over $\mathbb{Q}$.

For cubic surfaces, this shows that those $X$ which arise from (3.0.10) are highly atypical. In particular, for the generic cubic surface defined over $\mathbb{Q}$, the Galois group of its configuration of lines is isomorphic to $W\left(E_{6}\right)$, the Weyl group for the $E_{6}$ root system. This is also the field of definition of these lines, and so for the generic cubic surface, the lines are defined over a field of degree equal to $\# W\left(E_{6}\right)=51840$. Ekedahl [38] found an explicit example of a cubic surface which realizes this bound.

### 3.1 Statement of main results

In [100], our Theorem 1.2 shows that for each binary form $F$ of degree $d \geq 3$, integer coefficients and non-zero discriminant, there exists a positive rational number $W_{F}$ which depends only on the automorphism group Aut $F$ such that

$$
C_{F}=W_{F} A_{F}
$$

We shall determine $W_{F}$ when $F$ is a binary cubic form with integer coefficients and nonzero discriminant in Theorem 3.1.4 and when $F$ is a binary quartic form with integer coefficients and non-zero discriminant in Theorem 3.1.8. For the action of $\mathrm{GL}_{2}(\mathbb{Z})$ on the set of binary forms of a fixed degree $d$ via substitution, we define a covariant of this action to be a function $\Phi$ which is a function of the coefficients of a binary form $F$ of degree $d$ and the variables $x$ and $y$ which satisfies

$$
\begin{equation*}
\Phi(F ;(x, y))=\Phi\left(F_{T} ; T^{-1}(x, y)\right) \tag{3.1.1}
\end{equation*}
$$

for all $T \in \mathrm{GL}_{2}(\mathbb{Z})$. When $\Phi$ is a polynomial in $x$ and $y$, we see at once that $\Phi$ must be homogeneous. We then say $\Phi$ has degree $k$ if it is a form of degree $k$ in $x$ and $y$.

The principal novelty of this work is the observation that for binary cubic and quartic forms, the structure of the automorphism group $\mathrm{GL}_{2}(\mathbb{C})$ is entirely determined by certain quadratic covariants of the form which are not in general defined over $\mathbb{Q}$. These covariants were originally discovered by Julia in his thesis and used extensively by Cremona [31] in his work on the reduction theory of binary cubic and quartic forms. Bhargava and Yang succeeded in using Julia's quadratic invariant to count binary forms of arbitrary degree in [13].

Let $f(x, y)=a x^{2}+b x y+c y^{2}$ be a binary quadratic for with non-zero discriminant $D$. We put

$$
\mathcal{M}_{f}=\frac{1}{\sqrt{|D|}}\left(\begin{array}{cc}
b & 2 c  \tag{3.1.2}\\
-2 a & -b
\end{array}\right) .
$$

Observe that this is always an element of finite order when $f$ has real coefficients. Indeed, this is an element of order 4 in $\mathrm{GL}_{2}(\mathbb{R})$ if $D<0$ and an element of order 2 with determinant -1 when $D>0$. Moreover, for any binary quadratic form $f$ with real coefficients, $\mathcal{M}_{f} \in \operatorname{Aut}_{\mathbb{R}} F$. Since for a given binary form $F$ the elements of $\operatorname{Aut}_{\mathbb{R}} F$ also fix any covariant of $F$, we see that quadratic covariants $f$ of $F$ naturally give candidates for $\mathrm{Aut}_{\mathbb{R}} F$ via the map $f \mapsto \mathcal{M}_{f}$.

Another way to associate a matrix to a binary quadratic form $f(x, y)=a x^{2}+b x y+c y^{2}$ with real coefficients of discriminant $D \neq 0$ is the following:

$$
\mathcal{U}_{f}=\frac{1}{2 D}\left(\begin{array}{cc}
b \sqrt{-3 D}-D & 2 c \sqrt{-3 D}  \tag{3.1.3}\\
-2 a \sqrt{-3 D} & -b \sqrt{-3 D}-D
\end{array}\right) .
$$

A quick calculation reveals that this matrix always has order 3 in $\mathrm{GL}_{2}(\mathbb{C})$, and when $D<0$, this matrix has order 3 in $\mathrm{GL}_{2}(\mathbb{R})$. Further, one checks that $\mathcal{U}_{f} \in \operatorname{Aut}_{\mathbb{R}} f$ when $D<0$ and
$\mathcal{U}_{f} \in$ Aut $_{\mathbb{C}} f$ otherwise.

If we consider the matrices in (3.1.2) and (3.1.3) not as elements in $\mathrm{GL}_{2}(\mathbb{C})$ but elements in $\mathrm{PGL}_{2}(\mathbb{C})$, then we can remove the weighting factor. Put

$$
\mathcal{M}_{f}^{*}=\left(\begin{array}{cc}
b & 2 c  \tag{3.1.4}\\
-2 a & -b
\end{array}\right)
$$

and

$$
\mathcal{U}_{f}^{*}=\left(\begin{array}{cc}
b \sqrt{-3 D}-D & 2 c \sqrt{-3 D}  \tag{3.1.5}\\
-2 a \sqrt{-3 D} & -b \sqrt{-3 D}-D
\end{array}\right)
$$

We will show that certain explicit quadratic covariants of binary cubic and quartic forms completely determines the structure of the automorphism group. The nature of these quadratic covariants varies between the degree 3 and the degree 4 case, so we will introduce them separately below.

### 3.1.1 Binary cubic forms

Suppose

$$
F(x, y)=b_{3} x^{3}+b_{2} x^{2} y+b_{1} x y^{2}+b_{0} y^{3}
$$

is a binary cubic form with integer coefficients and non-zero discriminant. We shall assume, after applying a $\mathrm{GL}_{2}(\mathbb{Z})$-action if necessary, that $b_{3} \neq 0$. The ring of polynomial invariants of binary cubic forms under $\mathrm{GL}_{2}(\mathbb{Z})$-action is generated by a single element, which we can take to be the discriminant given by

$$
\begin{equation*}
\Delta(F)=b_{2}^{2} b_{1}^{2}-4 b_{3} b_{1}^{3}-4 b_{2}^{3} b_{0}-27 b_{3}^{2} b_{0}^{2}-18 b_{3} b_{2} b_{1} b_{0} \tag{3.1.6}
\end{equation*}
$$

There is a single rational quadratic covariant of $F$, given by the Hessian (3.0.2). However, Julia identified three additional quadratic covariants with typically irrational coefficients which depend on the roots $\theta_{1}, \theta_{2}, \theta_{3}$ of $F$. We follow Cremona [31] and write the Julia covariant with respect to the root $\theta$ of $F(x, 1)$ as follows:

$$
\begin{equation*}
J_{\theta}(x, y)=\alpha_{\theta} x^{2}+\beta_{\theta} x y+\gamma_{\theta} y^{2} \tag{3.1.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha_{\theta}=9 b_{3}^{2} \theta^{2}+6 b_{3} b_{2} \theta+6 b_{3} b_{1}-b_{2}^{2}, \\
& \beta_{\theta}=6 b_{3} b_{2} \theta^{2}+6\left(b_{2}^{2}-b_{3} b_{1}\right) \theta+2 b_{2} b_{1}, \\
& \gamma_{\theta}=3 b_{3} b_{1} \theta^{2}+3\left(b_{2} b_{1}-3 b_{3} b_{0}\right) \theta+2 b_{1}^{2}-3 b_{2} b_{0} .
\end{aligned}
$$

We will also require the so-called cubicovariant of $F$, which we call $F_{3}(x, y)$, given by

$$
\begin{align*}
F_{3}(x, y)= & \left(2 b_{2}^{3}+27 b_{3}^{2} b_{0}-9 b_{3} b_{2} b_{1}\right) x^{3}+3\left(b_{2}^{2} b_{1}+9 b_{3} b_{2} b_{0}-6 b_{3} b_{1}^{2}\right) x^{2} y-  \tag{3.1.8}\\
& 3\left(b_{2} b_{1}^{2}+9 b_{3} b_{1} b_{0}-6 b_{2}^{2} b_{0}\right) x y^{2}-\left(2 b_{1}^{3}+27 b_{3} b_{0}^{2}-9 b_{2} b_{1} b_{0}\right) y^{3} .
\end{align*}
$$

Cremona showed in [31] that the sextic covariant $F_{6}(x, y)$, given by

$$
F_{6}(x, y)=\frac{1}{2}\left(F_{3}^{2}-27 \Delta(F) F^{2}\right),
$$

is the product of the Julia covariants. In particular, we have

$$
\begin{equation*}
F_{6}(x, y)=J_{\theta_{1}}(x, y) J_{\theta_{2}}(x, y) J_{\theta_{3}}(x, y) \tag{3.1.9}
\end{equation*}
$$

An explicit calculation shows that each of the Julia covariants have discriminant equal to $12 \Delta(F)$.

Even though our principal interest is in studying Aut $_{\mathbb{Q}} F$, it is actually simpler to discuss the problem in full generality. Indeed, we shall study the group Aut $\operatorname{PGL}_{\mathrm{P}_{2}(\mathbb{C})} F$, which is the finite subgroup of $\mathrm{PGL}_{2}(\mathbb{C})$ which fixes $F$ under the substitution action. Recall the Hessian $q_{F}(x, y)$ from (3.0.2), with coefficients $A, B, C$. Define the element in $\mathrm{PGL}_{2}(\mathbb{C})$ given by

$$
\mathcal{H}_{F}=M_{q_{F}}=\left(\begin{array}{cc}
B & 2 C  \tag{3.1.10}\\
-2 A & -B
\end{array}\right) .
$$

Similarly, for each Julia invariant $J_{\theta}$, consider the associated matrix in $\mathrm{PGL}_{2}(\mathbb{C})$ given by

$$
\mathcal{J}_{\theta}=M_{J_{\theta}}=\left(\begin{array}{cc}
\beta_{\theta} & 2 \gamma_{\theta}  \tag{3.1.11}\\
-2 \alpha_{\theta} & -\beta_{\theta}
\end{array}\right)
$$

Put

$$
\mathcal{T}_{\theta}=\frac{1}{2 D} \mathcal{J}_{\theta} \mathcal{H}_{F} .
$$

We shall prove the following:
Theorem 3.1.1. Let $F$ be a binary cubic form with complex coefficients and non-zero discriminant. Suppose that the leading coefficient $b_{3}$ of $F$ is non-zero, and let $\theta_{1}, \theta_{2}, \theta_{3}$ be the roots of $F(x, 1)$. Then the $\mathrm{GL}_{2}(\mathbb{C})$-automorphism group Aut ${ }_{C} F$ of $F$ is generated by $\mathcal{T}_{\theta_{i}}$ for $i=1,2,3, \omega I_{2 \times 2}$ where $\omega$ is a primitive third root of unity, and

$$
\mathcal{U}_{q_{F}}=\frac{1}{2 D}\left(\begin{array}{cc}
B \sqrt{-3 D}-D & 2 C \sqrt{-3 D} \\
-2 A \sqrt{-3 D} & -B \sqrt{-3 D}-D
\end{array}\right)
$$

with $A, B, C$ given as in (3.0.3) and $D=B^{2}-4 A C$.

We shall call $\mathcal{U}_{q_{F}}$ the Hooley matrix with respect to $F$. Specializing to Aut $\mathbb{Q}_{\mathbb{Q}} F$, we are able to completely characterize when binary cubic forms $F$ with integer coefficients and non-zero discriminant may have non-trivial rational automorphism groups in terms of the reducibility and Galois structure of $F$. Indeed, we shall prove:

Theorem 3.1.2. Let $F$ be a binary cubic form with integer coefficients and non-zero discriminant. Then:

1. Aut $F=\mathbf{C}_{1}=\left\{I_{2 \times 2}\right\}$ if and only if $F$ is irreducible and $\Delta(F)$ is not a square.
2. Aut $F$ is generated by $\mathcal{U}_{q_{F}} \in \mathrm{GL}_{2}(\mathbb{Q})$ and is isomorphic to $\mathcal{C}_{3}$ if and only if $F$ is irreducible and $\Delta(F)$ is a square.
3. Aut $F$ is generated by $\mathcal{T}_{\theta}$ for the unique rational root $\theta$ of $F(x, 1)$ and is isomorphic to $\mathcal{C}_{2}$ if and only if $F$ has exactly one rational linear factor over $\mathbb{Q}$, corresponding to the root $\theta$.
4. 

$$
\text { Aut } F=\left\{I_{2 \times 2}, \mathcal{U}_{q_{F}}, \mathcal{U}_{q_{F}}^{2}, \mathcal{T}_{\theta_{1}}, \mathcal{T}_{\theta_{2}}, \mathcal{T}_{\theta_{3}}\right\} \cong \mathcal{D}_{3}
$$

if and only if $F$ splits completely over $\mathbb{Q}$.
Theorems 3.1.1 and 3.1.2 can be used to deduce the following interesting consequence which characterizes Aut $F$ in terms of the reducibility of the degree 6 covariant $F_{6}(x, y)$ :

Theorem 3.1.3. Let $F$ be a binary cubic form with integer coefficients and non-zero discriminant. Then

1. Aut $F=\mathbf{C}_{1}=\left\{I_{2 \times 2}\right\}$ if and only if $F_{6}(x, y)$ is irreducible and the discriminant of $q_{F}(x, y)$ is not -3 times a square;
2. Aut $F$ is generated by $\mathcal{U}_{q_{F}} \in \mathrm{GL}_{2}(\mathbb{Q})$ and is isomorphic to $\mathcal{C}_{3}$ is irreducible and the discriminant of $q_{F}(x, y)$ is a square;
3. Aut $F$ is generated by $\mathcal{T}_{\theta}$ for the unique rational root $\theta$ of $F(x, 1)$ and is isomorphic to $\mathcal{C}_{2}$ if and only if $F_{6}(x, y)$ has exactly one quadratic factor over $\mathbb{Q}$ equal to the Julia covariant $J_{\theta}$; and
4. 

$$
\text { Aut } F=\left\{I_{2 \times 2}, \mathcal{U}_{q_{F}}, \mathcal{U}_{q_{F}}^{2}, \mathcal{T}_{\theta_{1}}, \mathcal{T}_{\theta_{2}}, \mathcal{T}_{\theta_{3}}\right\} \cong \mathcal{D}_{3}
$$

if and only if $F_{6}(x, y)$ has three quadratic factors over $\mathbb{Q}$.

Theorem 3.1.2, combined with Theorem 1.2 of [100], has the following consequence. It can be checked that

$$
\beta_{\theta} B-4 A \gamma_{\theta}=-\beta_{\theta} B+4 \alpha_{\theta} C,
$$

where $A, B, C$ are as in (3.0.3) and $\alpha_{\theta}, \beta_{\theta}, \gamma_{\theta}$ are as in (3.1.7). Now put

$$
a_{\theta}=B \alpha_{\theta}+A \beta_{\theta}, b_{\theta}=B \beta_{\theta}-4 A \gamma_{\theta}, c_{\theta}=C \beta_{\theta}-\gamma_{\theta} B .
$$

Then

$$
\mathcal{T}_{\theta}=\frac{1}{2 D}\left(\begin{array}{cc}
b_{\theta} & 2 c_{\theta} \\
-2 a_{\theta} & -b_{\theta}
\end{array}\right) .
$$

If $\theta$ is rational, then write

$$
m_{\theta}=\frac{2 D}{\operatorname{gcd}\left(2 a_{\theta}, b_{\theta}, 2 c_{\theta}\right)} .
$$

Now define $m_{1}, m_{2}, m_{3}, m_{4}$ as follows:

1. If $\Delta(F)$ is not a square and $F$ is irreducible over $\mathbb{Q}$, then set $m_{i}=1$ for $i=1,2,3,4$.
2. If $\Delta(F)$ is a square and $F$ is irreducible over $\mathbb{Q}$, then set $m_{i}=1$ for $i=1,2,3$ and set $m_{4}$ as in (3.0.6).
3. If $F$ has exactly one rational root, say $\theta_{1}$, then set $m_{1}=m_{\theta_{1}}$ and $m_{i}=1$ for $i=2,3,4$.
4. If $F$ has three rational roots, then set $m_{i}=m_{\theta_{i}}$ for $i=1,2,3$ and set $m_{4}$ as in (3.0.6).

In all cases, put $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$. We then obtain the following theorem:
Theorem 3.1.4. Let $F(x, y)$ be an integral binary cubic form with non-zero discriminant $\Delta(F)$. Then

1. If $F(x, y)$ is irreducible and the discriminant $\Delta(F)$ of $F$ is not a perfect square, then

$$
W_{F}=1
$$

2. If $F(x, y)$ is irreducible and $\Delta(F)$ is a square, then

$$
W_{F}=1-\frac{2}{3 m} .
$$

3. If $F(x, y)$ has exactly one rational linear factor, then

$$
W_{F}=1-\frac{1}{2 m} .
$$

4. If $F(x, y)$ has three rational factors, then

$$
W_{F}=1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m} .
$$

Cases (1) and (2) of Theorem 3.1.4 are due to Hooley in [64] and [70] respectively.

### 3.1.2 Binary quartic forms

For a binary quartic form

$$
F(x, y)=a_{4} x^{4}+a_{3} x^{3} y+a_{2} x^{2} y^{2}+a_{1} x y^{3}+a_{0} y^{4}
$$

we may apply a $\mathrm{GL}_{2}(\mathbb{Z})$ element if necessary to obtain an equivalent form with non-zero leading coefficient. Therefore, we may factor $F$ over $\mathbb{C}$ as

$$
F(x, y)=a_{4}\left(x-\theta_{1} y\right)\left(x-\theta_{2} y\right)\left(x-\theta_{3} y\right)\left(x-\theta_{4} y\right)
$$

Define $\chi(F)$ to be the number of real roots of $F$. We will label the roots of $F$ as follows:

$$
\begin{cases}\theta_{1}>\theta_{2}>\theta_{3}>\theta_{4}, & \text { if } \chi(F)=4  \tag{3.1.12}\\ \theta_{1}>\theta_{2}, \theta_{3}=\overline{\theta_{4}}, \Im\left(\theta_{3}\right)>0, & \text { if } \chi(F)=2 \\ \theta_{1}=\overline{\theta_{2}}, \theta_{3}=\overline{\theta_{4}}, \Im\left(\theta_{1}\right)>0, \Im\left(\theta_{3}\right)<0, & \text { if } \chi(F)=0\end{cases}
$$

Here $\Im(z)$ refers to the imaginary part of the complex number $z$.

It is known that binary quartic forms $F$ have two algebraically independent invariants, known as the $I$ and $J$ invariants, defined by

$$
\begin{gather*}
I(F)=12 a_{4} a_{0}-3 a_{3} a_{1}+a_{2}^{2}, \text { and }  \tag{3.1.13}\\
J(F)=72 a_{4} a_{2} a_{0}+9 a_{3} a_{2} a_{1}-27 a_{4} a_{1}^{2}-27 a_{0} a_{3}^{2}-2 a_{2}^{3} .
\end{gather*}
$$

Write $\mathcal{Q}_{F}(x)$ for the cubic resolvent of $F$, defined by

$$
\begin{equation*}
\mathcal{Q}_{F}(x)=x^{3}-3 I(F) x+J(F) \tag{3.1.14}
\end{equation*}
$$

From the definition of $\mathcal{Q}_{F}(x)$ we see that the roots $\beta_{i}$ 's of $\mathcal{Q}_{F}(x)$ are given by

$$
\begin{align*}
& \beta_{1}=3 a_{4}\left(\theta_{1} \theta_{2}+\theta_{3} \theta_{4}\right)-a_{2},  \tag{3.1.15}\\
& \beta_{2}=3 a_{4}\left(\theta_{1} \theta_{3}+\theta_{2} \theta_{4}\right)-a_{2},
\end{align*}
$$

and

$$
\beta_{3}=3 a_{4}\left(\theta_{1} \theta_{4}+\theta_{2} \theta_{3}\right)-a_{2} .
$$

Furthermore, let us put

$$
\begin{align*}
& D_{1}=4\left(\theta_{1}-\theta_{3}\right)\left(\theta_{1}-\theta_{4}\right)\left(\theta_{2}-\theta_{3}\right)\left(\theta_{2}-\theta_{4}\right),  \tag{3.1.16}\\
& D_{2}=4\left(\theta_{1}-\theta_{2}\right)\left(\theta_{1}-\theta_{4}\right)\left(\theta_{3}-\theta_{2}\right)\left(\theta_{3}-\theta_{4}\right),
\end{align*}
$$

and

$$
D_{3}=4\left(\theta_{1}-\theta_{2}\right)\left(\theta_{1}-\theta_{3}\right)\left(\theta_{4}-\theta_{2}\right)\left(\theta_{4}-\theta_{3}\right)
$$

By (3.1.12), we see that $\beta_{1}, D_{1}$ are real for $\chi(F)=0,2,4$. If $\chi(F)=4$, then clearly $\beta_{i}, D_{i}$ are real for $i=1,2,3$. If $\chi(F)=0$, then by noting that

$$
\theta_{1}-\theta_{2}, \theta_{3}-\theta_{4} \in \mathbb{R}
$$

and

$$
\theta_{1}-\theta_{4}=\overline{\theta_{2}-\theta_{3}}, \theta_{1}-\theta_{3}=\overline{\theta_{2}-\theta_{4}}
$$

we see that $D_{i}$ is real for $i=1,2,3$. A similar argument yields that $\beta_{i}$ is real for $i=1,2,3$. When $\chi(F)=2$, we see that $\beta_{2}, \beta_{3}, D_{2}, D_{3}$ are not real.

Now put

$$
\begin{gather*}
A_{1}=\theta_{1}+\theta_{2}-\theta_{3}-\theta_{4}, B_{1}=2\left(\theta_{3} \theta_{4}-\theta_{1} \theta_{2}\right), C_{1}=\theta_{1} \theta_{2}\left(\theta_{3}+\theta_{4}\right)-\theta_{3} \theta_{4}\left(\theta_{1}+\theta_{2}\right),  \tag{3.1.17}\\
A_{2}=\theta_{1}+\theta_{3}-\theta_{2}-\theta_{4}, B_{2}=2\left(\theta_{2} \theta_{4}-\theta_{1} \theta_{3}\right), C_{2}=\theta_{1} \theta_{3}\left(\theta_{2}+\theta_{4}\right)-\theta_{2} \theta_{4}\left(\theta_{1}+\theta_{3}\right),
\end{gather*}
$$

and

$$
A_{3}=\theta_{1}+\theta_{4}-\theta_{2}-\theta_{3}, B_{3}=2\left(\theta_{2} \theta_{3}-\theta_{1} \theta_{4}\right), C_{3}=\theta_{1} \theta_{4}\left(\theta_{2}+\theta_{3}\right)-\theta_{2} \theta_{3}\left(\theta_{1}+\theta_{4}\right)
$$

Cremona showed in [31] that the quadratic forms given by

$$
\begin{equation*}
\mathfrak{C}_{i}(x, y)=A_{i} x^{2}+B_{i} x y+C_{i} y^{2} \tag{3.1.18}
\end{equation*}
$$

are covariants of $F$. We shall call the $\mathfrak{C}_{i}$ 's Cremona covariants. Next put

$$
U_{i}=\mathcal{M}_{\mathfrak{C}_{i}}=\frac{1}{\sqrt{\left|D_{i}\right|}}\left(\begin{array}{cc}
B_{i} & 2 C_{i}  \tag{3.1.19}\\
-2 A_{i} & -B_{i}
\end{array}\right) .
$$

Observe that $\operatorname{det} U_{1}=-1$ for any binary quartic form $F$ with real coefficients, and if $\Delta(F)>0$, then $U_{2} \in \mathrm{GL}_{2}(\mathbb{R})$ and $\operatorname{det} U_{2}=1$. Moreover, $U_{2}$ is an element of order 4 in $\mathrm{GL}_{2}(\mathbb{R})$.

We now state our main theorem characterizing the automorphism group $\mathrm{Aut}_{\mathbb{R}} F$ for binary quartic forms:

Theorem 3.1.5. Let $F(x, y)$ be a binary quartic form with real coefficients and non-zero discriminant. Then
(a) If $\Delta(F)>0$, then $\mathrm{Aut}_{\mathbb{R}} F$ is generated by $U_{1}, U_{2}, U_{3}$.
(b) If $\Delta(F)<0$, then $\mathrm{Aut}_{\mathbb{R}} F$ is generated by $U_{1}$ and $-I_{2 \times 2}$.

Over $\mathbb{C}$, the group of automorphisms of a binary quartic form $F$ can be strictly larger than over $\mathbb{R}$. Indeed, whenever the $I$ or $J$ invariant of $F$ vanishes, the automorphism group of $F$ in $\mathrm{PGL}_{2}(\mathbb{C})$ is larger than when $I(F) J(F) \neq 0$. The case $I(F)=0$ was studied by Klein (see [8]), and these are called Klein forms of degree 4. In this case, it is known that the $\mathrm{PGL}_{2}(\mathbb{C})$-automorphism group of $F$ is isomorphic to the alternating group $\mathcal{A}_{4}$. When $J(F)=0$, the $\mathrm{PGL}_{2}(\mathbb{C})$-automorphism group of $F$ contains a non-trivial element of order 8 which we denote by $\mathcal{G}_{F}$. We thus have:

Theorem 3.1.6. Let $F(x, y)$ be a binary quartic form with complex coefficients and nonzero discriminant. Then

$$
\operatorname{Aut}_{\mathbb{C}} F=\left\langle U_{1}, U_{2}, U_{3}, \sqrt{-1} \cdot I_{2 \times 2}\right\rangle
$$

if $I(F) \cdot J(F) \neq 0$ and

$$
\operatorname{Aut}_{\mathbb{C}} F=\left\langle U_{1}, U_{2}, U_{3}, \mathcal{G}_{F}, \sqrt{-1} \cdot I_{2 \times 2}\right\rangle
$$

if $J(F)=0$. Moreover, when $I(F)=0$ there exists an order 3 element in Aut ${ }_{\mathbb{C}} F$ and the $\mathrm{PGL}_{2}(\mathbb{C})$ automorphism group of $F$ is isomorphic to the alternating group $\mathcal{A}_{4}$.

We note that Cremona and Fisher's work on equivalence of binary quartic forms in [32] allows us to determine $\mathrm{Aut}_{\mathbb{R}} F$ completely by examining the bilinear factors of the bihomogeneous form

$$
F(x, y) F_{4}(u, v)-F(u, v) F_{4}(x, y)
$$

However, their notion of an element in $\mathrm{Aut}_{\mathbb{R}} F$ being defined over a given field $\mathbb{F}$ is coarser than ours, and this is important for the present problem. A suitable refinement of Cremona and Fisher's work gives us another way to obtain Aut $F$.

Theorem 3.1.5 allows us to determine $\mathrm{Aut}_{\mathbb{Q}} F$ from $\mathrm{Aut}_{\mathbb{R}} F$. In the cubic case of a cubic form $F$, the structure of Aut $F$ is heavily influenced by how $F$ factors over $\mathbb{Q}$. We will show that in the case of a quartic form $F$, it is not whether $F$ factors over $\mathbb{Q}$ that is critical but rather the splitting properties of the cubic resolvent $\mathcal{Q}_{F}(x)$. In order to state our results, we will need to define several covariants of quartic forms $F$.

The Hessian covariant of the binary quartic form $F$ is of degree 4 , given by

$$
\begin{gather*}
F_{4}(x, y)=\left(3 a_{3}^{2}-8 a_{4} a_{2}\right) x^{4}+4\left(a_{3} a_{2}-6 a_{4} a_{1}\right) x^{3} y+2\left(2 a_{2}^{2}-24 a_{4} a_{0}-3 a_{3} a_{1}\right) x^{2} y^{2}  \tag{3.1.20}\\
+4\left(a_{2} a_{1}-6 a_{3} a_{0}\right) x y^{3}+\left(3 a_{1}^{2}-8 a_{2} a_{0}\right) y^{4}
\end{gather*}
$$

and the degree 6 covariant $F_{6}(x, y)$ of $F$, is given by (see [31]):

$$
\begin{aligned}
F_{6}(x, y) & =\left(a_{3}^{3}+8 a_{4}^{2} a_{1}-4 a_{4} a_{3} a_{2}\right) x^{6}+2\left(16 a_{4}^{2} a_{0}+2 a_{4} a_{3} a_{1}-4 a_{4} a_{2}^{2}+a_{3}^{2} a_{2}\right) x^{5} y \\
& +5\left(8 a_{4} a_{3} a_{0}+a_{3}^{2} a_{1}-4 a_{4} a_{2} a_{1}\right) x^{4} y^{2}+20\left(a_{3}^{2} a_{0}-a_{4} a_{1}^{2}\right) x^{3} y^{3} \\
& -5\left(8 a_{4} a_{1} a_{0}+a_{3} a_{1}^{2}-4 a_{3} a_{2} a_{0}\right) x^{2} y^{4}-2\left(16 a_{4} a_{0}^{2}+2 a_{3} a_{1} a_{0}-4 a_{2}^{2} a_{0}+a_{2} a_{1}^{2}\right) x y^{5} \\
& -\left(a_{1}^{3}+8 a_{3} a_{0}^{2}-4 a_{2} a_{1} a_{0}\right) y^{6} .
\end{aligned}
$$

The Hessian covariant $F_{4}(x, y), F(x, y)$ and $F_{6}(x, y)$ satisfy a syzygy:

$$
\begin{equation*}
F_{4}^{3}-3 I(F)(-4 F)^{2} F_{4}+J(F)(-4 F)^{3}=27 F_{6}^{2} . \tag{3.1.22}
\end{equation*}
$$

Let $\beta_{1}, \beta_{2}, \beta_{3}$ be the roots of $\mathcal{Q}_{F}(x)$. Then (3.1.22) implies that

$$
\begin{gather*}
F_{6}^{2}(x, y)=  \tag{3.1.23}\\
\left(\frac{1}{3}\left(F_{4}(x, y)+4 \beta_{1} F(x, y)\right)\right)\left(\frac{1}{3}\left(F_{4}(x, y)+4 \beta_{2} F(x, y)\right)\right)\left(\frac{1}{3}\left(F_{4}(x, y)+4 \beta_{3} F(x, y)\right)\right) .
\end{gather*}
$$

from (3.1.23).

Indeed, each of the forms

$$
\frac{1}{3}\left(F_{4}(x, y)+4 \beta_{i} F(x, y)\right)
$$

is in fact a square of a quadratic form with complex coefficients. Moreover, we have the equation

$$
\begin{equation*}
a_{4}^{2} \mathfrak{C}_{i}^{2}(x, y)=\frac{1}{3}\left(F_{4}(x, y)+4 \beta_{i} F(x, y)\right) \tag{3.1.24}
\end{equation*}
$$

with $\mathfrak{C}_{i}(x, y)$ given as in (3.1.18). Note that the right hand side of (3.1.24) need not have non-negative leading coefficient, which means that it need not be the square of a real quadratic form. Thus, the leading coefficient of $\mathfrak{C}_{i}(x, y)$ is either real or purely imaginary. By multiplying by -1 we can take the right hand side of (3.1.24) to be the square of a quadratic form with integer coefficients, say $Q_{i}(x, y)$. We have

$$
Q_{i}(x, y)= \begin{cases}a_{4} \mathfrak{C}_{i}(x, y), & \text { if the leading coefficient of } \mathfrak{C}_{i}(x, y) \text { is real; }  \tag{3.1.25}\\ a_{4} \sqrt{-1} \mathfrak{C}_{i}(x, y), & \text { if the leading coefficient of } \mathfrak{C}_{i}(x, y) \text { is purely imaginary }\end{cases}
$$

We will write

$$
Q_{i}(x, y)=\mathfrak{a}_{i} x^{2}+\mathfrak{b}_{i} x y+\mathfrak{c}_{i} y^{2}
$$

and

$$
\mathfrak{d}_{i}=\mathfrak{b}_{i}^{2}-4 \mathfrak{a}_{i} \mathfrak{c}_{i} .
$$

Recall the roots $\beta_{i}$ of the cubic resolvent $\mathcal{Q}_{F}(x)$ in (3.1.15). We may now state our next main theorem:

Theorem 3.1.7. Let $F$ be a binary quartic form with integer coefficients and non-zero discriminant. Then $U_{i} \in \mathrm{GL}_{2}(\mathbb{Q})$ if and only if $\beta_{i}$ is an integer and $\left|\mathfrak{d}_{i}\right|$ is a square. Moreover, we have:

1. Aut $_{\mathbb{Q}} F=\left\langle U_{1}, U_{2}, U_{3}\right\rangle \cong \mathcal{D}_{4}$ if and only if $U_{i} \in \mathrm{GL}_{2}(\mathbb{Q})$ for $i=1,2,3$;
2. Aut ${ }_{\mathbb{Q}} F=\left\langle U_{2}\right\rangle \cong \mathcal{C}_{4}$ if and only if $U_{2} \in \mathrm{GL}_{2}(\mathbb{Q})$ and $U_{1}, U_{3} \notin \mathrm{GL}_{2}(\mathbb{Q})$;
3. Aut $_{\mathbb{Q}} F=\left\langle U_{1}, I_{2 \times 2}\right\rangle$ or $\left\langle U_{3}, I_{2 \times 2}\right\rangle$ and $\operatorname{Aut}_{\mathbb{Q}} F \cong \mathcal{C}_{2} \times \mathcal{C}_{2}$ if and only if there exists exactly one index $i \in\{1,3\}$ for which $U_{i} \in \mathrm{GL}_{2}(\mathbb{Q})$; and
4. Aut $_{\mathbb{Q}} F=\mathbf{C}_{2}$ if and only if $U_{i}$ is not in $\mathrm{GL}_{2}(\mathbb{Q})$ for $i=1,2,3$.

Unlike the cubic case, the possibilities for Aut $F$ are not drastically different for reducible forms. Indeed, all of the cases in Theorem 3.1.7 can occur for irreducible binary quartic forms. We can use Theorem 3.1.7 to deduce the value of $W_{F}$ for binary quartic forms.

If $\beta_{i} \in \mathbb{Z}$, then $U_{i}$ is given by

$$
U_{i}=\frac{1}{\sqrt{\left|\mathfrak{d}_{i}\right|}}\left(\begin{array}{cc}
\mathfrak{b}_{i} & 2 \mathfrak{c}_{i} \\
-2 \mathfrak{a}_{i} & -\mathfrak{b}_{i}
\end{array}\right) .
$$

If in addition $\left|\mathfrak{d}_{i}\right|$ is a square, then put $m_{i}=\frac{\sqrt{\mathfrak{d}_{i}}}{\operatorname{gcd}\left(2 \mathfrak{a}_{i}, \mathfrak{b}_{i}, 2 \mathfrak{c}_{i}\right)}$. If $\beta_{i}$ is not an integer or $\left|\mathfrak{d}_{i}\right|$ is not a square, put $m_{i}=1$. Set $m=\operatorname{lcm}\left(m_{1}, m_{2}, m_{3}\right)$. We then have:

Theorem 3.1.8. Let $F(x, y)$ be a binary quartic form with integer coefficients and non-zero discriminant $\Delta(F)$. We have the following:

1. If the cubic resolvent $\mathcal{Q}_{F}(x)$ has three integral roots $\beta_{1}, \beta_{2}, \beta_{3}$ and the absolute value of the discriminant $\mathfrak{d}_{i}$ of $Q_{i}(x, y)$ is a square for $i=1,2,3$, then

$$
W_{F}=\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right) .
$$

2. If there is exactly one integral root $\beta$ of $\mathcal{Q}_{F}(x)$ such that $\left|\mathfrak{d}_{\beta}\right|$ is a square, then

$$
W_{F}=\frac{1}{2}\left(1-\frac{1}{2 m}\right)
$$

3. If $\mathcal{Q}_{F}(x)$ is irreducible over $\mathbb{Q}$ or for all integral roots $\beta$ of $\mathcal{Q}_{F}(x)$ we have $\left|\mathfrak{d}_{\beta}\right|$ is not the square of an integer, then

$$
W_{F}=\frac{1}{2}
$$

Hooley's result (3.0.9) corresponds to case $1-(\mathrm{b})$ of Theorem 3.1.8 with $m=1$, and 1-(a) of Theorem 3.1.8 with $m_{2}=1$ and $m_{1}=m_{3}=m=A C$ respectively.

Stewart provided many examples of binary quartic forms with large automorphism groups in [98], as well as giving all finite subgroups of $\mathrm{GL}_{2}(\mathbb{Z})$ up to conjugacy. We remark however that the situation changes when we replace $\mathrm{GL}_{2}(\mathbb{Z})$-conjugacy with $\mathrm{GL}_{2}(\mathbb{Q})$ conjugacy. Indeed, the groups $\mathbf{D}_{i}^{*}$ and $\mathbf{D}_{i}$ for $i=1,2,3$ in Stewart's Table 1 are in fact
$\mathrm{GL}_{2}(\mathbb{Q})$ conjugate. See Table 1 of the present paper.

The final piece of the puzzle is the computation of the area $A_{F}$ for binary quartic forms $F$. M.A. Bean gave an elegant method for calculating the value of $A_{F}$ for binary quartic forms in [6]. Following [6], we label the roots as in (3.1.12). Bean stated his results in terms of the cross ratio of the roots of $F(x, 1)$, given by

$$
\lambda_{F}=\frac{\left(\theta_{1}-\theta_{3}\right)\left(\theta_{2}-\theta_{4}\right)}{\left(\theta_{1}-\theta_{4}\right)\left(\theta_{2}-\theta_{3}\right)}
$$

We then have

$$
\lambda_{F}=\frac{\beta_{3}-\beta_{1}}{\beta_{2}-\beta_{1}}
$$

where, as we recall, $\beta_{1}, \beta_{2}, \beta_{3}$ are the roots of the cubic resolvent $\mathcal{Q}_{F}(x)$ of $F$ given as in (3.1.15). Thus, the computation of $\lambda_{F}$ does not rely on finding the roots of $F(x, 1)$ but only its resolvent cubic $\mathcal{Q}_{F}(x)$.

We now introduce, as in Bean's paper [6], the auxiliary quantity

$$
\delta_{F}= \begin{cases}\lambda_{F}, & \text { if } \chi(F)=4  \tag{3.1.26}\\ \frac{1}{2}\left(1+\sqrt{\frac{1+\Re\left(\lambda_{F}\right)}{2}}\right), & \text { if } \chi(F)=2 \\ \left(\frac{\sqrt{\lambda_{F}}-1}{\sqrt{\lambda_{F}}+1}\right)^{2}, & \text { if } \chi(F)=0\end{cases}
$$

Here $\Re(z)$ refers to the real part of a complex number $z$. Bean showed that if one orders the the $\theta_{i}$ 's in the manner as in (3.1.12), then the quantity $\delta_{F}$ always lies in the interval $(0,1)$ in [6], so we will assume that $0<\delta_{F}<1$.

The computation of $A_{F}$ involves the evaluation of an elliptic integral. Indeed, it can be shown that one can reduce the computation of $A_{F}$ to evaluating an elliptic integral of the first kind (see [26]). We will use the following representation for a complete elliptic integral of the first kind, with parameter $\alpha$ :

$$
K(\alpha)=\int_{0}^{1} \frac{d t}{\sqrt{t(1-t)(1-\alpha t)}},
$$

where $\alpha \in(0,1)$. We now put

$$
\begin{aligned}
& \mathfrak{J}_{4}(\alpha)=2 \alpha^{1 / 6}(1-\alpha)^{1 / 6}(K(\alpha)+K(1-\alpha)) \\
& \mathfrak{J}_{2}(\alpha)=2^{1 / 3} \alpha^{1 / 12}(1-\alpha)^{1 / 12}(K(\alpha)+K(1-\alpha)) \\
& \mathfrak{J}_{0}(\alpha)=2^{1 / 3} \alpha^{1 / 12}(1-\alpha)^{1 / 3} K(1-\alpha)
\end{aligned}
$$

for $\alpha \in(0,1)$.
Bean's result in [6] can now be summarized as follows: for $F$ a binary quartic form with real coefficients, we have

$$
|\Delta(F)|^{\frac{1}{12}} A_{F}= \begin{cases}\mathfrak{J}_{4}\left(\delta_{F}\right) & \text { if } \chi(F)=4,  \tag{3.1.27}\\ \mathfrak{J}_{2}\left(\delta_{F}\right) & \text { if } \chi(F)=2, \\ \mathfrak{J}_{0}\left(\delta_{F}\right) & \text { if } \chi(F)=0 .\end{cases}
$$

In [100], we have proved a general theorem which shows that the constant $C_{F}$ in Theorem 3.0.2 is always a rational multiple of $A_{F}$, and this rational constant can be determined explicitly as a function of Aut $F$. Thus, the main novelty of this paper is to show that Aut $F$ can be obtained explicitly when $d=3,4$ and that there are simple criteria available that enables one to check immediately whether Aut $F$ is trivial, and if it is not trivial, explicitly obtain it.

One of the main technical advances in this area that we shall mention once more is Heath-Brown's Theorem 8 in [53]. In particular, he proved that given a binary form $F$ of degree $d \geq 3$ and such that no linear factor of $F$ has multiplicity exceeding $d / 2$, that the number of integers in a given interval $[1, Z]$ which can be essentially represented, meaning it has two representations which are not related by an element of Aut $F$, is sufficiently small.

### 3.1.3 Lines on algebraic surfaces of degree 3 and 4 defined by binary cubic and quartic forms

In [17], it is proved that the surface $X$ defined by (3.0.10) contains exactly $4\left(4+v_{F}\right)$ many lines when $d=4$, where $v_{F}$ is the number of automorphisms of $\mathbb{P}^{1}(\mathbb{C})$ which permutes the roots of $F$. We shall prove that $v_{F}$ is equal to 4 or 8 when $d=4$. More precisely, we will show that $v_{F}=4$ when $J(F) \neq 0, v_{F}=8$ when $J(F)=0$, and $v_{F}=12$ when $I(F)=0$.

Further, our methods will show that $v_{F}=6$ for all binary cubic forms $F$ with non-zero discriminant.

For a given binary cubic form $F$ with integer coefficients and non-zero discriminant, write $K$ for the field of smallest degree for which all lines contained in the surface $X$ defined by (3.0.10) is defined over $K$. We put $\mathbb{F}$ for the splitting field of $F$, and we shall denote by $\omega$ a primitive third root of unity. We will prove the following theorem for cubic surfaces $X$ defined (3.0.10) and a binary cubic form $F(x, y)$ :

Theorem 3.1.9. Let $F$ be a binary cubic form with integer coefficients and non-zero discriminant. Let $X$ be the cubic surface defined by (3.0.10). Then

1. If $F$ is irreducible and $\Delta(F)$ is a square, then $[K: \mathbb{Q}]=6$ and $K$ is obtained by adjoining a root of $F(x, 1)$ and $\omega$.
2. If $F$ is irreducible with positive non-square discriminant, then $[K: \mathbb{Q}]=12$ and $K$ is obtained by adjoining all roots of $F(x, 1)$ and $\omega$.
3. If $F$ is irreducible with negative discriminant, then $[K: \mathbb{Q}]=6$ or 12 , depending on whether or not the field $\mathbb{K}$ obtained by adjoining a root of $F(x, 1)$ is a pure cubic field or not. If $\mathbb{K}$ is a pure cubic field then $[K: \mathbb{Q}]=6$ and if $\mathbb{K}$ is not a pure cubic field then $[K: \mathbb{Q}]=12$.
4. If $F$ has exactly one linear factor over $\mathbb{Q}$ and $\Delta(F)>0$, then $[K: \mathbb{Q}]=4$ and $K$ is obtained by adjoining the roots of $F(x, 1)$ and $\omega$.
5. If $F$ has exactly one linear factor over $\mathbb{Q}$ and $\Delta(F)<0$, then $[K: \mathbb{Q}]=2$ or 4 depending on whether the splitting field $\mathbb{F}$ of $F$ contains the third roots of unity. If so, then $K=\mathbb{Q}(\omega)$ and if not, then $K$ is obtained by adjoining the roots of $F(x, 1)$ and $\omega$.
6. If $F$ splits completely over $\mathbb{Q}$, then $K=\mathbb{Q}(\omega)$.

For a given binary quartic form $F$ with integer coefficients and non-zero discriminant, write $K$ for the field of smallest degree for which all lines contained in the surface $X$ defined by (3.0.10) is defined over $K$. We put $\mathbb{F}$ for the splitting field of $F$. We will prove the following theorem for quartic surfaces $X$ defined by (3.0.10) and a binary quartic form $F(x, y)$ :

Theorem 3.1.10. Let $F$ be a binary quartic form with integer coefficients and non-zero discriminant. Let $X$ be the quartic surface defined by (3.0.10). Then $K=\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}, \sqrt{D_{3}}, \sqrt{-1}\right)$. Further, the degree of $K$ over $\mathbb{Q}$ is at most 384.

In Sections 3.2 and 3.3, we will determine all possible automorphisms of a real binary cubic or quartic form respectively with non-zero discriminant in $\mathrm{GL}_{2}(\mathbb{R})$ and determine when these automorphisms lie in $\mathrm{GL}_{2}(\mathbb{Q})$. As an immediate corollary to our arguments, we will also be able to give a criteria to determine, for a given binary quartic form with real coefficients and any sub-field $\mathbb{F}$ of $\mathbb{R}$, the corresponding automorphism group $\mathrm{Aut}_{\mathbb{F}}(F)$ in $\mathrm{GL}_{2}(\mathbb{F})$. In Section 3.4, we will consider the arithmetical consequences of various possible rational automorphism groups of binary quartic forms with non-zero discriminant.

### 3.2 Automorphism groups of binary cubic forms from its quadratic covariants

In this section we shall prove that the $\mathrm{PGL}_{2}(\mathbb{C})$-automorphism group of a binary cubic form $F$ can be given explicitly as a function of its quadratic covariants: the Hessian $q_{F}(x, y)$ and the Julia covariants $J_{\theta_{i}}$ for $i=1,2,3$. We first prove a general result which holds for binary forms of any degree.

The following lemma shows that equivalent binary forms have conjugate automorphism groups:

Lemma 3.2.1. Let $F, G$ be binary forms with complex coefficients which are $\mathrm{GL}_{2}(\mathbb{C})$ equivalent, say $F_{T}(x, y)=G(x, y)$. Then

$$
\operatorname{Aut}_{\mathbb{C}} G=T^{-1}\left(\operatorname{Aut}_{\mathbb{C}} F\right) T
$$

Proof. Suppose that $F, G$ are binary forms with complex coefficients and non-zero discriminant which are $\mathrm{GL}_{2}(\mathbb{C})$-equivalent, say $F_{T}(x, y)=G(x, y)$ with $T \in \mathrm{GL}_{2}(\mathbb{C})$. Suppose that $U \in \mathrm{Aut}_{\mathbb{C}} F$. Then

$$
\begin{aligned}
G_{T^{-1} U T}(x, y) & =F_{T\left(T^{-1} U T\right)}(x, y) \\
& =F_{T}(x, y) \\
& =G(x, y),
\end{aligned}
$$

hence $\mathrm{Aut}_{\mathbb{C}} G \subset T^{-1}\left(\mathrm{Aut}_{\mathbb{C}} F\right) T$. The reverse inclusion follows from the fact that $F(x, y)=$ $G_{T^{-1}}(x, y)$.

Our next result shows that under $\mathrm{GL}_{2}(\mathbb{C})$ action, there is just one orbit of binary cubic forms with non-zero discriminant. This follows from the fact that $\mathrm{PGL}_{2}(\mathbb{C})$ is 3 -transitive on the projective line $\mathbb{P}^{1}(\mathbb{C})$. However, we shall give an explicit and elementary proof here.

Lemma 3.2.2. Let $F, G$ be two binary cubic forms with complex coefficients and non-zero discriminant. Then there exists $T \in \mathrm{GL}_{2}(\mathbb{C})$ for which $G(x, y)=F_{T}(x, y)$.

Proof. It suffices to prove that every binary cubic form $F$ with non-zero discriminant is equivalent to $F_{0}(x, y)=x y(x+y)$. Suppose that

$$
F(x, y)=\left(\alpha_{1} x-\beta_{1} y\right)\left(\alpha_{2} x-\beta_{2} y\right)\left(\alpha_{3} x-\beta_{3} y\right), \alpha_{i}, \beta_{i} \in \mathbb{C} \text { for } i=1,2,3
$$

We first make the substitution

$$
\begin{equation*}
u=\alpha_{1} x-\beta_{1} y, v=\alpha_{2} x-\beta_{2} y \tag{3.2.1}
\end{equation*}
$$

This transformation is invertible, since $\Delta(F) \neq 0$. It follows that

$$
F(u, v)=u v\left(\frac{\left(\alpha_{3} \beta_{2}-\alpha_{2} \beta_{3}\right) u-\left(\alpha_{3} \beta_{1}-\alpha_{1} \beta_{3}\right) v}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}}\right) .
$$

From here, setting

$$
\begin{equation*}
s=\frac{\alpha_{3} \beta_{2}-\alpha_{2} \beta_{3}}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}} u \text { and } t=-\frac{\alpha_{3} \beta_{1}-\alpha_{1} \beta_{3}}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}} v \tag{3.2.2}
\end{equation*}
$$

shows that $F$ is equivalent to a form of the shape

$$
\mathcal{F}(x, y)=A x y(x+y)
$$

for some non-zero complex number $A$. Finally, we can always normalize $\mathcal{F}$ by setting $u=A^{-1 / 3} x, v=A^{-1 / 3} y$, where the cube root can be taken with respect to any branch of the logarithm over $\mathbb{C}$.

By Lemma 3.2.1 and the fact that $J_{\theta_{i}}$ for $i=1,2,3$ and $\mathcal{H}_{F}$ are covariants of $F$, we have reduced the proof of Theorem 3.1.1 to just a single binary cubic form, which we take to be $F(x, y)=x y(x+y)$. In this case, we see that $\Delta(F)=1$,

$$
\begin{gathered}
F_{3}(x, y)=2 x^{3}+3 x^{2} y-3 x y^{2}-2 y^{3} \\
q_{F}(x, y)=x^{2}+x y+y^{2} \\
D=\Delta\left(q_{F}\right)=-3
\end{gathered}
$$

and

$$
F_{6}(x, y)=\left(x^{2}-2 x y-2 y^{2}\right)\left(2 x^{2}+2 x y-y^{2}\right)\left(x^{2}+4 x y+y^{2}\right) .
$$

Thus, the Julia covariants are precisely

$$
J_{1}(x, y)=x^{2}-2 x y-2 y^{2}, J_{2}(x, y)=2 x^{2}+2 x y-y^{2}, J_{3}(x, y)=x^{2}+4 x y+y^{2}
$$

The associated matrices $\mathcal{J}_{1}, \mathcal{J}_{2}, \mathcal{J}_{3}$ are then given by

$$
\mathcal{J}_{1}=\left(\begin{array}{cc}
-2 & -4 \\
-2 & 2
\end{array}\right), \mathcal{J}_{2}=\left(\begin{array}{cc}
2 & -2 \\
-4 & -2
\end{array}\right), \mathcal{J}_{3}=\left(\begin{array}{cc}
4 & 2 \\
-2 & -4
\end{array}\right) .
$$

Next, we note that the matrix associated to the Hessian, $\mathcal{H}_{F}$, is given by

$$
\mathcal{H}_{F}=\left(\begin{array}{cc}
1 & 2 \\
-2 & -1
\end{array}\right)
$$

Moreover, by [98], we know that the automorphism group of $F$ even over $\mathbb{C}$ is given by

$$
\mathbf{D}_{3}=\left\langle\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right\rangle .
$$

We then see that

$$
\frac{1}{6} \mathcal{J}_{1} \mathcal{H}_{F}=\left(\begin{array}{cc}
1 & 0 \\
-1 & -1
\end{array}\right), \frac{1}{6} \mathcal{J}_{2} \mathcal{H}_{F}=\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right), \frac{1}{6} \mathcal{J}_{3} \mathcal{H}_{F}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

A quick calculation shows that all of these lie in $\mathbf{D}_{3}$, as desired. Moreover, by Hooley [64], we know that the order 3 element associated to the Hessian $x^{2}+x y+y^{2}$, equal to $\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$, lies in Aut $F$. This completes the proof of Theorem 3.1.1.

We shall now prove Theorem 3.1.2. We first show that if a Julia covariant $J_{\theta}$ of a binary cubic form $F$ is rational, then the corresponding $\mathcal{T}_{\theta}$ is an element of $\mathrm{GL}_{2}(\mathbb{Q})$ of determinant -1 and order 2 . Since the determinant of $\mathcal{J}_{\theta}$ is equal to the negative of the discriminant of $J_{\theta}$, which by [31] has discriminant $12 \Delta(F)$, we see that the determinant of $\mathcal{J}_{\theta}$ is $-12 \Delta(F)$. Next, note that the determinant of $\mathcal{H}_{F}$ is equal to $3 \Delta(F)$. It then follows that the determinant of $\mathcal{J}_{\theta} \mathcal{H}_{F}$ is equal to $-36 \Delta(F)^{2}$. Further, since the Hessian is a rational covariant, $\mathcal{H}_{F}$ is always defined over $\mathbb{Q}$. Therefore, we see that

$$
\mathcal{T}_{\theta}=\frac{1}{6 \Delta(F)} \mathcal{J}_{\theta} \mathcal{H}_{F}
$$

is an element of determinant -1 and order 2 whenever $\mathcal{J}_{\theta}$ is defined over $\mathbb{Q}$.

Now suppose that the roots $\theta_{1}, \theta_{2}, \theta_{3}$ of $F(x, 1)$ are all rational. Then it is clear that the Julia covariants $J_{\theta_{i}}$ are rational for $i=1,2,3$. Observe that (3.2.1) and (3.2.2) are all defined over the field $\mathbb{Q}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$. We then see that $F$ is $\mathrm{GL}_{2}(\mathbb{Q})$-equivalent to a form of the shape $A x y(x+y)$ with $A$ rational. Therefore, $\mathrm{Aut}_{\mathbb{R}} F$ is a rational conjugate of $\mathbf{D}_{3}$, so $\mathrm{Aut}_{\mathbb{R}} F=\mathrm{Aut}_{\mathbb{Q}} F \cong \mathcal{D}_{3}$.

Next, we deal with the case when $F(x, y)$ has exactly one rational linear factor $\alpha x+\beta y$, say

$$
F(x, y)=(\alpha x+\beta y)\left(a_{2} x^{2}+a_{1} x y+a_{0} y^{2}\right)
$$

where $a_{2} x^{2}+a_{1} x y+a_{0} y^{2}$ is an irreducible quadratic form and $\alpha, \beta, a_{2}, a_{1}, a_{0}$ are integers. Put

$$
\begin{equation*}
u=x / \alpha, v=y / \beta \tag{3.2.3}
\end{equation*}
$$

We then have

$$
F(u, v)=(u+v)\left(a_{2}^{\prime} u^{2}+a_{1}^{\prime} u v+a_{0}^{\prime} v^{2}\right),
$$

where $a_{i}^{\prime}$ are rational. Observe that (3.2.3) is defined over $\mathbb{Q}$. Put $f(x, y)=a_{2}^{\prime} x^{2}+a_{1}^{\prime} x y+$ $a_{0}^{\prime} y^{2}=a x^{2}+b x y+c y^{2}$. We wish to find another transformation

$$
T=\left(\begin{array}{ll}
t_{1} & t_{2} \\
t_{3} & t_{4}
\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{Q})
$$

such that $f_{T}(x, y)$ is symmetric while $T$ fixes the sum $u+v$. Moreover, we shall assume that $t_{1} t_{4}-t_{2} t_{3}=1$. These two conditions imply that there exist rational numbers $s, t$ such that $t_{1}=s, t_{3}=1-s, t_{2}=t, t_{4}=1-t$. Further, we deduce by our assumptions that $s=t+1$. We then need to solve the equation

$$
a(t+1)^{2} b(t+1)(-t)+c t^{2}=a t^{2}+b t(1-t)+c(1-t)^{2}
$$

Expanding both sides, we see that this is equivalent to

$$
2 a t+a-b t=b t+c-2 c t .
$$

Isolating for $t$, we have

$$
2(a-b+c) t=c-a
$$

Observe that $a-b+c \neq 0$, otherwise $f$ is reducible. Therefore we can put

$$
t=\frac{c-a}{2 a-2 b+2 c} .
$$

Solving for $T$, we find that we can set

$$
T=\frac{1}{2 a-2 b+2 c}\left(\begin{array}{cc}
a-2 b+3 c & c-a \\
a-c & 3 a-2 b+c
\end{array}\right) .
$$

Therefore, we see that if $F(x, y)$ has exactly one rational linear factor, then it is $\mathrm{GL}_{2}(\mathbb{Q})$ equivalent to a form of the shape

$$
\begin{equation*}
\mathcal{F}(x, y)=(x+y)\left(a x^{2}+b x y+a y^{2}\right) \tag{3.2.4}
\end{equation*}
$$

which is symmetric, and hence is fixed by the matrix

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

We then note that when $F$ has exactly one rational linear factor it does not have square discriminant, hence the Hooley matrix $\mathcal{U}_{F}$ cannot be in $\mathrm{GL}_{2}(\mathbb{Q})$. Further, the elements $\mathcal{T}_{\theta}$ for the two irrational roots of $F(x, 1)$ are not rational, so Aut $F$ is conjugate to $\mathbf{D}_{1} \cong \mathcal{C}_{2}$.

If $F(x, y)$ is irreducible, then the only possible non-trivial element in Aut $F$ is the Hooley matrix $\mathcal{U}_{F}$ and $\mathcal{U}_{F}^{2}$. The question is then completely answered by Hooley in [64] and [70].

We move on to prove Corollary 3.1.3. Suppose first that $F_{6}(x, y)$ is irreducible over $\mathbb{Q}$. Then in particular, none of the Julia covariants can be rational, since $F_{6}$ is the product of Julia covariants. Thus $F$ itself is irreducible and the determination of Aut ${ }_{\mathbb{Q}} F$ goes back to the work of Hooley in [64] and [70]. Now suppose that $F_{6}(x, y)$ has exactly one rational quadratic factor, say $f(x, y)$. If $f=J_{\theta}$ for some root $\theta$ of $F(x, 1)$, then we are done by Theorem 3.1.1. Otherwise, suppose $f$ factors over a quadratic number field $\mathbb{Q}(\sqrt{k})$ as

$$
f(x, y)=(a x+b y)(\bar{a} x+\bar{b} y)
$$

where $\bar{s}$ denotes the conjugate of $s$ in $\mathbb{Q}(\sqrt{k})$. Since $f$ is not a Julia covariant, there must exist distinct Julia covariants $J_{\theta_{1}}$ and $J_{\theta_{2}}$ of $F$ such that $a x+b y \mid J_{\theta_{1}}$ and $\bar{a} x+b y \mid J_{\theta_{2}}$. This shows that $\theta_{1}, \theta_{2}$ are not cubic irrationalities. Hence, by (3.1.7), we see that at least one of the roots of $F(x, 1)$ is rational. Suppose that $\theta_{1}$ is rational. Then since $J_{\theta_{1}}$ and $f$ share a common factor and are both rational, it follows that they are proportional. Moreover, this would imply that $J_{\theta_{1}}$ and $J_{\theta_{2}}$ are proportional; which shows that $F_{6}$ is singular. However, by the proof of Theorem 3.1.1 we see that there is just a single $\mathrm{GL}_{2}(\mathbb{C})$-orbit of possible $F_{6}$ such that $F$ has non-zero discriminant, and it is not singular. We have thus arrived at
a contradiction and so $\theta_{1}$ is irrational and thus must be a quadratic irrational. Likewise, $\theta_{2}$ is irrational and is conjugate to $\theta_{1}$. This implies that $\theta_{3}$ is rational and thus $J_{\theta_{3}}$ is rational. We have thus found another rational quadratic factor of $F_{6}(x, y)$ distinct from $f$, contradicting our hypothesis. Therefore, if $F_{6}(x, y)$ has exactly one rational quadratic factor, it must be equal to a Julia covariant.

Now, we address the case when $F_{6}(x, y)$ has three rational quadratic factors. If these factors are exactly the Julia covariants, then again we are done by Theorem 3.1.2. We have shown in the previous case that if $F_{6}$ has an integral quadratic factor $f$ which is not a Julia covariant, then in fact one of the Julia covariants co-prime to $f$, say $J_{\theta_{3}}$, must be integral. Suppose that the factors of $f$ divide $J_{\theta_{1}}, J_{\theta_{2}}$ as before, with $\theta_{1}, \theta_{2}$ quadratic irrationals. Note that the Galois group of $F$ acts on $F_{6} / J_{\theta_{3}}$ by permuting $J_{\theta_{1}}$ to $J_{\theta_{2}}$. Moreover, the Galois group of $F_{6} / J_{\theta_{3}}$ itself permutes the factors of $J_{\theta_{1}}$ and $J_{\theta_{2}}$ among themselves. Hence, the Galois group of $F_{6} / J_{\theta_{3}}$ is at least order 4. Now suppose that

$$
F_{6}(x, y)=J_{\theta_{3}} f(x, y) g(x, y)
$$

where $g$ is also a rational quadratic form. Put

$$
g(x, y)=(c x+d y)(\bar{c} x+\bar{d} y)
$$

Notice that the linear factors of $g$ must divide either $J_{\theta_{1}}$ or $J_{\theta_{2}}$. Without loss of generality, suppose that $c x+d y \mid J_{\theta_{1}}$ so that

$$
J_{\theta_{1}}=(a x+b y)(c x+d y) .
$$

If the splitting field of $f$ and $g$ are distinct, then either $a c$ or $b d$ must be a quartic irrational, which is a contradiction on $\theta_{1}$ being a quadratic rational. Therefore the splitting fields of $f$ and $g$ are the same. However, this implies that the Galois group of $F_{6} / J_{\theta_{3}}$ has order 2, which is a contradiction. Hence if $F_{6}$ has three rational quadratic factors, they must be each equal to a Julia covariant. We then see that each Julia covariant is rational, hence $F$ is completely reducible and thus Theorem 3.1.3 follows from Theorem 3.1.2.

For the reverse direction, notice that if Aut $F \cong \mathcal{D}_{3}$, then Theorem 3.1.2 asserts that $F$ splits over $\mathbb{Q}$. Therefore, $F_{6}$ is $\mathrm{GL}_{2}(\mathbb{Q})$-conjugate to the form

$$
\left(x^{2}-2 x y-2 y^{2}\right)\left(2 x^{2}+2 x y-y^{2}\right)\left(x^{2}+4 x y+y^{2}\right)
$$

which manifestly has three rational quadratic factors.

If Aut $F \cong \mathcal{C}_{2}$, then Theorem 3.1.2 asserts that $F$ has exactly one rational linear factor and is $\mathrm{GL}_{2}(\mathbb{Q})$-equivalent to a symmetric cubic form. It then suffices to check that the degree 6 covariant of any symmetric binary cubic form has exactly one rational quadratic factor. Indeed, let $F$ be a symmetric cubic form, say

$$
F(x, y)=a x^{3}+b x^{2} y+b x y^{2}+a y^{3} .
$$

Then $\Delta(F)=b^{4}-8 a b^{3}-27 a^{4}-18 a^{2} b^{2}$ and $F_{3}(x, y)$ is given by

$$
\begin{gathered}
F_{3}(x, y)=\left(2 b^{3}+27 a^{3}-9 a b^{2}\right) x^{3}+3\left(b^{3}+9 a^{2} b-6 a b^{2}\right) x^{2} y \\
-3\left(b^{3}+9 a^{2} b-6 a b^{2}\right) x y^{2}-\left(2 b^{3}+27 a^{3}-9 a b^{2}\right) y^{3} .
\end{gathered}
$$

Therefore, we have

$$
\begin{aligned}
F_{6}(x, y) & =\frac{1}{2}\left(F_{3}^{2}(x, y)-27 \Delta(F) F^{2}(x, y)\right) \\
& =\left((3 a+b) x^{2}+4 b x y+(3 a+b) y^{2}\right) G(x, y)
\end{aligned}
$$

where $G(x, y)$ is an irreducible quartic form.

The irreducible case follows the work of Hooley once again in [64] and [70].

Now that we have determined Aut $F$, we can use the redundancy lemmas in Section 2.2. To justify Theorem 3.1.4. We will defer this to Section 3.5.

### 3.3 Automorphism groups of binary quartic forms over subfields of $\mathbb{R}$

In this section, our primary aim is to compute, given a binary quartic form $F$ with real coefficients and non-zero discriminant, the $\mathbb{R}$-automorphism group Aut $_{\mathbb{R}} F$ and to determine when elements in $A u_{\mathbb{R}} F$ are defined over $\mathbb{Q}$. In particular, we shall give proofs to Theorems 3.1.5, 3.1.6. and 3.1.7.

We begin with the proof of Theorem 3.1.5. We shall show explicitly that $U_{1}, U_{2}, U_{3} \in$ Aut $_{\mathbb{R}} F$ when $\Delta(F)>0$ and $U_{1} \in$ Aut $_{\mathbb{R}} F$ when $\Delta(F)<0$. We then note that Aut $_{\mathbb{R}} F$ is a
finite subgroup of $\mathrm{GL}_{2}(\mathbb{R})$, and we show that all finite subgroups of $\mathrm{GL}_{2}(\mathbb{R})$ are $\mathrm{GL}_{2}(\mathbb{R})$ conjugate to a subgroup of the orthogonal group $O_{2}(\mathbb{R})$. We show that in each case, Aut $\mathbb{R}_{\mathbb{R}} F$ does not contain any other elements.

We first classify possible finite subgroups of $\mathrm{GL}_{2}(\mathbb{R})$. Let $G \subset \mathrm{GL}_{2}(\mathbb{R})$ be a finite subgroup, and let $q(x, y)$ be a positive definite binary quadratic form with real coefficients. Then for all $U \in G$ we have $q(U(x, y))$ is also positive definite. Moreover, the form given by

$$
q_{G}(x, y)=\frac{1}{\# G} \sum_{U \in G} q(U(x, y))
$$

is a positive definite quadratic form which is invariant under $G$. Let us put

$$
q_{G}(x, y)=a x^{2}+b x y+c y^{2}, b^{2}-4 a c<0 .
$$

Then by writing

$$
q_{G}(x, y)=a\left(x+\frac{b}{2 a} y\right)^{2}+\frac{4 a c-b^{2}}{4 a} y^{2}
$$

we see that $q_{G}(x, y)$ is $\mathrm{GL}_{2}(\mathbb{R})$-equivalent to $x^{2}+y^{2}$, say

$$
q_{G}(T(x, y))=x^{2}+y^{2}
$$

for some $T \in \mathrm{GL}_{2}(\mathbb{R})$. The form $x^{2}+y^{2}$ is invariant under the orthogonal group $O_{2}(\mathbb{R})$, and $O_{2}(\mathbb{R})$ is in fact the maximal subgroup of $\mathrm{GL}_{2}(\mathbb{R})$ which fixes $x^{2}+y^{2}$. Moreover, $T^{-1} G T$ fixes $x^{2}+y^{2}$. Therefore, $T^{-1} G T \subset O_{2}(\mathbb{R})$. We summarize this as the following lemma:

Lemma 3.3.1. Let $G$ be a finite subgroup of $\mathrm{GL}_{2}(\mathbb{R})$. Then $G$ is $\mathrm{GL}_{2}(\mathbb{R})$-conjugate to $a$ finite subgroup of the orthogonal group $O_{2}(\mathbb{R})$.

It is well-known that all matrices in $O_{2}(\mathbb{R})$ are of the form

$$
\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right),\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right),
$$

for some $\theta \in[0,2 \pi)$. The first type are rotations and the second type are reflections. Therefore, all finite subgroups of $O_{2}(\mathbb{R})$ are either cyclic or dihedral. We use the symbol $\mathcal{C}_{n}$ to denote the cyclic group of order $n$ and $\mathcal{D}_{n}$ to denote the dihedral group of order $2 n$.

We now prove the following lemma:

Lemma 3.3.2. Let $F$ be a binary quartic form with real coefficients and non-zero discriminant. Then $\mathrm{Aut}_{\mathbb{R}} F$ does not contain any elements of order different from 1,2,4. If we further assume that $\Delta(F)<0$, then Aut $_{\mathbb{R}} F$ does not contain any elements of order 4 .

Proof. We first show that Aut $_{\mathbb{R}} F$ does not contain any elements of odd prime order. By Cauchy's theorem, this implies that Aut $_{\mathbb{R}} F$ does not contain any elements of order divisible by an odd prime.

For any

$$
U=\left(\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{C})
$$

$U$ acts on an element $\theta \in \mathbb{C}$ via the action

$$
\begin{equation*}
U: \theta \mapsto \frac{u_{1} \theta+u_{2}}{u_{3} \theta+u_{4}} . \tag{3.3.1}
\end{equation*}
$$

Suppose $U \in \mathrm{GL}_{2}(\mathbb{C})$ permutes the roots of $F$ via the action given in (3.3.1). Then $U$ necessarily has finite order. If $p \geq 5$ is a prime and $U \in \operatorname{Aut}_{\mathbb{R}} F$ has order $p$, then for a given root $\theta$ of $F$, the orbit of $\theta$ under $U$ must have size dividing $p$. Since $F$ has at most 4 distinct roots, it follows that each orbit has size one and $U$ fixes each root of $F$. In particular, for each root $\theta$ of $F(x, 1)$ we have

$$
\theta=\frac{u_{1} \theta+u_{2}}{u_{3} \theta+u_{4}} .
$$

Thus each root $\theta$ of $F$ is a root of the quadratic polynomial

$$
u_{3} x^{2}+\left(u_{4}-u_{1}\right) x-u_{2}=0
$$

If the coefficients $u_{3}, u_{4}-u_{1},-u_{2}$ are not all zero, then there are at most two choices for $\theta$. However, the condition $u_{3}=u_{2}=0, u_{4}=u_{1}$ is only possible if $u_{4}=u_{1}= \pm 1$, since $U \in \mathrm{GL}_{2}(\mathbb{R})$ and has finite order. Since $U$ has odd prime order, this is not possible, hence there are at most two choices for $\theta$. However $F$ has four roots, so each $\theta$ must be a root at least twice since there are only two non-parallel eigenvectors of $U$. This contradicts our assumption that $\Delta(F) \neq 0$.

If $p=3$, then either $U$ fixes all roots of $F$ or fixes exactly one root $\theta$ of $F$. In the former case, we again derive that $\Delta(F)=0$, contradicting our hypothesis. The latter is
impossible if $F$ has real coefficients. This shows that $A u t_{\mathbb{R}} F$ does not contain any elements whose order is divisible by an odd prime $p$.

Now consider a positive integer $k=2^{l}$ with $l \geq 1$. Let $F(x, y)$ be a binary quartic form with real coefficients and non-zero discriminant such that $\mathrm{Aut}_{\mathbb{R}} F$ contains an element $U$ of order $k$. By Lemma 3.3.1, upon considering a $\mathrm{GL}_{2}(\mathbb{R})$-action if necessary, we may assume

$$
U=\left(\begin{array}{cc}
\cos (2 \pi / k) & -\sin (2 \pi / k) \\
\sin (2 \pi / k) & \cos (2 \pi / k)
\end{array}\right) .
$$

If $U$ fixes each of the roots of $F$ and $l \geq 2$, then we may use the same argument to obtain a contradiction. Therefore, $U$ must move at least one root $\theta$ of $F$. The orbit of $\theta$ under $U$ has size at most 4 if $U \in \operatorname{Aut}_{\mathbb{R}} F$. Thus, $U^{4}$ fixes each root of $F$. If $U^{4}$ has two distinct eigenvalues, then we again conclude that $\Delta(F)=0$. Hence, $U^{4}$ must have a single eigenvalue, so $U^{4}= \pm I_{2 \times 2}$. If $U^{4}=I_{2 \times 2}$ then $U$ has order $1,2,4$, so we assume that $U^{4}=-I_{2 \times 2}$ and $U$ has order 8. If the roots of $F$ do not lie in a single orbit under $U$, then $U^{2}$ fixes all roots of $F$ and has distinct eigenvalues, so $\Delta(F)=0$ again. This implies that we may assume, without loss of generality, that the roots of $F$ are

$$
\theta, \frac{\theta-1}{\theta+1}, \frac{-1}{\theta}, \frac{1+\theta}{1-\theta} .
$$

Therefore,

$$
F(x, y)=a(x-\theta y)\left(x-\frac{\theta-1}{\theta+1} y\right)\left(x+\frac{y}{\theta}\right)\left(x+\frac{\theta+1}{\theta-1} y\right)
$$

and

$$
\begin{aligned}
F_{U}(x, y) & =\frac{a}{4}((x-y)-\theta(x+y)) \cdots\left((x-y)+\frac{\theta+1}{\theta-1}(x+y)\right) \\
& =\frac{a}{4}((1-\theta) x-y(1+\theta))\left(x\left(\frac{2}{\theta+1}\right)-y\left(\frac{2 \theta}{\theta+1}\right)\right) \\
& \times\left(x\left(\frac{\theta+1}{\theta}\right)-y\left(\frac{\theta-1}{\theta}\right)\right)\left(x\left(\frac{2 \theta}{\theta-1}\right)+y\left(\frac{2}{\theta-1}\right)\right) \\
& =\frac{a(1-\theta)(2)(\theta+1)(2 \theta)}{4(\theta+1)(\theta)(\theta-1)}\left(x+\frac{\theta+1}{\theta-1} y\right)\left(x-\frac{\theta-1}{\theta+1} y\right) \\
& \times\left(x-\frac{\theta-1}{\theta+1} y\right)\left(x+\frac{y}{\theta}\right) \\
& =-F(x, y) .
\end{aligned}
$$

This shows that $U$ fixes the roots of $F$ but not $F$, hence $U \notin$ Aut $_{\mathbb{R}} F$, a contradiction.

Any pair of elements $U, U^{\prime} \in \mathrm{GL}_{2}(\mathbb{R})$ of order 4 are conjugate by Lemma 3.3.1. Thus, if $\mathrm{Aut}_{\mathbb{R}} F$ contains an element of order 4 , say $U$, then there exists $T \in \mathrm{GL}_{2}(\mathbb{R})$ such that

$$
U=T^{-1}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) T
$$

By [98] and Lemma 3.2.1, it follows that $F$ is $\mathrm{GL}_{2}(\mathbb{R})$-equivalent to a form $\mathcal{F}$ of the shape

$$
\mathcal{F}(x, y)=x^{4}+b x^{3} y+c x^{2} y^{2}-b x y^{3}+y^{4}
$$

The discriminant of $\mathcal{F}$ is equal to

$$
\left(b^{2}-4 c-8\right)^{2}\left(4 b^{2}+c^{2}-4 c+4\right)=\left(b^{2}-4 c-8\right)^{2}\left(4 b^{2}+(c-2)^{2}\right)
$$

Note that $\Delta(\mathcal{F}) \geq 0$. Thus, if $\Delta(F)<0$, then $\mathrm{Aut}_{\mathbb{R}} F$ does not contain any elements of order 4. This concludes the proof.

We now give a proof of Theorem 3.1.5.
Proof. (Theorem 3.1.5) By Theorem 8 of [53] we know that Aut $_{\mathbb{R}} F$ is a finite group. Thus by Lemma 3.2.1, Lemma 3.3.1, and Lemma 3.3.2, we know that if $\Delta(F)>0$ then Aut $_{\mathbb{R}} F$ is contained in a group isomorphic to $\mathcal{D}_{4}$ and when $\Delta(F)<0$, we have $\mathrm{Aut}_{\mathbb{R}} F$ is contained in a group isomorphic to $\mathcal{C}_{2} \times \mathcal{C}_{2}$. It suffices to find explicit generators for Aut $_{\mathbb{R}} F$ in both cases to show that equality holds.

### 3.3.1 The case $\Delta(F)>0$

We will show that $U_{1}, U_{2}, U_{3} \in \operatorname{Aut}_{\mathbb{R}} F$. We will use the following observation: if $U \in$ $\mathrm{GL}_{2}(\mathbb{R})$ permutes the roots of $F$ and fixes the leading coefficient of $F$, then $U \in \operatorname{Aut}_{\mathbb{R}} F$. Let us consider the action of $U_{1}$ on $\theta_{1}$, via the action in (3.3.1). We have

$$
U_{1}: \theta_{1} \mapsto \frac{B_{1} \theta_{1}+2 C_{1}}{-2 A_{1} \theta_{1}-B_{1}}
$$

Expanding using (3.1.17), we obtain

$$
\frac{-2 \theta_{2}\left(\theta_{1}-\theta_{3}\right)\left(\theta_{1}-\theta_{4}\right)}{-2\left(\theta_{1}-\theta_{3}\right)\left(\theta_{1}-\theta_{4}\right)}=\theta_{2}
$$

Next we see that

$$
\frac{B_{1} \theta_{3}+2 C_{1}}{-2 A_{1} \theta_{3}-B_{1}}=\frac{2 \theta_{4}\left(\theta_{3}-\theta_{1}\right)\left(\theta_{3}-\theta_{2}\right)}{2\left(\theta_{3}-\theta_{1}\right)\left(\theta_{3}-\theta_{2}\right)}=\theta_{4}
$$

A similar calculation shows that $U_{1}$ sends $\theta_{2}$ to $\theta_{1}$ and $\theta_{4}$ to $\theta_{3}$. This shows that $U_{1}$ permutes the roots of $F$.

Now we need to check that $U_{1}$ fixes the leading coefficient of $F$. This is equivalent to checking that

$$
\frac{1}{D_{1}^{2}}\left(a_{4} B_{1}^{4}+a_{3} B_{1}^{3}\left(-2 A_{1}\right)+a_{2} B_{1}^{2}\left(-2 A_{1}\right)^{2}+a_{1} B_{1}\left(-2 A_{1}\right)^{3}+a_{0}\left(-2 A_{1}\right)^{4}\right)
$$

is equal to $a_{4}$. Using the fact that $a_{4} \neq 0$ and the Vieta relations

$$
\begin{gathered}
\frac{a_{3}}{a_{4}}=-\left(\theta_{1}+\theta_{2}+\theta_{3}+\theta_{4}\right) \\
\frac{a_{2}}{a_{4}}=\theta_{1} \theta_{2}+\theta_{1} \theta_{3}+\theta_{1} \theta_{4}+\theta_{2} \theta_{3}+\theta_{2} \theta_{4}+\theta_{3} \theta_{4} \\
\frac{a_{1}}{a_{4}}=-\left(\theta_{1} \theta_{2} \theta_{3}+\theta_{1} \theta_{2} \theta_{4}+\theta_{1} \theta_{3} \theta_{4}+\theta_{2} \theta_{3} \theta_{4}\right)
\end{gathered}
$$

and

$$
\frac{a_{0}}{a_{4}}=\theta_{1} \theta_{2} \theta_{3} \theta_{4}
$$

this is equivalent to checking that

$$
\begin{gathered}
\left(\theta_{3} \theta_{4}-\theta_{1} \theta_{2}\right)^{4}+\left(\theta_{1}+\theta_{2}+\theta_{3}+\theta_{4}\right)\left(\theta_{3} \theta_{4}-\theta_{1} \theta_{2}\right)^{3}\left(\theta_{1}+\theta_{2}-\theta_{3}-\theta_{4}\right) \\
+\left(\theta_{1} \theta_{2}+\theta_{1} \theta_{3}+\theta_{1} \theta_{4}+\theta_{2} \theta_{3}+\theta_{2} \theta_{4}+\theta_{3} \theta_{4}\right)\left(\theta_{3} \theta_{4}-\theta_{1} \theta_{2}\right)^{2}\left(\theta_{1}+\theta_{2}-\theta_{3}-\theta_{4}\right)^{2} \\
+\left(\theta_{1} \theta_{2} \theta_{3}+\theta_{1} \theta_{2} \theta_{4}+\theta_{1} \theta_{3} \theta_{4}+\theta_{2} \theta_{3} \theta_{4}\right)\left(\theta_{3} \theta_{4}-\theta_{1} \theta_{2}\right)\left(\theta_{1}+\theta_{2}-\theta_{3}-\theta_{4}\right)^{3} \\
+\theta_{1} \theta_{2} \theta_{3} \theta_{4}\left(\theta_{1}+\theta_{2}-\theta_{3}-\theta_{4}\right)^{4}
\end{gathered}
$$

is equal to

$$
\left(\theta_{1}-\theta_{3}\right)^{2}\left(\theta_{1}-\theta_{4}\right)^{2}\left(\theta_{2}-\theta_{3}\right)^{2}\left(\theta_{2}-\theta_{4}\right)^{2}
$$

This can be done using any standard computer algebra package (in particular, we used Sage). Thus $U_{1} \in \mathrm{Aut}_{\mathbb{R}} F$. The verification that $U_{2}, U_{3} \in \mathrm{Aut}_{\mathbb{R}} F$ follows similarly.

Finally, it is immediate that $U_{1}^{2}=U_{3}^{2}=I_{2 \times 2}$ and $U_{2}^{2}=-I_{2 \times 2}$. Thus, the group $\left\langle U_{1}, U_{2}\right\rangle \cong \mathcal{D}_{4}$ and therefore must equal $\mathrm{Aut}_{\mathbb{R}} F$.

### 3.3.2 The case $\Delta(F)<0$

We can use the same argument to check that $U_{1} \in \operatorname{Aut}_{\mathbb{R}} F$ in this case as well, which shows that $\mathrm{Aut}_{\mathbb{R}} F=\left\langle U_{1},-I_{2 \times 2}\right\rangle$ as desired.

This concludes the proof of Theorem 3.1.5.
We move on to deal with $\mathrm{Aut}_{\mathbb{C}} F$ when $F$ has real coefficients. Certainly $\mathrm{Aut}_{\mathbb{R}} F$ is contained in Aut ${ }_{\mathbb{C}} F$. Moreover, we see that the generators $U_{1}, U_{2}, U_{3}$ are always defined over $\mathrm{GL}_{2}(\mathbb{C})$ and thus Aut $\mathbb{C} F$ contains the subgroup generated by $U_{1}, U_{2}, U_{3}, \sqrt{-1} \cdot I_{2 \times 2}$. We will show that in general, this is subgroup is equal to Aut ${ }_{\mathbb{C}} F$ unless $J(F)=0$.

Proof. (Theorem 3.1.6) We first consider the case when $J(F)=0$. By Theorem 3.1.5 and its proof, we see that it suffices to consider the possibility that Aut ${ }_{C} F$ contains an element of order 8 . Suppose that $U \in \operatorname{Aut}_{\mathbb{C}} F$ is an element of order 8 . Let $\varpi$ be a primitive 8 -th root of unity. Then $U$ is $\mathrm{GL}_{2}(\mathbb{C})$-conjugate to

$$
V=\frac{\varpi}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)
$$

say via $T \in \mathrm{GL}_{2}(\mathbb{C})$. We thus have, by the proof of Lemma 3.3.2, that

$$
\mathcal{F}(x, y)=F_{T}(x, y)=a(x-\theta y)\left(x-\frac{\theta-1}{\theta+1} y\right)\left(x+\frac{y}{\theta}\right)\left(x+\frac{\theta+1}{\theta-1} y\right) .
$$

Further, we see again from the proof of Lemma 3.3.2 that

$$
\mathcal{F}_{V}(x, y)=\mathcal{F}(x, y)
$$

so that $V$ is an element of order 8 contained in $\operatorname{Aut}_{\mathbb{C}} \mathcal{F}$. Expanding $\mathcal{F}$ we see that

$$
\mathcal{F}(x, y)=a x^{4}+b x^{3}-6 a x^{2} y^{2}-b x y^{3}+a y^{4}
$$

for some $b \in \mathbb{C}$. Therefore the $J$-invariant of $\mathcal{F}$ is given by

$$
J(\mathcal{F})=-432 a^{3}+54 a b^{2}-27 a b^{2}-27 a b^{2}-2(-6 a)^{3}=0
$$

Conversely, suppose that $J(F)=0$. By [72], we know that $F$ can be written as the sum of two perfect 4 -th powers over $\mathbb{C}$ if and only if $J(F)=0$. Therefore, there exist complex numbers $u_{1}, u_{2}, u_{3}, u_{4}$ such that

$$
F(x, y)=\left(u_{1} x+u_{2} y\right)^{4}+\left(u_{3} x+u_{4} y\right)^{4} .
$$

By setting $s=u_{1} x+u_{2} y, t=u_{3} x+u_{4} y$ we see that $F$ is $\mathrm{GL}_{2}(\mathbb{C})$ equivalent to $F_{0}(x, y)=$ $x^{4}+y^{4}$. Finally, we note that

$$
F_{0}\left(\frac{\sqrt{-1}}{\sqrt{2}} x+\frac{1}{\sqrt{2}} y, \frac{\sqrt{-1}}{\sqrt{2}} x-\frac{1}{\sqrt{2}} y\right)=x^{4}-6 x^{2} y^{2}+y^{4}
$$

so we see that $\mathrm{Aut}_{\mathbb{C}} F_{0}$ contains an element of order 8.

Now we treat the case when $F$ is a Klein form. It is known that if $F$ is a Klein form, then it is $\mathrm{GL}_{2}(\mathbb{C})$-equivalent to the form

$$
\mathcal{F}(x, y)=x\left(x^{3}+y^{3}\right)
$$

see [8]. We see that $I(\mathcal{F})$ is given by

$$
I(\mathcal{F})=12(1)(0)-3(0)(1)+0^{2}=0
$$

We know from Klein [73] that Aut $_{\mathbb{C}} \mathcal{F}$ indeed contains an element of order 3 and that $\operatorname{Aut}_{\mathrm{PGL}_{2}(\mathbb{C})} \mathcal{F} \cong \mathcal{A}_{4}$. By Lemma 3.2.1, we see that all forms whose automorphism group is isomorphic to $\mathcal{A}_{4}$ has $I$-invariant equal to zero. This completes the proof of Theorem 3.1.6.

Finally, we move on to prove Theorem 3.1.7. If $\Delta(F)<0$, then the only element in Aut $_{\mathbb{R}} F$ aside from $\pm I_{2 \times 2}$ which can be rational is $U_{1}$. We have shown in the proof of Theorem 3.1.5 that

$$
U_{1}=\frac{1}{\sqrt{\left|\mathfrak{d}_{1}\right|}}\left(\begin{array}{cc}
\mathfrak{b}_{1} & 2 \mathfrak{c}_{1} \\
-2 \mathfrak{a}_{1} & -\mathfrak{b}_{1}
\end{array}\right)
$$

where $\mathfrak{C}_{1}(x, y)=A_{1} x^{2}+B_{1} x y+C_{1} y^{2}$ is the Cremona covariant corresponding to the unique real root $\beta_{1}$ of $\mathcal{Q}_{F}(x)$. By (3.1.25), it follows that $U_{1}$ is rational if and only if $Q_{1}(x, y)$ is an integral quadratic form and $a_{4}^{2} D_{1}=\mathfrak{d}_{1}$ is a square. Similarly, when $\Delta(F)>0$ we have $U_{i} \in \mathrm{GL}_{2}(\mathbb{Q})$ if and only if $Q_{i}(x, y)$ has integer coefficients and $\left|\mathfrak{d}_{i}\right|$ is a square. This completes the proof of Theorem 3.1.7.

To prove Theorem 3.1.8 from Theorem 3.1.7 we will require some results from [100], namely the so-called redundancy lemmas. We will state these lemmas in Section ?? and finish the proof of Theorem 3.1.8 in Section 3.4.

In the course of proving Theorem 3.1.5, we have discovered the following differences between conjugacy classes of finite subgroups of $\mathrm{GL}_{2}(\mathbb{Q})$ versus subgroups of $\mathrm{GL}_{2}(\mathbb{Z})$ as in Stewart's Table 1 in [98]; there are redundancies on that table if we consider $\mathrm{GL}_{2}(\mathbb{Q})$ conjugacy. Indeed, we find that the groups

$$
\mathbf{D}_{1}=\left\langle\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right\rangle, \mathbf{D}_{1}^{*}=\left\langle\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\right\rangle
$$

which are not $\mathrm{GL}_{2}(\mathbb{Z})$-conjugate are $\mathrm{GL}_{2}(\mathbb{Q})$-conjugate by the matrix $\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$. Indeed,

$$
\frac{1}{2}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\left(\begin{array}{cc}
-1 & -1 \\
-1 & 1
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

This implies that the groups

$$
\mathbf{D}_{2}=\left\langle\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right),\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)\right\rangle, \mathbf{D}_{2}^{*}=\left\langle\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)\right\rangle
$$

are also $\mathrm{GL}_{2}(\mathbb{Q})$-conjugate. By noting that

$$
\frac{-1}{3}\left(\begin{array}{ll}
2 & -1 \\
1 & -2
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right)\left(\begin{array}{ll}
-2 & 1 \\
-1 & 2
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

we see that the groups

$$
\mathbf{D}_{3}=\left\langle\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right)\right\rangle, \mathbf{D}_{3}^{*}=\left\langle\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right)\right\rangle
$$

are $\mathrm{GL}_{2}(\mathbb{Q})$-conjugate.
We now prove that every finite subgroup of $\mathrm{GL}_{2}(\mathbb{Q})$ is conjugate to a finite subgroup of $\mathrm{GL}_{2}(\mathbb{Z})$. This argument is due to David Speyer, posted on Mathoverflow; see also [?]. Suppose that $\mathcal{G} \subset \mathrm{GL}_{2}(\mathbb{Q})$ is a finite subgroup. Consider the lattice

$$
\Lambda=\sum_{\sigma \in \mathcal{G}} \sigma \cdot \mathbb{Z}^{2} \subset \mathbb{Q}^{2}
$$

Plainly, we have $\mathcal{G} \Lambda=\Lambda$ and $\mathbb{Z}^{2} \subset \Lambda$, since $\mathcal{G}$ contains the identity matrix. Therefore, we must have that $\Lambda$ is of rank 2 . Let $T \in \mathrm{GL}_{2}(\mathbb{Q})$ be a matrix that sends the standard basis to a basis of $\Lambda$. Then $T \mathbb{Z}^{2}=\Lambda$, and $T^{-1} \Lambda=\mathbb{Z}^{2}$. Now for all $G \in \mathcal{G}$, we have

$$
T^{-1} G T\left(\mathbb{Z}^{2}\right)=T^{-1} G \Lambda=T^{-1} \Lambda=\mathbb{Z}^{2}
$$

whence

$$
T^{-1} \mathcal{G} T \subset \mathrm{GL}_{2}(\mathbb{Z}),
$$

as desired. We state this as the following lemma:
Lemma 3.3.3. All finite subgroups of $\mathrm{GL}_{2}(\mathbb{Q})$ are conjugate to a finite subgroup of $\mathrm{GL}_{2}(\mathbb{Z})$.

### 3.4 Determining the value of $W_{F}$ for integral binary quartic forms

In this section, we prove Theorem 3.1.8 by determining the value of $W_{F}$ for given a binary quartic form

$$
F(x, y)=a_{4} x^{4}+a_{3} x^{3} y+a_{2} x^{2} y^{2}+a_{1} x y^{3}+a_{0} y^{4}
$$

with integer coefficients and non-zero discriminant. Much of what we do in this section is covered in [100] for general binary forms of degree $d \geq 3$, so we will be brief in our exposition here. We will recall the following definitions and lemmas. We say that an integer $n$ is essentially represented by $F$ if whenever $F(x, y)=F(u, v)=n$, then there exists an element $U \in$ Aut $F$ such that

$$
U\binom{x}{y}=\binom{u}{v}
$$

We will denote by $\mathcal{R}_{F}^{(1)}(Z)$ the set of integers $n$ with $|n| \leq Z$ which are essentially represented by $F$. If $F(x, y)$ is essentially represented for $(x, y) \in \mathbb{Z}^{2}$, then we say that $(x, y)$ is an essential representative. We denote by $\mathcal{N}_{F}^{(1)}(Z)$ the set of essential representatives $(x, y)$ of $F$ for which $|F(x, y)| \leq Z$. Put $R_{F}^{(1)}(Z)=\# \mathcal{R}_{F}^{(1)}(Z)$ and $N_{F}^{(1)}(Z)=\# \mathcal{N}_{F}^{(1)}(Z)$ respectively. We can now state the following lemma, which combined with the redundancy lemmas in Section 2.2 and Theorem 3.1.7 allow us to prove Theorem 3.1.8.

Lemma 3.4.1. Let $F$ be a binary form of degree $d \geq 3$ with integer coefficients and nonzero discriminant. Then there exists a number $\beta_{d}$ which depends solely on $d$ such that $0<\beta_{d}<2 d^{-1}$ such that for all $\varepsilon>0$, we have

$$
N_{F}^{(1)}(Z)=A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

Proof. This is essentially the content of Lemma 2.1.3; see Chapter 2.

Proof. (Theorem 3.1.8) We first suppose that the roots $\beta_{i}$ of $\mathcal{Q}_{F}(x)$ are integral for $i=$ $1,2,3$, and that the absolute value of the discriminant $\mathfrak{d}_{i}$ of $Q_{i}(x, y)$ is a square for $i=1,2,3$. It then follows that $U_{1}, U_{2}, U_{3}$ are generators of Aut $F /\{ \pm I\}$, and from (2.0.11) we see that the determinant of the lattices $\Lambda_{i}$ is equal to $m_{i}$ for $i=1,2,3$. Let us denote by $\mathcal{S}_{0}(Z)$ the set of points $(x, y) \in \mathbb{Z}^{2}$ in $\mathcal{N}_{F}^{(1)}(Z)$ which do not lie in $\Lambda_{i}$ for $i=1,2,3, \mathcal{S}_{i}(Z)$ for the set of points in $\mathcal{N}_{F}^{(1)}(Z)$ which lies in $\Lambda_{i}$ but not in $\Lambda_{j}$ for $j \neq i$, and $\mathcal{S}(Z)$ for the set of points $(x, y) \in \mathbb{Z}^{2}$ in $\mathcal{N}_{F}^{(1)}(Z)$ such that $(x, y) \in \Lambda_{i}$ for $i=1,2,3$. Put $S(Z)=\# \mathcal{S}(Z)$ and $S_{i}(Z)=\# \mathcal{S}_{i}(Z)$ for $i=0,1,2,3$. By the inclusion-exclusion principle, Lemma 2.2.2 and Lemma 3.4.1 we have

$$
\begin{gathered}
S_{0}(Z)=\left(1-\frac{1}{m_{1}}-\frac{1}{m_{2}}-\frac{1}{m_{3}}+\frac{2}{m}\right) N_{F}^{(1)}(Z)+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) \\
S_{i}(Z)=\left(\frac{1}{m_{i}}-\frac{1}{m}\right) N_{F}^{(1)}(Z)+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
\end{gathered}
$$

and

$$
S(Z)=\frac{1}{m} N_{F}^{(1)}(Z)+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) .
$$

Let

$$
\mathcal{S}_{i}^{\prime}(Z)=\left\{n \in \mathbb{Z}:|n| \leq Z, \exists(x, y) \in \mathcal{S}_{i} \text { s.t. } F(x, y)=n\right\}
$$

for $i=0,1,2,3$ and

$$
\mathcal{S}^{\prime}(Z)=\{n \in \mathbb{Z}:|n| \leq Z, \exists(x, y) \in \mathcal{S} \text { s.t. } F(x, y)=n\}
$$

Put $S_{i}^{\prime}(Z)=\# \mathcal{S}_{i}^{\prime}(Z)$ for $i=0,1,2,3$ and $S^{\prime}(Z)=\# \mathcal{S}^{\prime}(Z)$. Then it follows that

$$
S_{0}^{\prime}(Z)=\frac{1}{2} S_{0}(Z)
$$

since for each $n \in \mathcal{S}_{0}$ there are exactly two pairs in $\mathcal{S}_{0}$, namely $(x, y)$ and $(-x,-y)$ such that $F(x, y)=F(-x,-y)=n$. Similarly, we have

$$
S_{i}^{\prime}(Z)=\frac{1}{4} S_{i}(Z)
$$

for $i=1,2,3$ and

$$
S^{\prime}(Z)=\frac{1}{8} S(Z) .
$$

Note that

$$
R_{F}^{(1)}(Z)=S_{0}^{\prime}(Z)+S_{1}^{\prime}(Z)+S_{2}^{\prime}(Z)+S_{3}^{\prime}(Z)+S^{\prime}(Z)
$$

It thus follows that

$$
R_{F}^{(1)}(Z)=\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right) N_{F}^{(1)}(Z)+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) .
$$

Lemma 3.4.1 then yields that

$$
R_{F}^{(1)}(Z)=\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right) A_{F} Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right),
$$

and so

$$
W_{F}=\frac{1}{2}\left(1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}+\frac{3}{4 m}\right) .
$$

Next note that if there exist two integral roots, say $\beta_{1}, \beta_{2}$ of $\mathcal{Q}_{F}(x)$ such that $\left|\mathfrak{d}_{1}\right|,\left|\mathfrak{d}_{2}\right|$ are squares, then it follows that $U_{3} \in \mathrm{GL}_{2}(\mathbb{Q})$ as well from Theorem 3.1.5. This implies that $\beta_{3}$ is integral and $\left|\mathfrak{d}_{3}\right|$ is a square. We now consider the case when $\mathcal{Q}_{F}(x)$ has exactly one integer root, say $\beta$, such that $\left|\mathfrak{d}_{\beta}\right|$ is a square. In this case we have

$$
S_{0}(Z)=\left(1-\frac{1}{m}\right) N_{F}^{(1)}(Z)+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

and

$$
S(Z)=\frac{1}{m} N_{F}^{(1)}(Z)+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) .
$$

Further, we have

$$
S_{0}^{\prime}(Z)=\frac{1}{2} S_{0}(Z)
$$

and

$$
S^{\prime}(Z)=\frac{1}{4} S(Z),
$$

and therefore

$$
R_{F}^{(1)}(Z)=\frac{1}{2}\left(1-\frac{1}{2 m}\right) N_{F}^{(1)}(Z)+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right)
$$

and by Lemma 3.4.1, we have

$$
R_{F}^{(1)}(Z)=\frac{1}{2}\left(1-\frac{1}{2 m}\right) Z^{\frac{2}{d}}+O_{F, \varepsilon}\left(Z^{\beta_{d}+\varepsilon}\right) .
$$

This shows that in this case, we have

$$
W_{F}=\frac{1}{2}\left(1-\frac{1}{2 m}\right) .
$$

Finally, if $\mathcal{Q}_{F}(x)$ is irreducible over $\mathbb{Z}$ or if for any integer root $\beta$ of $\mathcal{Q}_{F}(x)$ we have $\left|\mathfrak{d}_{\beta}\right|$ is not the square of an integer, then Aut $F=\mathbf{C}_{2}$ and so each integer represented by $F$ is represented exactly twice. Therefore, we have

$$
W_{F}=\frac{1}{2}
$$

as desired.

We now give examples of irreducible quartic forms which realizes each isomorphism class of automorphism groups. This demonstrates a significant difference between quartic and cubic forms. However, there is a connection between the automorphism group of $F$ and the Galois group Gal $F$ of the Galois closure of $F$; see Corollary 3.4.10.

### 3.4.1 Examples of irreducible quartic forms which realizes each possible automorphism group

By Theorem 3.1.7, the possible isomorphism classes of Aut $F$ are $\mathcal{D}_{4}, \mathcal{C}_{4}, \mathcal{C}_{2} \times \mathcal{C}_{2}$, and $\mathcal{C}_{2}=\mathbf{C}_{2}$. While for each possible isomorphism class it is possible to find an irreducible form $F$ which realizes that class, we note that the discriminant plays a key role. In particular, by Theorem 3.1.5 we see that $\operatorname{Aut}_{\mathbb{R}} F \cong \mathcal{C}_{2} \times \mathcal{C}_{2}$ if $\Delta(F)<0$, so whenever Aut $F \cong \mathcal{D}_{4}$ or $\mathcal{C}_{4}$, the discriminant of $F$ must be positive. Our examples show that this is the only obstruction.

## Example 3.4.2.

$$
F(x, y)=x^{4}+y^{4}, \chi(F)=0 .
$$

Note that $F(x, 1)$ is the 8 -th cyclotomic polynomial, so it is irreducible. Also note that Aut $F=\mathbf{D}_{4}$, as shown by Stewart in [98] in the proof of his Theorem 3.

## Example 3.4.3.

$$
F(x, y)=x^{4}-6 x^{2} y^{2}+y^{4}, \chi(F)=4 .
$$

It is quickly verified that $F$ is irreducible. Moreover, it can be seen to be fixed by $\mathbf{D}_{4}$, as argued by Stewart in [98].

We now show that there are forms $F$ with signature 0 and 4 such that Aut $F \cong \mathcal{C}_{4}$. By [98], all forms of the shape

$$
\begin{equation*}
\mathcal{F}(x, y)=A x^{4}+B x^{3} y+C x^{2} y^{2}-B x y^{3}+A y^{4} \tag{3.4.1}
\end{equation*}
$$

are fixed by $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. Any such $\mathcal{F}$ will satisfy Aut $\mathcal{F}=\mathbf{C}_{4}$ as long as we can check that Aut $\mathcal{F}$ contains no other elements except for those in $\mathbf{C}_{4}$. If there exists $U \in \mathrm{GL}_{2}(\mathbb{Q}) \backslash \mathbf{C}_{4}$ in Aut $F$, then Aut $\mathcal{F} \cong \mathcal{D}_{4}$, which implies that its cubic resolvent is completely reducible. Thus the discriminant $\Delta\left(\mathcal{Q}_{\mathcal{F}}\right)$ of the cubic resolvent $\mathcal{Q}_{\mathcal{F}}$ must be a square. Moreover, $\Delta\left(\mathcal{Q}_{\mathcal{F}}\right)=27 \Delta(\mathcal{F})$. Therefore, if we find a form $F$ of the shape (3.4.1) whose discriminant is not thrice a square, then Aut $F=\mathbf{C}_{4}$.

## Example 3.4.4.

$$
F(x, y)=x^{4}+2 x^{3} y+3 x^{2} y^{2}-2 x y^{3}+1
$$

has $\chi(F)=0$ and $\Delta(F)=4352$, which is not thrice a square in $\mathbb{Q}$. Further, one can check that $F(x, y)$ is irreducible over $\mathbb{Q}$. Hence, Aut $F \not \approx \mathcal{D}_{4}$ and contains $\mathbf{C}_{4}$, so it is exactly equal to $\mathbf{C}_{4}$.

## Example 3.4.5.

$$
F(x, y)=x^{4}+2 x^{3} y-3 x^{2} y^{2}-2 x y^{3}+1 .
$$

Then $\chi(F)=4$ and $\Delta(F)=2624$, which is not divisible by three. Again, it is easy to check that $F(x, y)$ is irreducible over $\mathbb{Q}$. Hence Aut $F=\mathbf{C}_{4}$.

Next we show that there exist forms with $\chi(F)=0,2,4$ such Aut $F \cong \mathcal{C}_{2} \times \mathcal{C}_{2}$.

## Example 3.4.6.

$$
F(x, y)=x^{4}+4 x^{2} y^{2}+7 y^{4}, \chi(F)=0 .
$$

By Stewart [98], we know that Aut $F$ contains $\mathbf{D}_{2}$. Thus, the cubic resolvent $\mathcal{Q}_{F}(x)$ will have a rational root. To show that it is exactly $\mathbf{D}_{2}$, it suffices to show that $\mathcal{Q}_{F}(x)$ has an irreducible quadratic factor. We explicitly find the factor

$$
x^{2}+8 x-236
$$

of $\mathcal{Q}_{F}(x)$. The quadratic formula yields the roots

$$
\frac{-8 \pm \sqrt{1008}}{2}=-4 \pm 2 \sqrt{63},
$$

which are not rational. Therefore Aut $F=\mathbf{D}_{2}$.

## Example 3.4.7.

$$
F(x, y)=x^{4}-7 x^{2} y^{2}+7 y^{4}, \chi(F)=4
$$

In this case, we know that Aut $F$ contains $\mathbf{D}_{2}$. The relevant quadratic polynomial is

$$
x^{2}-14 x+203 .
$$

By Eisenstein's lemma applied to the prime $p=7$, we see that the above is irreducible, whence Aut $F=\mathbf{D}_{2}$.

## Example 3.4.8.

$$
F(x, y)=x^{4}-4 y^{4}, \chi(F)=2 .
$$

We have $\mathbf{D}_{2} \subset$ Aut $F$. The relevant quadratic polynomial is

$$
x^{2}+144
$$

which is irreducible by inspection since it has no real roots. Therefore Aut $F=\mathbf{D}_{2}$.
The generic binary quartic form will have Aut $F=\mathbf{C}_{2}$. A concrete example is, for instance,

## Example 3.4.9.

$$
F(x, y)=x^{4}+2 x^{3} y+3 x^{2} y^{2}+4 x y^{3}+5 y^{4} .
$$

It can be checked directly that $H_{\beta_{i}}(x)$ is not well-defined over $\mathbb{Q}$ for $i=1,2,3$. However, we will adapt a more enlightened approach. It can be immediately verified using computer algebra programs that the Galois group of the Galois closure of $F$ is isomorphic to $\mathcal{S}_{4}$, the full symmetric group on four letters. We may embed Aut $F$ into $\mathcal{S}_{4}=$ Gal $F$ via the action of Aut $F$ on the roots of $F$. Now let $\sigma \in \mathrm{Gal} F$ be an element of the Galois group of the Galois closure of $F$ and $U=\left(\begin{array}{ll}u_{1} & u_{2} \\ u_{3} & u_{4}\end{array}\right)$. Then we see that for any root $\theta$ of $F$, we have

$$
\left(\sigma U \sigma^{-1}\right) \theta=\sigma\left(\frac{u_{1} \sigma^{-1}(\theta)+u_{2}}{u_{3} \sigma^{-1}(\theta)+u_{4}}\right)=\frac{u_{1} \theta+u_{2}}{u_{3} \theta+u_{4}},
$$

since $U \in \mathrm{GL}_{2}(\mathbb{Q})$. Therefore, $U=\sigma U \sigma^{-1}$ for all $\sigma \in \mathcal{S}_{4}$, which implies that $U$ lies in the center of $\mathcal{S}_{4}$. But $\mathcal{S}_{4}$ has trivial center, so $U= \pm I_{2 \times 2}$, as desired.

In fact, this last example leads to the following corollary:
Corollary 3.4.10. Suppose that $F(x, y)$ is an irreducible binary quartic form with integer coefficients. If Gal $F$ is $\mathcal{S}_{4}$ or $\mathcal{A}_{4}$, then Aut $F$ is trivial.

Proof. This is the same as the argument given in Example 3.5.9.

### 3.5 Computing $W_{F}$ for integral binary cubic forms

Much like in Section 3.4, we shall apply the redundancy lemmas in Section ?? which were the main technical results in [100] to prove Theorem 3.1.4.

### 3.5.1 When $F$ is irreducible and $\Delta(F)$ is not a square

In this case, we have shown in Section 3.2 that Aut $F=\mathbf{C}_{1}$. Therefore, by Theorem 1.2 in [100] we see that $W_{F}=1$.

### 3.5.2 When $F$ is irreducible and $\Delta(F)$ is a square

Hooley showed that the Hooley matrix $U_{F}$ lies in $\mathrm{GL}_{2}(\mathbb{Q})$ in this case and generates Aut $F$. Let $\Lambda=\Lambda_{U_{F}}$ be the lattice associated to $U_{F}$. Then Lemma 2.2.1 shows that

$$
d(\Lambda)=m,
$$

as desired.

### 3.5.3 When $F$ has exactly one rational root

We showed in Section 3.2 that Aut $F \cong \mathcal{D}_{2}$ in this case. Moreover, Aut $F$ is generated by the matrix

$$
\frac{1}{2 D} \mathcal{J}_{\theta} \mathcal{H}_{F}
$$

where $\theta$ is the unique rational root of $F$. Lemma 2.2.1 applies and thus we are done by Theorem 1.2 in [100].

### 3.5.4 When $F$ has three rational roots

In this case, Aut $F \cong \mathcal{D}_{3}$. Then Lemma 2.2.2 and Theorem 1.2 in [100] shows that

$$
W_{F}=1-\frac{1}{2 m_{1}}-\frac{1}{2 m_{2}}-\frac{1}{2 m_{3}}-\frac{2}{3 m_{4}}+\frac{4}{3 m}
$$

This completes the proof of Theorem 3.1.4.

### 3.6 Proof of Theorems 3.1.9 and 3.1.10

### 3.6.1 Cubic surfaces

By the proof of Theorem 3.1 in [17], the lines contained in $X$ are either of the form

$$
\begin{equation*}
L:\left[s, \theta_{i} s, t, \theta_{j} t\right] \tag{3.6.1}
\end{equation*}
$$

where $s, t$ are independent parameters and $\theta_{i}, \theta_{j}$ are two roots of $F(x, 1)$ (not necessarily distinct), or of the shape

$$
\begin{equation*}
L:\left[s, t, \omega_{j}\left(u_{1} s+u_{2} t\right), \omega_{j}\left(u_{3} s+u_{4} t\right)\right] \tag{3.6.2}
\end{equation*}
$$

where $s, t$ are independent parameters,

$$
U=\left(\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right) \in \operatorname{Aut}_{\mathbb{C}} F
$$

and $\omega_{j}$ is a third root of unity. The lines (3.6.1) are defined over the splitting field $\mathbb{F}$ of $F$. By Theorem 3.1.1, it follows that $U$ can be chosen to be defined over the splitting field $\mathbb{F}$ of $F$. Thus, the lines in (3.6.2) are defined over the field $K=\mathbb{F}(\omega)$, where $\omega$ is a primitive third root of unity. Since $[\mathbb{F}: \mathbb{Q}]$ is $1,2,3$, or 6 , the first part of Theorem 3.0.3 follows and a careful analysis of the cases yields Theorem 3.1.9.

### 3.6.2 Quartic surfaces

By the proof of Theorem 31 in [17], there are precisely $4\left(4+v_{F}\right)$ many lines contained in $X$. However, we must interpret $v_{F}$ to mean the number of automorphisms of the roots of $F$ on the projective line, which means that these automorphisms are defined over $\mathrm{PGL}_{2}(\mathbb{C})$, not $\mathrm{GL}_{2}(\mathbb{C})$. By Theorem 3.1.6 and its proof, we see that every binary quartic form $F$ with non-zero discriminant has exactly 4 automorphisms in $\mathrm{PGL}_{2}(\mathbb{C})$ if $J(F) \neq 0$ and there are 8 automorphisms otherwise. There are thus $4 \cdot 8=32$ lines contained in $X$ over $\mathbb{C}$ when $I(F) \cdot J(F) \neq 0,4 \cdot 12=48$ lines when $J(F)=0$ and $I(F) \neq 0$, and $4 \cdot 16=64$ lines when $I(F)=0$ and $J(F) \neq 0$.

As before, we see that the lines $L$ contained in $X$ are of the shape

$$
\begin{equation*}
L:\left[s, \theta_{i} s, t, \theta_{j} t\right] \tag{3.6.3}
\end{equation*}
$$

for two roots $\theta_{i}, \theta_{j}$ of $F(x, 1)$ and independent parameters $s, t \in \mathbb{C}$, or of the shape

$$
\begin{equation*}
L:\left[s, t, \nu_{j}\left(u_{1} s+u_{2} t\right), \nu_{j}\left(u_{3} s+u_{4} t\right)\right] \tag{3.6.4}
\end{equation*}
$$

where

$$
U=\left(\begin{array}{ll}
u_{1} & u_{2} \\
u_{3} & u_{4}
\end{array}\right) \in \operatorname{Aut}_{\mathbb{C}} F
$$

and $\nu_{j}$ is a 4 -th root of unity. The lines (3.6.3) are defined over the splitting field $\mathbb{F}$ of $F$. By Theorem 3.1.6 and (3.1.19), we see that the lines in (3.6.4) are defined over $\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}, \sqrt{D_{3}}\right)$. We have that $[\mathbb{F}: \mathbb{Q}] \leq 24$. Moreover, since $a_{4}^{3} \sqrt{D_{1} D_{2} D_{3}}=\Delta(F)$, it follows that $\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}, \sqrt{D_{3}}=\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right)\right.$ so $\left[\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}, \sqrt{D_{3}}\right): \mathbb{Q}\right] \leq 96$. Finally, $K=\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}, \sqrt{D_{3}}, \sqrt{-1}\right)$, so $[K: \mathbb{Q}] \leq 192$.

We now refine our estimates when $F$ has an almost rational stabilizer. In this case, $[K: \mathbb{Q}]$ is much smaller. The lines from (3.6.3) are defined over $\mathbb{F}$, which has either degree 4 or 8 over $\mathbb{Q}$. Without loss of generality, we shall assume that

$$
U_{1}=\frac{1}{\sqrt{\epsilon_{1} D_{1}}}\left(\begin{array}{cc}
B_{1} & 2 C_{1} \\
-2 A_{1} & -B_{1}
\end{array}\right)
$$

is almost rational, namely that the quadratic form $A_{1} x^{2}+B_{1} x y+C_{1} y^{2}$ is proportional over $\mathbb{C}$ to a quadratic form with integer coefficients. In this case the root $\beta_{1}$ of the cubic resolvent $\mathcal{Q}_{F}(x)$ is an integer, thus all elements in Gal $F$ must fix $\beta_{1}$. One then sees that $D_{1}$ must be rational, since it is fixed under all elements in Gal $F$. Moreover, we see that

$$
64 \Delta(F)=a_{4}^{6} D_{1} D_{2} D_{3}
$$

and so $D_{2} D_{3}$ is rational. Thus we only need to adjoin one of $\sqrt{D_{2}}, \sqrt{D_{3}}$. Therefore, $\left[\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}\right): \mathbb{Q}\right] \leq 32$ and $[K: \mathbb{Q}] \leq 64$.

Finally, if $F$ is irreducible and has three almost rational stabilizers, then its Galois group is isomorphic to $\mathcal{C}_{2} \times \mathcal{C}_{2}$. In this case, we claim that the lines in (3.6.4) are defined over at most a degree 4 extension of $\mathbb{F}$. To see this, observe that $D_{i}^{2} \mid \Delta(F)$ for $i=1,2,3$ and so for each prime factor $p$ of $D_{1}$ which does not divide $a_{4}$, either $p^{2} \mid D_{1}$ or $p \mid D_{2} D_{3}$. Thus we see that $\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}, \sqrt{D_{3}}\right)$ is at most a degree 4 extension of $\mathbb{F}$. Thus, we see that $[K: \mathbb{Q}] \leq 32$.

We now give some examples of various $K$.

Example 3.6.1. Let $F(x, y)=x^{4}+y^{4}$. Then it is clear that $\mathbb{F}=\mathbb{Q}(\varpi)$ and Aut $F=\mathbf{D}_{4}$, where $\varpi$ is a primitive 8 -th root of unity. Moreover, in this case $D_{1}=D_{3}=-1$ and $D_{2}=1$. Moreover, $\sqrt{-1} \in \mathbb{F}$. Thus, in this case $K=\mathbb{Q}(\varpi)$ and $[K: \mathbb{Q}]=4$, the smallest possible value.

Example 3.6.2. Let $F(x, y)=x^{4}+36 x y^{3}+63 y^{4}$. Then the Cremona covariants of $F$ are given by

$$
\mathcal{C}_{1}(x, y)=x^{2}+6 x y+3 y^{2}, \mathcal{C}_{2}(x, y)=x^{2}+3 x y+6 y^{2}, \text { and } \mathcal{C}_{3}(x, y)=x^{2}-2 x y-9 y^{2} .
$$

This gives rise to

$$
U_{1}=\frac{1}{\sqrt{6}}\left(\begin{array}{cc}
3 & 3 \\
-1 & -3
\end{array}\right), U_{2}=\frac{1}{\sqrt{15}}\left(\begin{array}{cc}
3 & 12 \\
-2 & -3
\end{array}\right), \text { and } U_{3}=\frac{1}{\sqrt{10}}\left(\begin{array}{cc}
1 & 9 \\
1 & -1
\end{array}\right) .
$$

This shows that $D_{1}=-6, D_{3}=-10, D_{2}=15$. One checks explicitly that $\mathbb{F}=\mathbb{Q}(\sqrt{2}, \sqrt{-3})$. Thus, $\mathbb{F}\left(\sqrt{D_{1}}, \sqrt{D_{2}}, \sqrt{D_{3}}\right)=\mathbb{Q}(\sqrt{2}, \sqrt{-3}, \sqrt{-5})$. We see that this last field is missing $\sqrt{-1}$, so that $K=\mathbb{F}(\sqrt{-5}, \sqrt{-1})$ and so $[K: \mathbb{Q}]=16$.

## Chapter 4

## The $p$-adic determinant method

In this chapter we give an overview of what is known presently of the so-called determinant method, originally formulated by Bombieri and Pila in [14] to bound the number of rational points on plane curves. Bombieri and Pila's original approach involved in a critical way the geometric properties of the Euclidean plane $\mathbb{R}^{2}$, which prevented their method from being generalized to higher dimensions for over a decade. In 2002, Heath-Brown found a way to formulate the determinant method in terms of $p$-adic valuations as opposed to the archimedean valuation in [53]. Heath-Brown's version of the determinant method, now known as the (local) $p$-adic determinant method, has proven to be immensely versatile and useful in studying problems involving counting rational points on algebraic varieties. One of the fantastic attributes of the determinant method is that the upper bound one gets from applying it only depends on the degree and dimension of an algebraic variety $X$ and not on the coefficients of the polynomials defining $X$. Broberg and Salberger refined Heath-Brown's determinant method in [18] and [92] respectively, recasting Heath-Brown's argument in the language of algebraic geometry. Later, in [93], Salberger would give a much more efficient version of the $p$-adic determinant method which is now known as the global determinant method. Salberger gave a further refinement of the $p$-adic determinant method in [94], which improves the determinant method in a fundamental way. We dub this improvement the Salberger improvement to the p-adic determinant method.

We shall now briefly discuss the basic philosophy of the determinant method. Typically, the difficulty of counting rational points on an algebraic variety $X$ increases rapidly with respect to the dimension of $X$. For instance, counting points on 0 -dimensional varieties is almost trivial; since the count is bounded by the degree of the variety alone. Even the 1dimensional case is highly non-trivial, as enumerating rational points on curves of positive
genus remains a challenging problem in general. Even though we have Faltings' theorem telling us that curves of genus at least two have only finitely many rational points on them, effective results are difficult and sporadic. For $\operatorname{dim} X \geq 2$ the problem of bounding the density of rational points is almost entirely unsolved.

Following the basic concept that lower dimensional algebraic varieties are easier to deal with, a reasonable strategy to count rational points on $X$ of bounded height is to sort them into lower dimensional subvarieties. The most straightforward way to do so is to cut $X$ using hyperplane sections. However, the number of hyperplanes needed to cover all rational points of height up to $B$ is large. One might hope that there might be a more efficient way to count the points of height at most $B$ if one allows coverings by subvarieties of higher degree, and this is precisely where the determinant method succeeds.

To be more clear, the objective of the determinant method is to produce a relatively small number of hypersurfaces $Y_{1}, Y_{2}, \cdots$ with respect to the parameter $B$ such that the set $Y_{1} \cup Y_{2} \cdots$ covers the rational points on $X$ of height at most $B$. The argument has a similar flavour to Roth's theorem: if there are few rational points to begin with, then we can trivially pick hypersurfaces in such a way that each hypersurface covers only one point. If there are a lot of rational points, then we shall show that there is a certain repulsion principle which prevents the existence of a greater number of points.

Heath-Brown [53], Broberg [18], and Salberger [92] [93] [94] worked in the setting of projective spaces (Heath-Brown also proved a version of the determinant method for affine spaces; see [54]). However, in order to study $k$-free values of binary forms or rational points on del Pezzo surfaces of degree 2, it is more natural to work over certain weighted projective spaces. Let $K$ be a field. Then the projective space $\mathbb{P}_{K}^{r+1}$ is given by the Proj construction. In particular, the polynomial ring $K\left[x_{0}, \cdots, x_{r+1}\right]$ is a graded ring with respect to the degree. Moreover, there is a grading of the monomials provided by first comparing the degree of two monomials, and then when there is a tie, we follow the lexiographic ordering on $x_{0}, \cdots, x_{r+1}$; that is, $x_{i}$ precedes $x_{j}$ if $i<j$. We then have

$$
\mathbb{P}_{K}^{n}=\operatorname{Proj} K\left[x_{0}, \cdots, x_{n}\right] .
$$

We can carry out the same construction, but we can assign a different grading to the ring $K\left[x_{0}, \cdots, x_{r+1}\right]$. Indeed, given an $(r+2)$-tuple of positive integers, say $\mathbf{w}=\left(w_{0}, \cdots, w_{r+1}\right)$, we can define the weighted degree with respect to $\mathbf{w}$, $\operatorname{deg}_{\mathbf{w}}$, of a monomial $\mathbf{x}^{\alpha}=x_{0}^{\alpha_{1}} \cdots x_{r+1}^{\alpha_{r+1}}$ by

$$
\operatorname{deg}_{\mathbf{w}} \mathbf{x}^{\alpha}=w_{0} \alpha_{0}+\cdots+w_{r+1} \alpha_{r+1}
$$

This ordering turns $K\left[x_{0}, \cdots, x_{r+1}\right]$ into a graded ring, and the corresponding space is called the weighted projective space with weight vector $\mathbf{w}$, which we denote by $\mathbb{P}_{K}(\mathbf{w})$. We can define a similar monomial ordering $<$ by first comparing the weighted degree, then order $x_{0}, x_{1}, \cdots, x_{r+1}$ lexiographically. The usual projective space is then a weighted projective space with weight vector equal to $(1,1, \cdots, 1)$.

From now on we will assume that the underlying field is $\mathbb{Q}$, unless otherwise stated. For brevity we put $\mathbb{P}(\mathbf{w})=\mathbb{P}_{\mathbb{Q}}\left(w_{0}, \cdots, w_{r+1}\right)$. We are not able to deal with general weighted projective spaces. Indeed, our arguments require at least two of the weights be equal to 1 . We shall assume that $w_{0}=w_{1}=1$. This will be made apparent in the proof of Theorem 4.2.1.

Let $I$ be the weighted homogeneous ideal generated by a primitive weighted homogeneous form

$$
F\left(x_{0}, \cdots, x_{r+1}\right) \in \mathbb{Z}\left[x_{0}, \cdots, x_{r+1}\right]
$$

of weighted degree $d$, and let $X$ be the corresponding hypersurface defined by $F$. Let the height of $F$, denoted by $\|F\|$, be the largest absolute value of the coefficients of $F$. Let $<$ be the monomial grading described earlier (see also Section 4.1), giving rise to the constants $a_{I, 0}, \cdots, a_{I, r+1}$ as in (4.1.4). Let $\mathbf{B}=\left(B_{0}, \cdots, B_{r+1}\right) \in \mathbb{R}^{r+2}$ be an $(r+2)$-tuple of real numbers of size at least 1 . Our goal is to count rational points $\mathbf{x}=\left(x_{0}, \cdots, x_{r+1}\right)$ on the hypersurface $X$, defined over $\mathbb{P}(\mathbf{w})$, such that

$$
\left|x_{i}\right| \leq B_{i}, 0 \leq i \leq r+1
$$

Let us write

$$
\begin{align*}
w & =w_{2} \cdots w_{r+1} \\
V & =B_{0} \cdots B_{r+1} \tag{4.0.1}
\end{align*}
$$

and

$$
\begin{equation*}
W=\left(B_{0}^{a_{I, 0}} \cdots B_{r+1}^{a_{I, r+1}}\right)^{\frac{r+1}{r}\left(\frac{w}{d}\right)^{1 / r}} \tag{4.0.2}
\end{equation*}
$$

Further, we will only be concerned with those rational points $\mathbf{x} \in X$ with integral representation $\left(x_{0}, \cdots, x_{r+1}\right)$ satisfying $\operatorname{gcd}\left(x_{0}, x_{1}\right)=1$. Note that any such integral representative is necessarily primitive. Let us write $X\left(\mathbb{Q} ; B_{0}, \cdots, B_{r+1}\right)=X(\mathbb{Q} ; \mathbf{B})$ for the set of rational points on $X$ with an integral representative $\left(x_{0}, \cdots, x_{r+1}\right)$ satisfying $\left|x_{i}\right| \leq B_{i}$ and $\operatorname{gcd}\left(x_{0}, x_{1}\right)=1$. Sometimes we will wish to count a subset of $X(\mathbb{Q} ; \mathbf{B})$ satisfying a certain set of congruence conditions. For each prime $p$, let us write $X_{p}$ for the hypersurface defined
by reducing $X$ modulo $p$, viewed as a variety over $\mathbb{F}_{p}$. Let $\mathcal{P}=\left\{p_{1}, \cdots, p_{t}\right\}$ be a set of primes, and let $\mathfrak{P}=\left(P_{1}, \cdots, P_{t}\right)$, with $P_{j} \in X_{p_{j}}$. Then we write

$$
X(\mathbb{Q} ; \mathbf{B} ; \mathfrak{P})=\left\{\mathbf{x} \in X(\mathbb{Q} ; \mathbf{B}): \mathbf{x} \equiv P_{j} \quad\left(\bmod p_{j}\right), 1 \leq j \leq t\right\}
$$

A hypersurface $X \subset \mathbb{P}(\mathbf{w})$ is geometrically integral if it is reduced and irreducible over the algebraic closure of $\mathbb{Q}$; see Hartshorne [50], p. 82 and p. 93.

We sketch the main ideas of the determinant method (and explaining its namesake) before moving on to stating our next theorem. The key idea is as follows. Suppose that $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$ contains many $S$ points. If $S$ is small with respect to some a prior agreed upon function of $\mathbf{B}$, then we simply use $S$ as a bound for $\# X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$. Otherwise, we choose a moderately large degree $u$ and consider the set of monomials $\left\{\mathbf{x}^{\alpha}: \operatorname{deg}_{\mathrm{w}} \boldsymbol{\alpha}=u\right\}$. The dimension of the span of these monomials is strictly smaller than the total number of monomials over $X$, since the vanishing of $F$ induces non-trivial linear relations on $X$. We then consider the Hilbert function $H_{I(X)}(u)$ to be the number of linearly independent monomials of degree $u$ over $I(X)$, the ideal generated by $X$ (see the next section). We choose a subset of monomials $M_{1}, \cdots, M_{s}$ where $s=H_{I(X)}(u)$, each of weighted degree $u$. Our choice of $u$ will be small enough so that $s<S$. Enumerate the points in $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$ as $\mathbf{x}_{1}, \cdots, \mathbf{x}_{S}$. Now consider the $s \times S$ matrix $\mathcal{M}$ where the $i j$-th entry is $M_{j}\left(\mathbf{x}_{i}\right)$. If the rank of $\mathcal{M}$ is less than $s$, then we can take a non-trivial vector $\mathbf{g}$ from its kernel with integer entries which defines a form of weighted degree $u$ vanishing on $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$. By the linear independence of the monomials $M_{i}$, we see that this form cannot vanish identically on $X$, so it gives rise to a hypersurface satisfactory for our purposes. In order to force the rank of $\mathcal{M}$ to be less than $s$, we will show that every $s \times s$ sub-matrix of $\mathcal{M}$ has vanishing determinant. The quality of this result depends heavily on the number of linearly independent monomials we have available per degree $u$, a point which we will return to later when we discuss Salberger's improvement.

To show that the rank of any $s \times s$ sub-matrix of $\mathcal{M}$ is less than $s$, we use the fact that the points in $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$ are congruent to each other modulo the primes $p_{1}, \cdots, p_{t}$. This means that given any $s \times s$ sub-matrix, say $\mathcal{M}^{\prime}$, we can perform column operations to show that the determinant of $\mathcal{M}^{\prime}$ is divisible by a large power of $p_{1}, \cdots, p_{t}$. The key to the argument is that after performing column operations, one can reach a state where there are few columns whose order of vanishing is small. This allows us a tremendous gain over the trivial estimate where $p_{1}, \cdots, p_{t}$ divides each column to the first power only. This in turn allows us to produce a very large divisor of $\operatorname{det} \mathcal{M}^{\prime}$, and we recall that $\operatorname{det} \mathcal{M}^{\prime}$ is an integer. By imposing conditions on $\mathfrak{P}$ so that this divisor is large with respect to the
upper bound for $\operatorname{det} \mathcal{M}^{\prime}$ imposed by the bounds $\mathbf{B}$, we can force $\operatorname{det} \mathcal{M}^{\prime}=0$ and since the argument is uniform for any $s \times s$ sub-matrix $\mathcal{M}^{\prime}$ of $\mathcal{M}$, we see that the rank of $\mathcal{M}$ is less than $s$, as desired.

We now state our generalization of the main theorem of the global determinant method to the case of weighted projective spaces where two of the weights are 1:

Theorem 4.0.1. Let $\mathbf{B}=\left(B_{0}, \cdots, B_{r+1}\right) \in \mathbb{R}^{r+2}$ be a vector of positive numbers of size at least 1 and let $\mathbf{w}=\left(1,1, w_{2}, \cdots, w_{r+1}\right)$ be a vector of positive integers. Let $X$ be a hypersurface in $\mathbb{P}(\mathbf{w})$ which is irreducible over $\mathbb{Q}$ and defined by a primitive weighted homogeneous form $F$ in $\mathbb{Z}\left[x_{0}, \cdots, x_{r+1}\right]$ of weighted degree d with respect to $\mathbf{w}$. Let $I=\langle F\rangle$ be the weighted homogeneous ideal generated by $F$. Let $\mathcal{P}$ be a finite set of primes and put

$$
\mathcal{Q}=\prod_{p \in \mathcal{P}} p
$$

For each prime $p$ in $\mathcal{P}$ let $P_{p}$ be a non-singular point in $X_{p}$ and put

$$
\mathfrak{P}=\left\{P_{p}: p \in \mathcal{P}\right\} .
$$

(a) Let $\varepsilon>0$. If

$$
W V^{\varepsilon} \leq \mathcal{Q} \leq W V^{2 \varepsilon}
$$

then there is a hypersurface $Y(\mathfrak{P})$ containing $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$, not containing $X$ and defined by a primitive form $G \in \mathbb{Z}\left[x_{0}, \cdots, x_{r+1}\right]$, whose weighted degree satisfies

$$
\begin{equation*}
\operatorname{deg} G=O_{d, r, \mathbf{w}, \varepsilon}(1) \tag{4.0.3}
\end{equation*}
$$

and whose height satisfies

$$
\begin{equation*}
\log \|G\|=O_{d, r, \mathbf{w}, \varepsilon}(\log V) \tag{4.0.4}
\end{equation*}
$$

(b) If $X$ is geometrically integral, then there exists a hypersurface $Y(\mathfrak{P})$ containing $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$, not containing $X$ and defined by a primitive form $G \in \mathbb{Z}\left[x_{0}, \cdots, x_{r+1}\right]$, whose degree satisfies

$$
\operatorname{deg} G=O_{\mathbf{w}, d, r}\left(\left(1+\mathcal{Q}^{-1} W\right) \log V \mathcal{Q}\right)
$$

The second part of Theorem 4.0.1 is a generalization of Salberger's Theorem 2.2 in [93] to the case of weighted projective hypersurfaces, and the first part is a generalization of

Salberger's Lemma 2.8 in [93]. Lemma 2.8 in [93] is itself an extension of Heath-Brown's Theorem 14 in [53]. In fact, both theorems are recovered if we set $\mathbf{w}=(1,1, \cdots, 1)$. We note that, unlike earlier formulations when $\mathcal{Q} \geq W V^{\varepsilon}$, the dependence of the logarithm of the height of $G$ on the degree $d$ and the dependence of the degree of $G$ on the degree $d$ of $F$ and the parameter $\varepsilon$ is explicit with the remaining constant depending only on the dimension $r$ and the weight vector $\mathbf{w}$.
M. Walsh was able to obtain an improved version of Theorem 1.1 of [93] in [103]. This corresponds to the case $\mathcal{P}=\emptyset$ in Theorem 4.0.1. His improvement was to show that one can obtain a saving of $\log (\|F\|+1)\|F\|^{-r^{-1} d^{-(r+1) / r}}$ on the estimate for the degree of the form $G$.

We will complete the proof of Theorem 4.0.1 in the next few sections.

In [94], Salberger devised an even more powerful version of the determinant method when the degree of $X$ is small compared to its dimension $r$. We have named this modification of the determinant method the Salberger improvement. We have noticed that Salberger's improvement can be applied to weighted projective spaces as well, which allows us to obtain a stronger version of Theorem 4.0.1 in certain settings.

We will give a quick description of Salberger's improvement here. As we mentioned before, a bottleneck of the $p$-adic determinant method is finding many monomials which are linearly independent over $X$. In general, one cannot do better than the Hilbert function $H_{I(X)}(u)$ for each degree $u$. However, Salberger, in [94], gave a brilliant construction which yielded many more monomials in certain situations. In particular, he showed that whenever the degree of the variety $X$ is sufficiently small with respect to its dimension, then one can construct more monomials than can be expected from the Hilbert function. We formalized his ideas and formulated the so-called trading ratio (see Section 4.5) $\lambda$, which depends only on the weight vector $\mathbf{w}$. For a given weight vector $\mathbf{w}$ and $w=w_{0} \cdots w_{n+1}$ with associated trading ratio $\lambda$, we put

$$
\mathfrak{S}(d, n, \mathbf{w})=\left(\frac{w}{d}\right)^{1 / n}\left(\left(\frac{d}{\lambda w}\right)^{1 /(n-1)}(n-1)+\lambda\right)
$$

We shall prove:
Theorem 4.0.2. Let $X$ be a weighted projective hypersurface in $\mathbb{P}(\mathbf{w})$ of degree $2 \leq d<$ $2^{r} w$. Let $\mathbf{B}=\left(B_{0}, \cdots, B_{n+1}\right) \in \mathbb{R}^{r+2}$ be a vector of positive numbers of size at least 1 . Let
$\varepsilon>0$ and $p_{1}, \cdots, p_{t}$ be distinct primes with

$$
\mathcal{Q}=p_{1} \cdots p_{t} \geq W^{\frac{n}{\Xi(d, n, \mathbf{w})}} V^{\varepsilon}
$$

For $i=1, \cdots, t$, let $P_{i}$ be a non-singular point on $X_{p_{i}}$. Then there exists a hypersurface $Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$ of degree bounded solely in terms of $\varepsilon$ which contains $X(\mathbb{Q} ; \mathbf{B})$ but does not contain $X$.

### 4.1 Hilbert functions on weighted projective varieties

In this section, we work out some basic notions of Hilbert functions and weighted homogeneous ideals needed for the rest of the paper. Salberger relied on the analogous results in the projective case for his results in [92].

Let $K$ be a fixed field of characteristic zero. We write $\boldsymbol{\alpha}=\left(\alpha_{0}, \cdots, \alpha_{r+1}\right)$ to denote a sequence of non-negative integers, and for $\mathbf{x}=\left(x_{0}, \cdots, x_{r+1}\right)$ we write

$$
\mathbf{x}^{\alpha}=x_{0}^{\alpha_{0}} \cdots x_{r+1}^{\alpha_{r+1}}
$$

Let $\mathbf{w}=\left(w_{0}, \cdots, w_{r+1}\right)$ be a weight vector and let $u$ be a non-negative integer. For a monomial $\mathbf{x}^{\alpha}=x_{0}^{\alpha_{0}} \cdots x_{r+1}^{\alpha_{r+1}}$, define the weighted degree of $\mathbf{x}^{\alpha}$ with respect to $\mathbf{w}$ to be

$$
\boldsymbol{\alpha} \cdot \mathbf{w}=\alpha_{0} w_{0}+\cdots+\alpha_{r+1} w_{r+1}
$$

We say a polynomial $F \in K\left[x_{0}, \cdots, x_{r+1}\right]$ is weighted homogeneous (with respect to w) of weighted degree $u$ if for each monomial $\mathbf{x}^{\alpha}$ that appears in $F$ with a non-zero coefficient, the weighted degree of $\mathrm{x}^{\alpha}$ is equal to $u$. This allows us to define the degree of a hypersurface $X$ in $\mathbb{P}(\mathbf{w})$, but not necessarily the degree of a subvariety of codimension greater than one. This will not be an issue since in our main application, we will embed such subvarieties explicitly into a lower dimensional weighted projective space, in which they will have codimension equal to one and so the definition for the hypersurface case applies. In other situations, we will rely on a pullback to a straight projective space where the notion of degree is well understood.

Define the set $K\left[x_{0}, \cdots, x_{r+1}\right]_{\mathbf{w}, u}$ to be the collection of weighted homogeneous polynomials with weight vector $\mathbf{w}$ whose weighted degree is equal to $u$. We say that $I \subset$ $K\left[x_{0}, \cdots, x_{r+1}\right]$ is a weighted homogeneous ideal (with respect to $\mathbf{w}$ ) if $I$ is generated
by a set of weighted homogeneous polynomials with respect to the weight vector $\mathbf{w}$. If $I \subset K\left[x_{0}, \cdots, x_{r+1}\right]_{\mathbf{w}}$ is a weighted homogeneous ideal with weight vector $\mathbf{w}$, then the set $I_{u}$ given by

$$
I_{u}=I \cap K\left[x_{0}, \cdots, x_{r+1}\right]_{\mathbf{w}, u}
$$

is a $K$-subspace of $K\left[x_{0}, \cdots, x_{r+1}\right]_{\mathbf{w}, u}$. Like in the projective case, we can define the Hilbert function of $I$ to be

$$
\mathcal{H}_{I}(u)=\operatorname{dim}_{K}\left(K\left[x_{0}, \cdots, x_{r+1}\right]_{\mathbf{w}, u} / I_{u}\right) .
$$

We can define a graded order < on $K\left[x_{0}, \cdots, x_{r+1}\right]$ by the following: for $\boldsymbol{\alpha}=\left(\alpha_{0}, \cdots, \alpha_{r+1}\right)$, $\boldsymbol{\beta}=\left(\beta_{0}, \cdots, \beta_{r+1}\right) \in \mathbb{Z}_{\geq 0}^{r+2}$ we have $\boldsymbol{\alpha}>\boldsymbol{\beta}$ if $w_{0} \alpha_{0}+\cdots+w_{r} \alpha_{r}+w_{r+1} \alpha_{r+1}>w_{0} \beta_{0}+\cdots+$ $w_{r} \beta_{r}+w_{r+1} \beta_{r+1}$. If there is a tie, i.e. $w_{0} \alpha_{0}+\cdots+w_{r+1} \alpha_{r+1}=w_{0} \beta_{0}+\cdots+w_{r+1} \beta_{r+1}$, then we take $\boldsymbol{\alpha}>\boldsymbol{\beta}$ if $\alpha_{r+1}-\beta_{r+1}>0$. If the weighted sums are equal and $\alpha_{r+1}=\beta_{r+1}$, then we compare $\alpha_{r}$ and $\beta_{r}$. This continues until we break the tie, so this ordering is a total order. Under this ordering, we can define the leading term of a given polynomial.

Definition 4.1.1. Suppose

$$
F\left(x_{0}, \cdots, x_{r+1}\right)=\sum_{\mathbf{w} \cdot \boldsymbol{\beta}=u} c_{\boldsymbol{\beta}} \mathbf{x}^{\boldsymbol{\beta}} \in K\left[x_{0}, \cdots, x_{r+1}\right]
$$

is a weighted homogeneous polynomial with respect to the weight vector $\mathbf{w}$ of weighted degree $u$. Suppose $\mathbf{x}^{\boldsymbol{\alpha}}$ is a monomial which appears in $F$ with non-zero coefficient and which is maximal with respect to the total order $<$. Then, we say that $\mathbf{x}^{\alpha}$ is the leading monomial of $F$. If we include the coefficient $c_{\boldsymbol{\alpha}}$ of $\mathbf{x}^{\boldsymbol{\alpha}}$, then $c_{\boldsymbol{\alpha}} \mathbf{x}^{\boldsymbol{\alpha}}$ is the leading term of $F$ which we write as $\operatorname{LT}(F)$.

Write $\langle\mathrm{LT}(I)\rangle$ to denote the ideal generated by the leading terms of polynomials in $I$. Our first result is the following:

Proposition 4.1.2. Let $I \subset K\left[x_{0}, \cdots, x_{r+1}\right]_{\mathbf{w}}$ be a weighted homogeneous ideal. Then $I$ has the same Hilbert function as $\langle\mathrm{LT}(I)\rangle$.

Proof. The argument is identical to Proposition 9 in Chapter 9 of [29].
Remark 4.1.3. The choice of the ordering $<$ does not matter in Proposition 4.1.2. Indeed, we will choose slightly different orderings when convenient.

We have

$$
\mathcal{H}_{I}(u)=\mathcal{H}_{\mathrm{LT}(I)}(u)
$$

With this characterization, we can define for each $i \in\{0,1, \cdots, r+1\}$

$$
\begin{equation*}
\sigma_{I, i}(u)=\sum_{\substack{\boldsymbol{\beta} \cdot \mathbf{w}=u \\ \mathbf{x}^{\beta} \notin \operatorname{LT}(I)}} \beta_{i} . \tag{4.1.1}
\end{equation*}
$$

From the definition of the Hilbert function, there are $\mathcal{H}_{I}(u)$ many monomials that are not the leading monomial of any polynomial in $I_{u}$. Thus, it follows immediately that

$$
w_{0} \sigma_{I, 0}(u)+\cdots+w_{r} \sigma_{I, r}(u)+w_{r+1} \sigma_{I, r+1}(u)=u \mathcal{H}_{I}(u) .
$$

Now by Theorem 3.4.4 in [36], the Hilbert series of a hypersurface generated by a form $F$ of weighted degree $d$ with respect to the weight vector $\mathbf{w}$ is given by

$$
\begin{equation*}
\frac{\left(1-x^{d}\right)}{\left(1-x^{w_{0}}\right) \cdots\left(1-x^{w_{r+1}}\right)} . \tag{4.1.2}
\end{equation*}
$$

From here on, we shall assume that our weight vector $\mathbf{w}$ has the property that the gcd of any $r+1$ of the weights is equal to 1 . This distinction will be automatic in the relevant weight vectors in our paper; see Theorem 4.2.1. Thus, by examining the poles of the function above we conclude that there is only one pole of order $r+1$, we see that the $u$-th coefficient is of the form

$$
\begin{equation*}
\mathcal{H}_{I}(u)=\frac{d u^{r}}{r!w_{0} \cdots w_{r+1}}+O_{\mathbf{w}, r}\left(d^{r+1}+d^{2} u^{r-1}\right)=\frac{d u^{r}}{r!w_{0} \cdots w_{r+1}}+O_{\mathbf{w}, r}\left(d^{r+1} u^{r-1}\right) \tag{4.1.3}
\end{equation*}
$$

where the constant in front of the big- $O$ term depends only on $w_{0}, \cdots, w_{r+1}$ and $r$.
The argument in the proof of our next result, Proposition 4.1.4, was inspired by a discussion on MathOverflow with Richard Stanley [97]. In particular, the construction of the generating function used below was suggested by Stanley.

Proposition 4.1.4. Let $K$ be a field of characteristic zero and $<$ be the graded monomial ordering as before. Suppose $F\left(x_{0}, \cdots, x_{r+1}\right) \in K\left[x_{0}, \cdots, x_{r+1}\right]$ has weighted degree $d$ with respect to $\mathbf{w}$ and leading monomial $\mathbf{x}^{\alpha}$. Set $I=\langle F\rangle$. Define $\sigma_{I, m}(u)$ as in (4.1.1). Then

$$
\sigma_{I, m}(u)=a_{I, m} u \mathcal{H}_{I}(u)+O_{\mathbf{w}, d, r}\left(u^{r}\right),
$$

where

$$
\begin{equation*}
a_{I, m}=\frac{d-w_{m} \alpha_{m}}{(r+1) w_{m} d} \tag{4.1.4}
\end{equation*}
$$

for $m=0,1, \cdots, r+1$.

Proof. Suppose that $\mathbf{x}^{\boldsymbol{\beta}}$ is a monomial of weighted degree $u$ with respect to the weight vector $\mathbf{w}$. Then $\mathbf{x}^{\boldsymbol{\beta}} \in\langle\operatorname{LT}(I)\rangle$ if and only if $\mathbf{x}^{\boldsymbol{\alpha}} \mid \mathbf{x}^{\boldsymbol{\beta}}$. Hence, we need to count those monomials $\mathbf{x}^{\boldsymbol{\beta}}=x_{0}^{\beta_{0}} \cdots x_{r+1}^{\beta_{r+1}}$ of weighted degree $u$ such that at least one of the exponents $\beta_{i}<\alpha_{i}$. Write $\sum^{*}$ to indicate a summation taken over those $\boldsymbol{\beta}=\left(\beta_{0}, \cdots, \beta_{r+1}\right) \in \mathbb{Z}_{\geq 0}^{r+2}$ such that $w_{0} \beta_{0}+\cdots+w_{r+1} \beta_{r+1}=u$ and that $\beta_{j}<\alpha_{j}$ for some $0 \leq j \leq r+1$. Our goal, then, is to evaluate the sum

$$
\sigma_{I, m}(u)=\sum^{*} \beta_{m}
$$

for each $0 \leq m \leq r+1$. To do this, let us define:

$$
T_{m}^{j}(u)=\sum_{\substack{\beta \cdot \mathbf{w}=u \\ \beta_{j}<\alpha_{j}}} \beta_{m} .
$$

We want to emphasize that the evaluation of $T_{m}^{j}(u)$ will vary based on whether $j \neq m$ or $j=m$. In fact, the terms $T_{m}^{m}(u)$ will be negligible. We address the former situation. Define the function

$$
G_{j, m}(x, y)=\frac{1+y^{w_{j}}+\cdots+y^{w_{j}\left(\alpha_{j}-1\right)}}{\left[\prod_{t \neq j, m}\left(1-y^{w_{t}}\right)\right]\left(1-x y^{w_{m}}\right)}
$$

for $j \neq m$. We then take the derivative with respect to $x$ and evaluate at $x=1$ to obtain

$$
\begin{equation*}
\left.\frac{d}{d x} G_{j, m}(x, y)\right|_{x=1}=\frac{\left(1+y^{w_{j}}+\cdots+y^{\left(\alpha_{j}-1\right) w_{j}}\right) y^{w_{m}}}{\left[\prod_{t \neq j, m}\left(1-y^{w_{t}}\right)\right]\left(1-y^{w_{m}}\right)^{2}} . \tag{4.1.5}
\end{equation*}
$$

Note that $T_{m}^{j}(u)$ is equal to the coefficient of $y^{u}$ in the series expansion of (4.1.5) around 0 . Since no $r+1$ of the weights have a common factor, it follows that for each root of unity $\zeta, \zeta$ is a root of at most $r+1$ factors in the denominator of (4.1.5). Hence there is a single pole of order $r+2$ at $y=1$.Since the highest order pole in (4.1.5) is $r+2$, its Laurent series around 0 is given by

$$
c_{-r-2} y^{-r-2}+c_{-r-1} y^{-r-1}+\cdots
$$

for complex coefficients $c_{t} \in \mathbb{C}$. Using Cauchy's integral formula, we can calculate the coefficient $c_{-r-2}$ :

$$
\frac{1}{2 \pi i} \oint \frac{(1-z)^{r+1}\left(1+z^{w_{j}}+\cdots+z^{w_{j}\left(\alpha_{j}-1\right)}\right) z^{w_{j}}}{\left(1-z^{w_{m}}\right)^{2} \prod_{t \neq j, m}\left(1-z^{w_{t}}\right)} d z
$$

and get that

$$
c_{-r-2}=\frac{\alpha_{j}}{w_{m}^{2} \prod_{t \neq j, m} w_{t}} .
$$

Thus, $T_{m}^{j}(u)$ is asymptotically given by

$$
\frac{\alpha_{j}}{w_{m}^{2} \prod_{t \neq j, m} w_{t}} \frac{u^{r+1}}{(r+1)!}
$$

for $j \neq m$, as $u \rightarrow \infty$. We now examine the contribution to $T_{m}^{j}(u)$ from other poles. From (4.1.5), it follows that each pole is a root of unity. Recall that there are no other poles of order $r+2$. The contribution from a pole $\zeta$ of order $k$ less than $r+2$ is given by

$$
\frac{1}{2 \pi i} \oint \frac{(\zeta-z)^{k-1}\left(1+z^{w_{j}}+\cdots+z^{w_{j}\left(\alpha_{j}-1\right)}\right) z^{w_{j}}}{\left(1-z^{w_{m}}\right)^{2} \prod_{t \neq j, m}\left(1-z^{w_{t}}\right)} d z
$$

The evaluation of this integral will depend on whether $\zeta$ is a $w_{t}$-th root of unity for $t \neq j$. To help us evaluate the integral, define

$$
\mathfrak{f}_{\zeta, t}(z)= \begin{cases}\frac{1}{1-z^{w_{t}}}, & \text { if } \zeta^{w_{t}} \neq 1 \\ \frac{\zeta-z}{1-z^{w_{t}}}, & \text { if } \zeta^{w_{t}}=1\end{cases}
$$

We now estimate $\mathfrak{f}_{\zeta, t}(\zeta)$ in both cases. Put $\zeta=e^{\frac{2 \pi i l}{n}}$ with $\operatorname{gcd}(l, n)=1$. Then

$$
\begin{aligned}
1-\zeta^{w_{t}} & =1-\cos \left(\frac{2 \pi w_{t} l}{n}\right)-i \sin \left(\frac{2 \pi w_{t} l}{n}\right) \\
& =2 \sin \left(\frac{\pi w_{t} l}{n}\right)\left(\sin \left(\frac{\pi w_{t} l}{n}\right)-i \cos \left(\frac{\pi w_{t} l}{n}\right)\right)
\end{aligned}
$$

The term in the parentheses on the right has absolute value one, and we have

$$
\left|2 \sin \left(\frac{\pi w_{t} l}{n}\right)\right| \geq 2 \sin (\pi / n)
$$

Moreover, $n \geq 2$, and on the interval $[0, \pi / 2] \sin (x)$ satisfies

$$
\sin (x) \geq \frac{2 x}{\pi}
$$

whence

$$
\left|2 \sin \left(\frac{\pi w_{t} l}{n}\right)\right| \geq \frac{4}{n} .
$$

Therefore, in this case, we have

$$
\left|\mathfrak{f}_{\zeta, t}(\zeta)\right| \leq \frac{n}{4}
$$

In the second case, we put $\eta$ for a primitive $w_{t}$-th root of unity, and put $\zeta=\eta^{l}$ for some $1 \leq l \leq w_{t}-1$. Then we make the observation that

$$
\prod_{\substack{1 \leq s \leq w_{t} \\ s \neq l}}\left(\zeta-\eta^{s}\right)=n \zeta^{n-1}
$$

Thus, in this case, we have $\left|\mathfrak{f}_{\zeta, t}(\zeta)\right|=n^{-1}$.
Next, we deal with the numerator $\mathfrak{g}(z)=1+z^{w_{j}}+\cdots+z^{w_{j}\left(\alpha_{j}-1\right)}$. We note that if $\mathfrak{g}(\zeta) \neq 0$, then we can simply bound from above by the triangle inequality to obtain the upper bound $\alpha_{j}$. Otherwise we make the observation that the contribution to the residue is equal to evaluating

$$
\mathfrak{g}(z)(z-\zeta)^{-1}
$$

at $z=\zeta$, which is equivalent to evaluating $\mathfrak{g}^{\prime}(z)=w_{j} z^{w_{j}-1}+\cdots+w_{j}\left(\alpha_{j}-1\right) z^{w_{j}\left(\alpha_{j}-1\right)-1}$ at $z=\zeta$. The latter is readily seen to be bounded from above by $\frac{w_{j} \alpha_{j}\left(\alpha_{j}-1\right)}{2}$.

Combining these estimates, we see that order of magnitude of the residue does not exceed

$$
\frac{w_{j} \alpha_{j}\left(\alpha_{j}-1\right)}{2} n^{r+2-2 k}
$$

Therefore, the contribution to $T_{m}^{j}(u)$ from each pole of order $k$ is at most

$$
\frac{w_{j} \alpha_{j}\left(\alpha_{j}-1\right) n^{r+2-2 k}}{2} \frac{u^{k}}{k!} .
$$

Note that $n$ is bounded above by the maximum of the $w_{t}$ 's and bounded from below by the minimum of the $w_{t}$ 's and 2. Moreover, $\alpha_{j}$ is bounded from above by $d$. We have thus obtained an acceptable error term as stated in the proposition.

For the case $j=m$, we put

$$
G_{m, m}(x, y)=\frac{1+x y^{w_{m}}+\cdots+\left(x y^{w_{m}}\right)^{\alpha_{m}-1}}{\prod_{t \neq m}\left(1-y^{w_{t}}\right)}
$$

so that

$$
\begin{equation*}
\left.\frac{d}{d x} G_{m, m}(x, y)\right|_{x=1}=\frac{y+2 y^{2}+\cdots+\left(\alpha_{m}-1\right) y^{\alpha_{m}-1}}{\prod_{t \neq m}\left(1-y^{w_{t}}\right)} \tag{4.1.6}
\end{equation*}
$$

The pole at $y=1$ is only of order $r+1$ as opposed to $r+2$. By examining the Laurent series of (4.1.6) and evaluating the $-(r+1)$-th coefficient, we see that the contribution from the pole of order $(r+1)$ is equal to

$$
\frac{\alpha_{m}\left(\alpha_{m}-1\right)}{\prod_{t \neq m} w_{t}} \frac{u^{r}}{r!}
$$

Observe that the coefficient is bounded from above by $d^{2}$. The lower order poles can be analyzed as before, so we omit this step.

We now consider sums of the form

$$
\sum^{\natural} \beta_{m}
$$

where the symbol $\sum^{\natural}$ indicates the sum is taken over those $\beta$ such that there exist at least two indices $i, j$ for which $\beta_{i}<\alpha_{i}$ and $\beta_{j}<\alpha_{j}$. Noting that $\alpha_{j} \leq d$ for $0 \leq j \leq r+1$ we see that the contribution from these sums is at most $C_{3}(\mathbf{w}, r) d^{2} u^{r}$, where $C_{3}(\mathbf{w}, r)$ is a number which depends on $\mathbf{w}$ and $r$ only. The existence of such a $C_{3}(\mathbf{w}, r)$ follows from analyzing the order of poles as above and applying Cauchy's integral formula as above. Thus, by the inclusion exclusion principle, we see that for $0 \leq m \leq r+1$

$$
\begin{aligned}
\sigma_{I, m}(u) & =\sum_{0 \leq j \leq r+1} T_{m}^{j}(u)+O_{\mathbf{w}, d, r}\left(u^{r}\right) \\
& =\frac{1}{w_{m} \prod_{t=0}^{r+1} w_{t}}\left(\frac{w_{0} \alpha_{0} u^{r+1}}{(r+1)!}+\cdots+\frac{w_{r+1} \alpha_{r+1} u^{r+1}}{(r+1)!}-\frac{w_{m} \alpha_{m} u^{r+1}}{(r+1)!}\right)+O_{\mathbf{w}, d, r}\left(u^{r}\right) \\
& =\frac{\left(d-w_{m} \alpha_{m}\right) u^{r+1}}{(r+1)!w_{m} \prod_{t=0}^{r+1} w_{t}}+O_{\mathbf{w}, d, r}\left(u^{r}\right)
\end{aligned}
$$

Now, recall that $u \mathcal{H}_{I}(u)=\frac{d u^{r+1}}{r!\prod_{t=0}^{r+1} w_{t}}+O_{\mathbf{w}, d, r}\left(u^{r}\right)$, and hence we have, for $0 \leq m \leq r+1$,

$$
\sigma_{I, m}(u)=\frac{d-w_{m} \alpha_{m}}{(r+1) w_{m} d} u \mathcal{H}_{I}(u)+O_{\mathbf{w}, d, r}\left(u^{r}\right)
$$

This completes the proof of Proposition 4.1.4.

### 4.2 Large divisors of the determinant

Our next theorem produces a prime power divisor of a determinant of the form $\operatorname{det}\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$, where $M_{1}, \cdots, M_{s}$ are monomials of the same weighted degree and where $\boldsymbol{\xi}_{l} \in \mathbb{Z}^{r+2}$,
$1 \leq l \leq s$ are all congruent to a point $P \in X_{p}$. The additional assumption that these tuples are congruent to some point $P \in X_{p}$ as opposed to the weaker assumption that they are merely congruent modulo $p$ gives the extra geometric information that allows us to produce a divisor which is larger. Indeed, if we assume only that $\boldsymbol{\xi}_{l} \equiv \boldsymbol{\xi}_{j}(\bmod p)$ for $1 \leq j, l \leq s$, then by taking differences of columns we can produce a factor of $p$ in each column, thereby allowing us to conclude that $p^{s-1} \mid \operatorname{det}\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$. However, our next theorem shows that for sufficiently large $s$, we can produce a larger power of $p$ which divides $\operatorname{det}\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$. We aim to establish the following:

Theorem 4.2.1. Let $\mathbf{w}=\left(1,1, w_{2}, \cdots, w_{r+1}\right)$ be a weight vector, $p$ be a prime, $X$ be a hypersurface of degree d in $\mathbb{P}(\mathbf{w})$, and $P$ be an $\mathbb{F}_{p}$ point of multiplicity $m_{P}$ on $X_{p}$. Suppose there are $s$ distinct primitive $(r+2)$-tuples of integers on $X$

$$
\boldsymbol{\xi}_{1}, \cdots, \boldsymbol{\xi}_{s}
$$

with reduction $P$, such that $\operatorname{gcd}\left(\xi_{0, l}, \xi_{1, l}\right)=1$ for $1 \leq l \leq s$. If $M_{1}, \cdots, M_{s}$ are monomials in $\left(x_{0}, \cdots, x_{r+1}\right)$ of the same weighted degree, then there exists a positive number $\kappa(d, r)$, depending on $d$ and $r$, such that the determinant of the $s \times s$ matrix $\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$ is divisible by $p^{N}$, where

$$
N>\left(\frac{r!}{m_{P}}\right)^{\frac{1}{r}} \cdot \frac{r}{r+1} \cdot s^{1+\frac{1}{r}}-\kappa(d, r) s .
$$

If $P$ is non-singular, so $m_{P}=1$, then there exists a positive number $\kappa^{\prime}(r)$, depending only on $r$, such that

$$
N>(r!)^{1 / r} \frac{r}{r+1} s^{1+\frac{1}{r}}-\kappa^{\prime}(r) s .
$$

We will prove Theorem 4.2 .1 by means of the next two propositions; corresponding to Lemmas 2.3 and 2.4 respectively in [92]. We note here that for the proof of Theorem 4.2.1 we require that two of the weights be 1 . This is the only part of the paper where we need to make such an assumption.

We remark that this restriction can be removed if we a priori pick monomials whose weighted degrees are a multiple of the least common multiple of all of the weights, and indeed this opens up the possibility to extend the determinant method to all weighted projective spaces. However the extra technical details take us too far afield in the present paper. We would like to return to this issue in the future.

Proposition 4.2.2. Let $\mathbf{w}=\left(1,1, \cdots, w_{r+1}\right)$ be a weight vector, $X$ a hypersurface of weighted degree $d$ in $\mathbb{P}(\mathbf{w})$, $p$ a prime and $P$ an $\mathbb{F}_{p}$-point of multiplicity $m_{P}$ on $X_{p}$. Write
$A$ for the local ring of regular functions at $P$ and $\mathfrak{m}$ for the maximal ideal of $A$. For each positive integer $t$ put $g_{X, P}(t)=\operatorname{dim}_{A / \mathfrak{m}} \mathfrak{m}^{t} / \mathfrak{m}^{t+1}$. Then, we have

$$
g_{X, P}(t)=\frac{m_{P} t^{r-1}}{(r-1)!}+O_{d, r}\left(t^{r-2}\right)
$$

If $m_{P}=1$, then we obtain the more refined assertion that

$$
g_{X, P}(t)=\frac{t^{r-1}}{(r-1)!}+O_{r}\left(t^{r-2}\right)
$$

Proof. Write $\mathcal{B}=\bigoplus_{t \geq 0}\left(\mathfrak{m}^{t} / \mathfrak{m}^{t+1}\right)$. By definition, the projectivized tangent cone at $P$ is defined to be the $\operatorname{Proj}(\mathcal{B})$, see Exercise III-29 in [37]. Since $A / \mathfrak{m} \cong \mathbb{F}_{p}$ is a field, it follows that $g_{X, P}(t)$ is precisely the Hilbert function of the projectivized tangent cone at $P$, say $W_{P}$. Note that $W_{P}$ is a subvariety of the Zariski tangent space of $X$ at $P$, which is isomorphic to $\mathbb{P}_{\mathbb{F}_{p}}^{r}$. Hence, we can consider the homogeneous ideal of $W_{P}$, which is generated by $C_{4}(d, r)$ many forms; see III. 3 of [80]. Note that this bound depends only on $d$ and $r$. Following Lemma 1 of [18], we may choose a Groebner basis of forms of degree $C_{5}(d, r)$ for the homogeneous ideal of $W_{P}$. By Proposition 4.1.2, the Hilbert function does not change if we replace this ideal with the ideal generated by its leading terms. Hence, there are only finitely many candidates for Hilbert functions of $W_{P}$ for points $P$ of multiplicity $m_{P}=O_{\mathbf{w}, d}(1)$. More precisely, the number of candidates is bounded by the number of monomials in $r-1$ variables of degree at most $C_{5}(d, r)$. Thus, there are at most $C_{6}(d, r)$ such functions.

Let us now fix a particular

$$
g_{X, P}(t)=\frac{m_{P} t^{r-1}}{(r-1)!}+O_{P, r}\left(t^{r-2}\right)
$$

To obtain the estimate for the coefficient in front of the big- $O$ term, one notes that there exists a polynomial $Q(x)$ with integer coefficients with $Q(1) \neq 0$ such that the Hilbert series of the projectivized tangent cone is given by

$$
\frac{Q(x)}{(1-x)^{r}},
$$

see Chapter 9 of [29]. From here we see from Proposition 4.1.4 that the error term is at most an absolute constant times $m_{P}^{r-1}$. Since $m_{P}=O_{\mathbf{w}, d}(1)$, the claim follows.

If $m_{P}=1$, then it is known (see III. 3 in [80]) that the ideal of the tangent cone at $P$ is generated by a single polynomial of degree 1 . Hence, we can replace $C_{4}(d, r), C_{5}(d, r)$, and $C_{6}(d, r)$ with numbers that depend at most on $r$.

We shall denote by $\mathbb{Z}_{p}$ the ring of $p$-adic integers. Let $R$ be a commutative noetherian local ring containing $\mathbb{Z}_{p}$ as a subring, $\mathcal{R}=R / p R$, and $\mathfrak{m}$ be the maximal ideal of $\mathcal{R}$. We then have the following proposition:

Proposition 4.2.3. Let $\left(n_{l}(\mathcal{R})\right)_{l=1}^{\infty}$ be the non-decreasing sequence of integers $t \geq 0$, where $t$ occurs exactly $\operatorname{dim}_{\mathcal{R} / \mathfrak{m}} \mathfrak{m}^{t} / \mathfrak{m}^{t+1}$ times. Let $r_{1}, \cdots, r_{s}$ be elements of $R$ and $\varphi_{1}, \cdots, \varphi_{s}$ be ring homomorphisms from $R$ to $\mathbb{Z}_{p}$. Then, the determinant of the $s \times s$ matrix $\left(\varphi_{i}\left(r_{j}\right)\right)$ is divisible by $p^{A(s)}$ for $A(s)=n_{1}(\mathcal{R})+\cdots+n_{s}(\mathcal{R})$.

Proof. This is the same as the proof of Lemma 2.4 in [92].
Proof. (Theorem 4.2.1) Let $R$ be the local ring of $X$ over $\mathbb{Z}_{p}$ at the point $P$ with respect to the weight vector $\mathbf{w}=\left(1,1, w_{2}, \cdots, w_{r+1}\right)$ and $\mathcal{R}=R / p R$. Since $\operatorname{gcd}\left(x_{0}, x_{1}\right)=1$, there exists some index $j=0,1$ such that $p \nmid x_{j}$. Without loss of generality, suppose that $p \nmid x_{0}$. Then we can replace $M_{j}\left(x_{0}, \cdots, x_{r+1}\right)$ with

$$
M_{j}\left(1, \frac{x_{1}}{x_{0}}, \frac{x_{2}}{x_{0}^{w_{2}}}, \cdots, \frac{x_{r+1}}{x_{0}^{w_{r+1}}}\right)
$$

without changing the $p$-adic valuation of $\operatorname{det}\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$. These rational functions are elements of $R$. We consider the evaluation maps at the points $\boldsymbol{\xi}_{1}, \cdots, \boldsymbol{\xi}_{s}$, which are homomorphisms from $R$ to $\mathbb{Z}_{p}$. Since $\mathbb{Z}_{p} \subset R$, the conditions for the ring appearing in Proposition 4.2.3 is satisfied. Thus it follows that

$$
p^{A(s)} \mid \Delta .
$$

It remains to estimate $A(s)$. Let $g=g_{X, P}$ be as in proposition 4.2.2 and set $G(t)=$ $g(0)+g(1)+\cdots+g(t)$. Since $g(t)=m_{P} t^{r-1} /(r-1)!+O_{d, r}\left(t^{r-2}\right)$, it follows that

$$
G(t)=\frac{m_{P} t^{r}}{r!}+O_{d, r}\left(t^{r-1}\right)
$$

By the definition of $g$ and $\left(n_{l}(\mathcal{R})\right)$, it follows that

$$
A(G(t))=g(1)+\cdots+t g(t)=\frac{m_{P} t^{r+1}}{(r+1)(r-1)!}+O_{d, r}\left(t^{r}\right)
$$

and explicitly we have

$$
\begin{aligned}
\left(\frac{r!}{m_{P}}\right)^{\frac{1}{r}} G(t)^{1+\frac{1}{r}} & =\left(\frac{r!}{m_{P}}\right)^{\frac{1}{r}}\left(\frac{m_{P} t^{r}}{r!}+O_{d, r}\left(t^{r-1}\right)\right)^{1+\frac{1}{r}} \\
& =\frac{m_{P} t^{r+1}}{r!}+O_{d, r}\left(t^{r}\right)
\end{aligned}
$$

Multiplying by $r /(r+1)$ gives

$$
A(G(t))=\left(\frac{r!}{m_{P}}\right)^{\frac{1}{r}}\left(\frac{r}{r+1}\right) G(t)^{1+\frac{1}{r}}+O_{d, r}(G(t))
$$

since $t^{r}=O_{\mathbf{w}, d, r}(G(t))$. The fact that

$$
A(s)=\left(\frac{r!}{m_{P}}\right)^{\frac{1}{r}}\left(\frac{r}{r+1}\right) s^{1+\frac{1}{r}}+O_{d, r}(s)
$$

follows from the observation that if $t$ is the unique integer such that $G(t-1)<s \leq G(t)$, then

$$
0 \leq A(G(t))-A(s) \leq t g(t) \leq \frac{m_{P} t^{r}}{(r-1)!}+O_{d, r}\left(t^{r-1}\right) \leq r s+O_{d, r}\left(s^{1-\frac{1}{r}}\right)
$$

and

$$
0 \leq G(t)^{1+\frac{1}{r}}-s^{1+\frac{1}{r}} \leq G(t)^{1+\frac{1}{r}}-G(t-1)^{1+\frac{1}{r}}=O_{d, r}\left(t^{r}\right)=O_{d, r}(s)
$$

If $m_{P}=1$, then by Proposition 4.2 .2 the constants in front of the error terms may be replaced with a number which depends on $r$ only.

We now proceed to give estimates for products of various 'bad' primes with respect to a geometrically integral hypersurface $X \subset \mathbb{P}(\mathbf{w})$.

Definition 4.2.4. Let $X$ be a geometrically integral hypersurface in $\mathbb{P}(\mathbf{w})$ of degree $d$. We write $\pi_{X}$ for the product of all primes $p$ for which $X_{p}$ is not geometrically integral.

Let us denote by $R_{r+1}(d)$ the number of distinct monomials in $x_{0}, \cdots, x_{r+1}$ of weighted degree $d$ with respect to the weight vector $\mathbf{w}=\left(1,1, w_{2}, \cdots, w_{r+1}\right)$.

The next lemma allows us to capture whether a given polynomial is irreducible over $\overline{\mathbb{Q}}$ or not by considering a finite set of universal polynomials. This was first proved by Salberger in [92], and Lemma 4.2 .5 below is essentially the same as Lemma 1.8 in [93], except
over weighted projective space.
Denote by $\mathcal{S}_{d}$ the set of vectors $\boldsymbol{\beta} \in \mathbb{Z}_{\geq 0}^{r+2}$ such that $\boldsymbol{\beta} \cdot \mathbf{w}=d$. Note that

$$
\# \mathcal{S}_{d}=R_{r+1}(d)
$$

Let the elements in $\mathcal{S}_{d}$ be enumerated by $\boldsymbol{\beta}_{1}, \cdots, \boldsymbol{\beta}_{R_{r+1}(d)}$.
Lemma 4.2.5. Let d be a positive integer. Then there exists a finite set of universal forms

$$
\Phi_{1}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right), \cdots, \Phi_{t}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right),
$$

with the following property. Whenever the variables $a_{j}$ take values in a field $K$, the form

$$
F\left(x_{0}, \cdots, x_{r+1}\right)=\sum_{j=1}^{R_{r+1}(d)} a_{j} \mathbf{x}^{\boldsymbol{\beta}_{j}}
$$

is absolutely irreducible over $K$ if and only if $\Phi_{i}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right) \neq 0$ in $K$ for some $i \in\{1, \cdots, t\}$.

Proof. First, we remark that weighted projective space can be realized as an abstract projective scheme by considering a grading corresponding to its weight vector. See Miles Reid's course notes [88]. Thus, let $\mathbb{H}_{k}$ denote the Hilbert scheme of degree $k$ hypersurfaces in $\mathbb{P}(\mathbf{w})$. Since these hypersurfaces are defined by polynomials of degree $k$, there is a natural morphism between $\mathbb{H}_{k} \times \mathbb{H}_{d-k}$ and $\mathbb{H}_{d}$. Let $v_{k}$ denote this morphism. Then,

$$
F\left(x_{0}, \cdots, x_{r+1}\right)=\sum_{j=1}^{R_{r+1}(d)} a_{j} \mathbf{x}^{\boldsymbol{\beta}_{j}}
$$

has a factor over $K$ of degree $k$ if and only if the corresponding $K$-point on $\mathbb{H}_{d}$ lies in $v_{k}\left(\mathbb{H}_{k} \times \mathbb{H}_{d-k}\right)$. Also, since $\mathbb{H}_{k} \times \mathbb{H}_{d-k}$ is a projective scheme, $v_{k}\left(\mathbb{H}_{k} \times \mathbb{H}_{d-k}\right)$ must be a closed subset of $\mathbb{H}_{d}$ by the main theorem in elimination theory in Chapter 3, Section 1 of [29]. The union of $v_{k}\left(\mathbb{H}_{k} \times \mathbb{H}_{d-k}\right)$ over $k=1, \cdots, d-1$ must be a closed subset of $\mathbb{H}_{d}$ defined by a finite set of forms

$$
\Phi_{1}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right), \cdots, \Phi_{t}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right)
$$

over $\mathbb{Z}$ such that $F$ is absolutely irreducible over $K$ if and only if $\Phi_{i}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right)=0$ for all $1 \leq i \leq t$ in $K$. This completes the proof.

The next lemma gives an upper bound for $\pi_{X}$ in the case when $X(\mathbb{Q} ; \mathbf{B})$ is not contained in another hypersurface of the same degree as $X$.

Lemma 4.2.6. Let $X \subset \mathbb{P}(\mathbf{w})$ be a geometrically integral hypersurface of degree $d$ and $\mathbf{B}=\left(B_{0}, \cdots, B_{r+1}\right) \in \mathbb{R}_{\geq 1}^{r+2}$. Then one of the following statements hold:
(a) $X(\mathbb{Q} ; \mathbf{B})$ lies in a hypersurface $Y \neq X$ of degree $d$,
(b) $\log \pi_{X}=O_{\mathbf{w}, d, r}(1+\log V)$.

Proof. Let $F\left(x_{0}, \cdots, x_{r+1}\right)=\sum_{j=1}^{R_{r+1}(d)} a_{j} \mathbf{x}^{\boldsymbol{\beta}_{j}}$ be a primitive integral form defining $X$ and

$$
\Phi_{1}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right), \cdots, \Phi_{t}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right)
$$

be the values of the universal forms in Lemma 4.2 .5 of the coefficients $a_{j}$ of $F$. Then $\Phi_{i}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right) \neq 0$ for some $i \in\{1, \cdots, t\}$, as $X$ is geometrically integral. By applying Lemma 4.2.5 to $F_{p}$, which is $F$ reduced modulo $p$, and setting $K=\overline{\mathbb{F}_{p}}$ for the prime factors $p$ of $\Phi_{i}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right)$, we see that $\pi_{X}$ is a factor of $\Phi_{i}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right)$. Note that the degree $D$ of $\Phi_{i}$ and the height $\left\|\Phi_{i}\right\|$ are bounded in terms of $d$ and $r$. Write $S=\# X(\mathbb{Q} ; \mathbf{B})$ and $s=R_{r+1}(d)$. Form the $S \times s$ matrix $\mathcal{M}$, where the rows correspond to the points $\mathbf{x}_{1}, \cdots, \mathbf{x}_{S} \in X(\mathbb{Q} ; \mathbf{B})$ and the columns correspond to the monomials of weighted degree d. Then the vector $\mathbf{f} \in \mathbb{Z}^{s}$ corresponding to the coefficients of $F$ satisfies $\mathcal{M} \mathbf{f}=\mathbf{0}$, whence the rank of $\mathcal{M}$ is at most $s-1$. Let $s^{\prime} \leq s-1$ denote the rank of $\mathcal{M}$. Then, for any $\left(s^{\prime}+1\right) \times\left(s^{\prime}+1\right)$ minor $\mathcal{M}^{\prime}$ of $\mathcal{M}$, we have $\operatorname{det} \mathcal{M}^{\prime}=0$, while there exists some $s^{\prime} \times s^{\prime}$ minor $\mathcal{M}^{\prime \prime}$ of $\mathcal{M}$ such that $\operatorname{det} \mathcal{M}^{\prime \prime} \neq 0$. Without loss of generality, assume that $\mathcal{M}^{\prime \prime}$ consisting of the first $s^{\prime}$ columns and $s^{\prime}$ rows of $\mathcal{M}$ is such that $\operatorname{det} \mathcal{M}^{\prime \prime} \neq 0$. Then, by taking the $\left(s^{\prime}+1\right) \times\left(s^{\prime}+1\right)$ minor $\mathcal{M}^{\prime}$ consisting of the first $s^{\prime}+1$ columns and $s^{\prime}+1$ rows of $\mathcal{M}$, we have that

$$
\begin{equation*}
\operatorname{det} \mathcal{M}^{\prime}=0 \tag{4.2.1}
\end{equation*}
$$

Expanding $\operatorname{det} \mathcal{M}^{\prime}$ along the right most column of $\mathcal{M}^{\prime}$, we see that (4.2.1) implies that there exists an integral vector $\mathbf{g} \in \mathbb{Z}^{s}$, whose entries are at most $V^{d s}$, such that $\mathcal{M g}=\mathbf{0}$. Let $G$ be the corresponding weighted form. Note that $G$ is not the zero form and has degree $d$. Further, $G$ vanishes on $X(\mathbb{Q} ; \mathbf{B})$. Hence, if (a) does not hold, $G$ must be a constant multiple of $F$. Thus, it follows that

$$
\begin{equation*}
\|F\| \ll\left(R_{r+1}(d)\right)!V^{d R_{r+1}(d)} \tag{4.2.2}
\end{equation*}
$$

where the implied constant is absolute. Therefore, there exists $C_{7}(\mathbf{w}, d, r)$ such that

$$
\left|\Phi_{i}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right)\right|=O_{\mathbf{w}, d, r}\left(V^{C_{7}(\mathbf{w}, d, r)}\right)
$$

Since $\pi_{X}$ divides $\Phi_{i}\left(a_{1}, \cdots, a_{R_{r+1}(d)}\right)$, we have

$$
\log \pi_{X}=O_{\mathbf{w}, d, r}(1+\log V)
$$

if (a) does not hold, as desired.

### 4.3 Proof of Theorem 4.0.1: Preliminaries

In the next two sections we complete the proof of Theorem 4.0.1. We have chosen to give arguments similar to those given by Salberger to prove his Lemma 1.4 in [93], which is stated as Lemma 4.3.1 below. The argument in the proof of Lemma 4.3 .1 is essentially the same as the proof of Lemma 1.4 in [93]; Walsh also proved a similar result in [103].

For a given point $P$ on $X_{p}$ let $m_{P}$ denote the multiplicity of $P$. Next, let us write $n_{p}=\sum_{P} m_{P}$, where the sum is over all points $P \in X_{p}$.

Lemma 4.3.1. Let $X$ be a geometrically integral hypersurface in $\mathbb{P}(\mathbf{w})$ of degree $d$ defined by a primitive form $F$, and let $p$ be a prime for which $X_{p}$ is geometrically integral. Suppose there exist s primitive $(r+2)$-tuples of integers

$$
\boldsymbol{\xi}_{1}, \cdots, \boldsymbol{\xi}_{s}
$$

representing elements of $X(\mathbb{Q} ; \mathbf{B})$. Let $M_{1}, \cdots, M_{s}$ be monomials in $\left(x_{0}, \cdots, x_{r+1}\right)$ with integer coefficients and the same weighted degree. Then, there is a positive number $\kappa(d, r)$ which depends on $d$ and $r$, such that the determinant of the $s \times s$ matrix formed by the entries $M_{j}\left(\boldsymbol{\xi}_{l}\right)$ is divisible by $p^{N}$ with

$$
N>(r!)^{1 / r} \frac{r}{r+1} \frac{s^{1+1 / r}}{n_{p}^{1 / r}}-\kappa(d, r) s
$$

Remark 4.3.2. The number $\kappa(d, r)$ is the same as in Theorem 4.2.1.
Proof. Let $P$ be an $\mathbb{F}_{p}$-point on $X_{p}$. Write $I_{P} \subset\{1, \cdots, s\}$ for the set of indices $l$ such that $\boldsymbol{\xi}_{l}+p \mathbb{Z}^{r+2}$ represents $P$, and write $s_{P}=\# I_{P}$. Then, by Theorem 4.2.1, there exists a non-negative integer

$$
\begin{equation*}
N_{P}>\left(\frac{r!}{m_{P}}\right)^{1 / r} \frac{r}{r+1} s_{P}^{1+1 / r}-\kappa(d, r) s_{P} \tag{4.3.1}
\end{equation*}
$$

such that $p^{N_{P}} \mid \operatorname{det}\left(\mathcal{M}_{P}\right)$, where $\mathcal{M}_{P}$ is a $s_{P} \times s_{P}$ submatrix of $\mathcal{M}$ with second indices $l \in I_{P}$. By Laplace expansion, we can express $\Delta$ as follows:

$$
\Delta=\sum \operatorname{sgn}\left(\mathcal{M}_{P}, \mathcal{M}_{P}^{\prime}\right) \operatorname{det}\left(\mathcal{M}_{P}\right) \operatorname{det}\left(\mathcal{M}_{P}^{\prime}\right)
$$

where the sum is over all $s_{P} \times s_{P}$ minors $\mathcal{M}_{P}$ along the indices in $I_{P}$ and $\mathcal{M}_{P}^{\prime}$ is the complementary minor of $\mathcal{M}_{P}$. We can iterate this process with each $\mathcal{M}_{P}^{\prime}$, which consists of rows with indices in the set $\{1, \cdots, s\} \backslash I_{P}$. Each iteration yields a divisor of $\Delta$ which is independent of $p^{N_{P}}$. Hence, we get that $p^{N} \mid \Delta$, where

$$
N=\sum_{P} N_{P}>(r!)^{1 / r} \frac{r}{r+1} \sum_{P} \frac{s_{P}^{1+1 / r}}{m_{P}^{1 / r}}-\kappa(d, r) s
$$

By Hölder's inequality, we get that

$$
s=\sum_{P} s_{P} \leq\left(\sum_{P} m_{P}\right)^{1 /(r+1)}\left(\sum_{P} \frac{s_{P}^{1+1 / r}}{m_{P}^{1 / r}}\right)^{r /(r+1)} .
$$

Re-arranging, we obtain

$$
\sum_{P} \frac{s_{P}^{1+1 / r}}{m_{P}^{1 / r}} \geq \frac{s^{1+1 / r}}{n_{p}^{1 / r}}
$$

Thus, we have that

$$
N \geq(r!)^{1 / r} \frac{r}{r+1} \frac{s^{1+1 / r}}{n_{p}^{1 / r}}-\kappa(d, r) s
$$

as desired.

We now draw on some results of Lang and Weil in [74] on the number of points of algebraic varieties over finite fields. Let us define $X_{p, \text { sing }}$ to be the singular locus of $X_{p}$. Let $X_{p, j}$ be the zero locus of the partial derivative $\frac{\partial F}{\partial x_{j}}$ over $\mathbb{F}_{p}$. Then $X_{p, \operatorname{sing}} \subset X_{p} \cap X_{p, j}$ for each $j=0, \cdots, r+1$. In particular, $X_{p, \text { sing }}$ has co-dimension at least one in $X_{p}$ since the partial derivatives of $F$ do not all vanish identically. By example 4 on page 130 of [7], both $X_{p}$ and $X_{p, j}$ arise as quotients under the same action of hypersurfaces of degree $d$ and $d-1$ respectively over $\mathbb{P}^{r+1}\left(\mathbb{F}_{p}\right)$, thus the usual Bézout's theorem gives an upper bound for the number of components in $X_{p, \text { sing }}$ as well as its degree. Therefore, the sum of the degrees of the irreducible components of $X_{p, \text { sing }}$ is bounded in terms of $d$ and $r$. Hence, by

Lemma 1 in [74], we have $\# X_{p, \text { sing }}\left(\mathbb{F}_{p}\right)=O_{\mathbf{w}, d, r}\left(p^{r-1}\right)$. Since the multiplicity of a point on $X_{p}$ is bounded in terms of $d$, it follows that

$$
\sum_{P}\left(m_{P}-1\right)=O_{\mathbf{w}, d, r}\left(p^{r-1}\right) .
$$

Theorem 1 of [74] states that $\# X_{p}\left(\mathbb{F}_{p}\right)=p^{r}+O\left(d^{2} p^{r-1 / 2}\right)+O_{\mathbf{w}, d, r}\left(p^{r-1}\right)$, hence

$$
n_{p}=p^{r}+O\left(d^{2} p^{r-1 / 2}\right)+O_{\mathbf{w}, d, r}\left(p^{r-1}\right) .
$$

More specifically, the implied constant is at most $d^{2}$ by the argument in [74]. Note that for all real numbers $\alpha \in \mathbb{R}_{\geq 0}$, we have $\alpha-1=\left(\alpha^{1 / r}-1\right)\left(\alpha^{(r-1) / r}+\cdots+1\right)$, and so $\left|\alpha^{1 / r}-1\right| \leq|\alpha-1|$. Thus, $n_{p}^{1 / r}=p+O_{\mathbf{w}, d, r}\left(p^{1 / 2}\right)$. We summarize this as a lemma:

Lemma 4.3.3. If $X_{p}$ is geometrically integral, then $n_{p}^{1 / r}=p+O_{\mathbf{w}, d, r}\left(p^{1 / 2}\right)$.
We are now ready to complete the proof of Theorem 4.0.1.

### 4.4 Proof of Theorem 4.0.1: Completion

Let $S=\# X(\mathbb{Q} ; \mathbf{B} ; \mathfrak{P})$, and let

$$
\boldsymbol{\xi}_{1}, \cdots, \boldsymbol{\xi}_{S} \in X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})
$$

be primitive integral $(r+2)$-tuples representing elements of $X(\mathbb{Q} ; \mathbf{B} ; \mathfrak{P})$. Let $I$ be the weighted homogeneous ideal generated by $F$ in $\mathbb{Z}\left[x_{0}, \cdots, x_{r+1}\right]$. For a positive integer $s$, let $u$ be the positive integer such that $\mathcal{H}_{I}(u-1)<s \leq \mathcal{H}_{I}(u)$. By (4.1.3), it follows that

$$
s=\frac{d u^{r}}{r!w}+O_{\mathbf{w}, r}\left(d^{r+2}+d^{2} u^{r-1}\right)=\frac{d u^{r}}{r!w}\left(1+O_{\mathbf{w}, r}\left(d^{r+1} u^{-r}+d u^{-1}\right)\right)
$$

hence

$$
\left(\frac{w \cdot r!}{d}\right)^{1 / r} s^{1 / r}=u\left(1+O_{\mathbf{w}, r}\left(d^{r+1} u^{-r}+d u^{-1}\right)\right)^{1 / r}
$$

Let $C_{8}(\mathbf{w}, r)$ be a positive number that represents the coefficient in front of the big-O term above. We now choose our $s$ so that

$$
\begin{equation*}
u>3 C_{8}(\mathbf{w}, r)\left(d+d^{r+1}\right) . \tag{4.4.1}
\end{equation*}
$$

Then

$$
C_{8}(\mathbf{w}, r)\left(d^{r+1} u^{-r}+d u^{-1}\right)<\frac{2}{3}
$$

thus by the binomial theorem, we have

$$
\begin{equation*}
\left(\frac{w \cdot r!}{d}\right)^{1 / r} s^{1 / r}=u+O_{\mathbf{w}, r}\left(d^{r+1} u^{-r+1}+d\right) \tag{4.4.2}
\end{equation*}
$$

which then becomes

$$
\begin{equation*}
\left(\frac{w \cdot r!}{d}\right)^{1 / r} s^{1 / r}=u+O_{\mathbf{w}, r}(d) \tag{4.4.3}
\end{equation*}
$$

by (4.4.1). Rearranging, we obtain

$$
\begin{equation*}
u=\left(\frac{w \cdot r!}{d}\right)^{\frac{1}{r}} s^{\frac{1}{r}}+O_{\mathbf{w}, r}(d) \tag{4.4.4}
\end{equation*}
$$

Observe that

$$
\mathcal{H}_{I}(u)-\mathcal{H}_{I}(u-1)=\frac{d\left(u^{r}-(u-1)^{r}\right)}{r!w}+O_{\mathbf{w}, r}\left(d^{r+2}+d^{2} u^{r-1}\right)=O_{\mathbf{w}, r}\left(d^{r+2}+d^{2} u^{r-1}\right)
$$

hence by our choice of $u$ with respect to $s$, we have

$$
\mathcal{H}_{I}(u)-s=O_{\mathbf{w}, r}\left(d^{r+2}+d^{2} u^{r-1}\right)
$$

Therefore,

$$
\begin{align*}
u \mathcal{H}_{I}(u) & =\left(\left(\frac{w \cdot r!}{d}\right)^{1 / r} s^{1 / r}+O_{\mathbf{w}, r}(d)\right)\left(s+O_{\mathbf{w}, r}\left(d^{r+2}+d^{2} u^{r-1}\right)\right)  \tag{4.4.5}\\
& =\left(\frac{w \cdot r!}{d}\right)^{1 / r} s^{1+\frac{1}{r}}+O_{\mathbf{w}, r}(d s)
\end{align*}
$$

Let $M_{1}, M_{2}, \cdots, M_{s}$ be distinct monomials of weighted degree $u$ which are not leading monomials of any element in $I=\langle F\rangle$. These monomials are linearly independent over $\mathbb{Q}$, and any $\mathbb{Q}$-linear combination of them is not a multiple of $F$.

Set

$$
\mathfrak{M}=\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)_{\substack{1 \leq j \leq s \\ 1 \leq l \leq S}}
$$

If $S<s$, then $\mathfrak{M}$ has rank at most $s-1$. Hence, $\mathfrak{M}$ has a non-trivial kernel, so there exists a vector $\mathbf{g} \in \mathbb{Z}^{s}$ such that

$$
\mathfrak{M g}=\mathbf{0}
$$

Such a $\mathbf{g}$ gives rise to a form $G$ such that for all $\mathbf{x} \in X(\mathbb{Q} ; \mathbf{B} ; \mathfrak{P})$, we have $G(\mathbf{x})=0$. Thus $G$ defines a hypersurface $Y$ such that $X(\mathbb{Q} ; \mathbf{B} ; \mathfrak{P}) \subset Y$ and $\operatorname{deg} Y=u$.

We now assume that $S \geq s$. If we can prove that for any $s \times s$ minor $\mathcal{M}$ of $\mathfrak{M}$ has determinant equal to 0 , then $\mathfrak{M}$ has rank at most $s-1$. This is the goal we devote the rest of this section to. We choose, as we may, $\mathcal{M}$ to be the $s \times s$ minor of $\mathfrak{M}$ composed of the first $s$ rows, and consider

$$
\Delta=\operatorname{det} \mathcal{M}
$$

We estimate $\Delta$ from above as follows:

$$
|\Delta| \leq s!B_{0}^{\sigma_{I, 0}(u)} \cdots B_{r+1}^{\sigma_{I, r+1}(u)}
$$

where the $\sigma_{I, j}(u)$ 's are as in equation (4.1.1). By Proposition 4.1.4, this is equivalent to

$$
|\Delta| \leq s!\left(B_{0}^{a_{I, 0}} \cdots B_{r+1}^{a_{I, r+1}}\right)^{u \mathcal{H}_{I}(u)} V^{O_{\mathbf{w}, r}\left(d^{r+2}+d^{2} u^{r}\right)} .
$$

Taking logarithms and recalling (4.0.2), this bound becomes

$$
\begin{equation*}
\log |\Delta| \leq u \mathcal{H}_{I}(u) \log \left(B_{0}^{a_{I, 0}} \cdots B_{r+1}^{a_{I, r+1}}\right)+s \log s+O_{\mathbf{w}, r}\left(\left(d^{r+2}+d^{2} u^{r}\right) \log V\right) . \tag{4.4.6}
\end{equation*}
$$

We want to express everything in terms of $s$. By (4.0.2), (4.4.4), and (4.4.5), equation (4.4.6) becomes, for some positive $C_{9}(\mathbf{w}, r)$,

$$
\begin{equation*}
\log |\Delta| \leq(r!)^{1 / r} \frac{r}{r+1} s^{1+1 / r} \log W+s \log s+C_{9}(\mathbf{w}, r) d s \log V \tag{4.4.7}
\end{equation*}
$$

We proceed to prove the first part of the theorem. Let $\varepsilon>0$ be as in the theorem, and recall the hypothesis

$$
W V^{\varepsilon} \leq \mathcal{Q} \leq W V^{2 \varepsilon}
$$

Choose $s$ to be

$$
\begin{equation*}
s=\left\lceil C_{10}(\mathbf{w}, r)\left(\frac{d(r+1)}{\varepsilon r(r!)^{1 / r}}\left(1+2 \varepsilon+\left(\frac{w}{d}\right)^{1 / r}\right)\right)^{r}\right\rceil+1 \tag{4.4.8}
\end{equation*}
$$

where $C_{10}(\mathbf{w}, r)$ is a positive number which will be chosen later. For each prime $p$, write $|\cdot|_{p}$ for the $p$-adic valuation on $\mathbb{Q}$, normalized so that $|p|_{p}=p^{-1}$. For convenience, let us write

$$
\mathcal{P}=\left\{p_{1}, \cdots, p_{t}\right\}
$$

and

$$
\mathfrak{P}=\left(P_{1}, \cdots, P_{t}\right),
$$

where $P_{i}$ is a non-singular point on $X_{p_{i}}$ for each $i, 1 \leq i \leq t$. Theorem 4.2.1 gives that

$$
-\log |\Delta|_{p_{i}}>\frac{(r!)^{1 / r} r}{r+1} s^{1+1 / r} \log p_{i}-\kappa^{\prime}(r) s \log p_{i}
$$

Observe that

$$
\begin{equation*}
-\sum_{i=1}^{t} \log |\Delta|_{p_{i}}>\frac{(r!)^{1 / r} r}{r+1} s^{1+1 / r} \log \mathcal{Q}-\kappa^{\prime}(r) s \log \mathcal{Q} \tag{4.4.9}
\end{equation*}
$$

By (4.4.7) and (4.4.9), there exists a positive number $C_{11}(\mathbf{w}, r)$ such that

$$
\begin{equation*}
\log |\Delta|+\sum_{i=1}^{t} \log |\Delta|_{p_{i}} \leq \frac{r(r!)^{1 / r}}{r+1} s^{1+1 / r} \log \frac{W}{\mathcal{Q}}+C_{11}(\mathbf{w}, r) d s \log V \mathcal{Q} \tag{4.4.10}
\end{equation*}
$$

We choose $C_{10}(\mathbf{w}, r)$ to be $C_{11}(\mathbf{w}, r)^{r}$. Note that by (4.1.4), we have

$$
a_{I, j} \frac{r+1}{r}\left(\frac{w}{d}\right)^{1 / r} \leq\left(\frac{w}{d}\right)^{1 / r},
$$

for $0 \leq j \leq r+1$, whence

$$
\log W \leq\left(\frac{w}{d}\right)^{1 / r} \log V
$$

By the assumption that $\mathcal{Q} \geq W V^{\varepsilon}$, the right hand side of (4.4.10) then satisfies

$$
\begin{gathered}
\frac{r(r!)^{1 / r}}{r+1} s^{1+1 / r} \log \frac{W}{\mathcal{Q}}+C_{11}(\mathbf{w}, r) d s \log V \mathcal{Q} \leq \\
-\varepsilon \frac{r(r!)^{1 / r}}{r+1} s^{1+\frac{1}{r}} \log V+C_{11}(\mathbf{w}, r) d s \log V\left(1+2 \varepsilon+\left(\frac{w}{d}\right)^{1 / r}\right),
\end{gathered}
$$

and upon dividing the right hand side by $s \log V$ we have

$$
\begin{equation*}
-\varepsilon \frac{r(r!)^{1 / r}}{r+1} s^{\frac{1}{r}}+C_{11}(\mathbf{w}, r) d\left(1+2 \varepsilon+\left(\frac{w}{d}\right)^{1 / r}\right) . \tag{4.4.11}
\end{equation*}
$$

If (4.4.8) is satisfied, then

$$
\varepsilon \frac{r(r!)^{1 / r}}{r+1} s^{\frac{1}{r}}>C_{11}(\mathbf{w}, r) d\left(1+2 \varepsilon+\left(\frac{w}{d}\right)^{1 / r}\right)
$$

whence (4.4.11) is negative. Therefore, we obtain

$$
\begin{equation*}
\log |\Delta|+\sum_{i=1}^{t} \log |\Delta|_{p_{i}}<0 \tag{4.4.12}
\end{equation*}
$$

Hence, for $W V^{\varepsilon} \leq \mathcal{Q} \leq W V^{2 \varepsilon}$ and $s$ satisfying (4.4.8), we have

$$
\Delta=0
$$

This implies that $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$ is contained in a hypersurface $Y\left(P_{1}, \cdots, P_{t}\right)$ satisfying

$$
\operatorname{deg} Y=O_{d, \mathbf{w}, r}\left(s^{1 / r}\right)=O_{d, \mathbf{w}, r, \varepsilon}(1)
$$

defined by a primitive form $G$. To estimate the height of $G$, we argue as in Lemma 4.2.6. Let $s^{\prime} \leq s-1$ denote the rank of $\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$. Then, from evaluating all $\left(s^{\prime}+1\right) \times\left(s^{\prime}+1\right)$ sub-determinants by expanding along a row, we see that the height of $G$ is at most

$$
\max |\operatorname{det} \mathcal{M}|
$$

where the maximum is taken over all $s^{\prime} \times s^{\prime}$ minors of $\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$. This can be bounded just as in (4.4.7), so by (4.4.8) and (4.2.2), we obtain

$$
\log \|G\|=O_{d, \mathbf{w}, r, \varepsilon}(\log V \mathcal{Q})
$$

Further, since the monomials which appear in $G$ with a non-zero coefficient are not leading monomials of $I, F$ cannot divide $G$; and thus, $X$ cannot be contained in $Y(\mathfrak{P})$. This completes the proof of the first part of Theorem 4.0.1.

For the second part, suppose that $X$ is geometrically integral. Set

$$
\begin{equation*}
s=\left\lceil\max \left\{\mathcal{Q}^{-r} W^{r}(1+\log V \mathcal{Q})^{C_{12}(\mathbf{w}, d, r)},(\log \mathcal{Q} V)^{r}\right\}\right\rceil+1 \tag{4.4.13}
\end{equation*}
$$

where $C_{12}(\mathbf{w}, d, r)$ is a number which depends on $d$, $\mathbf{w}$, and $r$, and will be specified later; see (4.4.17). By (4.4.13), it follows that

$$
\begin{equation*}
u=O_{\mathbf{w}, d, r}\left(\left(\mathcal{Q}^{-1} W+1\right) \log V \mathcal{Q}\right) \tag{4.4.14}
\end{equation*}
$$

We now consider the two cases given by Lemma 4.2.6. If case (a) holds, we can produce a hypersurface $Y$ of degree $d$, distinct from $X$, which contains $X(\mathbb{Q} ; \mathbf{B}, \mathfrak{P})$. This is sufficient for the theorem. Thus, it remains to treat the case when $\pi_{X}=O_{\mathbf{w}, d, r}(1+\log V)$. In this case, we have will have two separate divisors of $\Delta$ to estimate; one coming from the prime
factors of $\mathcal{Q}$, and one coming from primes which do not divide $\mathcal{Q} \pi_{X}$.
We now estimate the contribution coming from primes which are co-prime to $\mathcal{Q} \pi_{X}$. For each prime $p$ such that $X_{p}$ is geometrically integral, by Lemma 4.3.1 we have

$$
-\log |\Delta|_{p} \geq \frac{(r!)^{1 / r} r}{r+1} s^{1+1 / r} \frac{\log p}{n_{p}^{1 / r}}-\kappa(d, r) s \log p
$$

We write the sum over the primes $p$ for which $p \nmid \mathcal{Q} \pi_{X}, p \leq s^{1 / r}$ as $\sum_{p \leq s^{1 / r}}^{*}$. By Lemma 4.2.6, we have

$$
\begin{equation*}
\sum_{p \mid \mathcal{Q} \pi_{X}} \frac{\log p}{p}=\log (1+\log V \mathcal{Q})+O_{\mathbf{w}, d, r}(1) \tag{4.4.15}
\end{equation*}
$$

Then, by applying Lemma 4.3.3 and the prime number theorem, we have, for some positive numbers $C_{13}(\mathbf{w}, d, r), C_{14}(\mathbf{w}, d, r)$,

$$
\begin{aligned}
-\sum_{p \leq s^{1 / r}}^{*} \log |\Delta|_{p} & \geq \frac{(r!)^{1 / r} r}{r+1} s^{1+1 / r} \sum_{p \leq s^{1 / r}}^{*} \frac{\log p}{n_{p}^{1 / r}}-\kappa(d, r) s \sum_{p \leq s^{1 / r}} \log p \\
& \geq \frac{(r!)^{1 / r} r}{r+1} s^{1+1 / r} \sum_{p \leq s^{1 / r}}^{*} \frac{\log p}{p}-C_{13}(\mathbf{w}, d, r) s^{1+1 / r} \\
& \geq \frac{(r!)^{1 / r}}{r+1} s^{1+1 / r}\left(\log s-r \sum_{p \mid \mathcal{Q} \pi_{X}} \frac{\log p}{p}\right)-C_{14}(\mathbf{w}, d, r) s^{1+1 / r} \\
& \geq \frac{(r!)^{1 / r}}{r+1} s^{1+1 / r}\left(\log s-O_{\mathbf{w}, d, r}(\log (1+\log V \mathcal{Q}))\right)-C_{14}(\mathbf{w}, d, r) s^{1+1 / r}
\end{aligned}
$$

We invoke the bound from equation (4.4.7) and obtain the inequality

$$
\begin{gather*}
\log |\Delta|+\sum_{i=1}^{t} \log |\Delta|_{p_{i}}+\sum_{p \leq s^{1 / r}}^{*} \log |\Delta|_{p}  \tag{4.4.16}\\
\leq \frac{(r!)^{1 / r}}{r+1} s^{1+1 / r} \log \left[\frac{W^{r}}{\mathcal{Q}^{r} s}\right]+C_{15}(\mathbf{w}, d, r)\left(s^{1+1 / r}(\log (1+\log V \mathcal{Q}))+s \log V \mathcal{Q}\right)
\end{gather*}
$$

where $C_{15}(\mathbf{w}, d, r)$ is a positive number which depends on $d$ and $r$. Note that

$$
\log V \mathcal{Q} \ll_{\mathbf{w}, d, r} s^{1 / r}
$$

by (4.4.13). We may thus choose a positive number $C_{12}(\mathbf{w}, d, r)$ such that

$$
\begin{equation*}
C_{15}(\mathbf{w}, d, r)\left(s^{1+1 / r}+s \log V \mathcal{Q}\right)<\frac{(r!)^{1 / r}}{r+1} s^{1+1 / r} \mathcal{C}_{12}(\mathbf{w}, d, r) \log (1+\log V \mathcal{Q}) \tag{4.4.17}
\end{equation*}
$$

Then, equation (4.4.16) becomes

$$
\begin{equation*}
\log |\Delta|+\sum_{i=1}^{t} \log |\Delta|_{p_{i}}+\sum_{p \leq s^{1 / r}}^{*} \log |\Delta|_{p} \leq \frac{(r!)^{1 / r}}{r+1} s^{1+1 / r} \log \left[\frac{(1+\log V \mathcal{Q})^{C_{12}(\mathbf{w}, d, r)} W^{r}}{\mathcal{Q}^{r} s}\right] \tag{4.4.18}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\Delta=0 \tag{4.4.19}
\end{equation*}
$$

whenever

$$
s>\max \left\{\mathcal{Q}^{-r} W^{r}(1+\log V \mathcal{Q})^{C_{12}(\mathbf{w}, d, r)},(\log V \mathcal{Q})^{r}\right\}
$$

By our choice of $s$ and $C_{12}(\mathbf{w}, d, r)$, this is satisfied.
When $s$ is of this size, any set of $s(r+2)$-tuples $\boldsymbol{\xi}_{1}, \cdots, \boldsymbol{\xi}_{s} \in X\left(\mathbb{Q} ; \mathbf{B} ; P_{1}, \cdots, P_{t}\right)$ satisfies

$$
\Delta=0,
$$

so $\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$ has rank less than $s$. This implies that $\left(M_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$ has a non-trivial kernel, whence we may find an auxiliary form $G$ of degree $u$ defining a hypersurface $Y\left(P_{1}, \cdots, P_{t}\right)$ such that

$$
X\left(\mathbb{Q} ; \mathbf{B}, P_{1}, \cdots, P_{t}\right) \subset Y\left(P_{1}, \cdots, P_{t}\right) .
$$

Further, since the monomials which appear in $G$ with non-zero coefficient are not leading monomials of $I$, it follows that $F$ cannot divide $G$. Since $X$ is geometrically integral, the hypersurface $Y\left(P_{1}, \cdots, P_{t}\right)$ satisfies the conditions of the theorem. This completes the proof of Theorem 4.0.1.

### 4.5 Salberger's Improvement to the Determinant Method

In this section we will establish an improved version of the determinant method for weighted projective spaces. The main input is an improvement to the exponent of prime powers which one can prove divides a certain determinant. This idea is due to Salberger; see [94]. Let us write, for a prime $p$,

$$
\mathbb{Z}_{(p)}=\left\{\frac{a}{b} \in \mathbb{Q}: \operatorname{gcd}(a, b)=1, p \nmid b\right\} .
$$

We will need the following result, which is the same as Lemma 2.1 in [94]:
Lemma 4.5.1. Let $R$ be be a commutative noetherian regular local ring containing $\mathbb{Z}_{(p)}$ as a subring. Let $\varphi_{1}, \cdots, \varphi_{s}$ be ring homomorphisms from $R$ to $\mathbb{Z}_{(p)}$ and $I=\operatorname{ker} \varphi_{1}$. Write $A=R_{I}$ for the localization of $R$ at the prime ideal $I$, and let $\mathfrak{m}=I A$ be the maximal ideal of $A$. Let $r_{1}, \cdots, r_{s}$ be elements of $R$ and write $\mathcal{W} \subset A$ for the $\mathbb{Q}$-vector space generated by $r_{1}, \cdots, r_{s}$. Write

$$
\nu=\sum_{k \geq 1} \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} \cap \mathfrak{m}^{k}\right)
$$

Then the determinant of the $s \times s$ matrix $\left(\varphi_{i}\left(r_{j}\right)\right)$ is divisible by $p^{\nu}$.
In the context of the $p$-adic determinant method, $R$ will be the stalk of the structure sheaf of a non-singular point $\mathbf{x}$ on $X$, and $r_{1}, \cdots, r_{s}$ will be elements in a collection of monomials of the same (weighted) degree $u$. The key to Salberger's improvement is that some times it is possible to consider a collection of monomials $m_{1}, \cdots, m_{s}$ of degree less than $u$ and by multiplying these by a linear form defining a tangent plane at $P$, obtain forms of degree $u$ which vanish to high order at $P$. In the weighted projective setting, it is not always possible to find such a linear form, due to the differences in weights of the variables. However, it is still possible to find a form of low weighted degree (with respect to the weight vector $\mathbf{w}$ ) which vanishes to higher order than expected. We state this formally as follows.

Definition 4.5.2. Let $\mathbf{w}=\left(1,1, w_{2}, \cdots, w_{n+1}\right)$ be a vector of positive integers, and write $w=w_{2} \cdots w_{n+1}$. We say that a positive integer $\gamma$ is a trading degree of $\mathbb{P}(\mathbf{w})$ if the number of monomials of weighted degree $\gamma$ exceed $\binom{n+\gamma}{n}$. We will refer to the trading degree as the smallest positive integer with this property. If no such integer exists, we write $\gamma=+\infty$.

If the trading degree is finite, define the traditing ratio to be

$$
\lambda=\frac{\gamma+1}{\gamma} .
$$

Fortunately, the trading degree is always finite for weighted projective spaces.
Lemma 4.5.3. Let $\mathbb{P}(\mathbf{w})$ be as in Definition 4.5.2. Then $\gamma<\infty$.
Proof. It is known that the Hilbert function of $\mathbb{P}(\mathbf{w})$ satisfies

$$
\mathcal{H}_{\mathbb{P}(\mathbf{w})}(u)=\frac{u^{n+1}}{w(n+1)!}+O_{n}\left(u^{n}\right)
$$

see Dolgachev for example. Meanwhile, we have for a positive integer $t$

$$
\binom{n+t}{n}=\frac{t^{n}}{n!}+O\left(t^{n-1}\right)
$$

Thus the desired inequality holds provided that $u$ is taken to be large with respect to $w, n$.

If a hypersurface $X \subset \mathbb{P}(\mathbf{w})$ has degree $d$ exceeding the trading ratio $\gamma(\mathbf{w})$, then the monomials of weighted degree $\gamma$ will be $\mathbb{Q}$-linearly independent over $X$. In particular, $\mathcal{H}_{X}(\gamma)$ is equal to the number of all monomials of weighted degree $\gamma$. Thus, for any nonsingular point $P$ on $X$, we can find a form of weighted degree $\gamma$ which vanishes to order $\gamma+1$ at $P$. We make use of this fact in the following lemma, which is a generalization of Salberger's work in [94].

Lemma 4.5.4. Let $\mathbf{w}=\left(1,1, w_{2}, \cdots, w_{n+1}\right)$ with $w=w_{2} \cdots w_{n+2}$ be a vector of positive integers. Let $X$ be an integral hypersurface in $\mathbb{P}(\mathbf{w})$ defined by the primitive form $\mathcal{F}$, and for a positive integer $u$, write $s=\mathcal{H}_{X}(u)$ and consider monomials $M_{1}, \cdots, M_{s}$ which are $\mathbb{Q}$-linearly independent over $X$. Let p be a prime, and let $P$ be an $\mathbb{F}_{p}$-point on $X_{p}$. Consider a set of $s$ of primitive $(n+2)$-tuples

$$
\boldsymbol{\xi}_{i}=\left(\xi_{i, 0}, \cdots, \xi_{i, n+1}\right) \in \mathbb{Z}^{n+2}
$$

which reduce to $P$ modulo $p$. Write

$$
\mathfrak{S}(d, n, \mathbf{w})=\left(\frac{w}{d}\right)^{1 / n}\left(\left(\frac{d}{\lambda w}\right)^{1 /(n-1)}(n-1)+\lambda\right)
$$

Then the determinant of the $s \times s$ matrix $\left(M_{j}\left(\boldsymbol{\xi}_{i}\right)\right)$ is divisible by $p^{N}$, where for some positive number $C_{1}(n)$ depending at most on $n, N$ satisfies

$$
N \geq \mathfrak{S}(d, n, \mathbf{w}) \frac{(n!)^{1 / n}}{n+1} s^{1+\frac{1}{n}}-C_{1}(n) s
$$

Proof. By Proposition 2.4 in [105], we have

$$
s=\mathcal{H}_{X}(u)=\frac{d u^{n}}{n!w}+O_{n}\left(d^{n}+d^{2} u^{n-1}\right)
$$

Since $\operatorname{gcd}\left(x_{0}, x_{1}, x_{2}, \cdots, x_{n}, x_{n}\right)=1$, we may assume without loss of generality that $x_{0}(P) \not \equiv$ $0(\bmod p)$. Therefore, if we replace the $M_{1}, \cdots, M_{s}$ with

$$
M_{j}\left(1, x_{1} / x_{0}, \cdots, x_{n} / x_{0}^{w_{n}}, x_{n+1} / x_{0}^{w_{n+1}}\right), j=1, \cdots, s
$$

without changing the $p$-adic valuation of $\operatorname{det}\left(M_{j}\left(\boldsymbol{\xi}_{i}\right)\right)$. Thus, it suffices to deal with the affine variety $Y$ defined by the equation

$$
\mathcal{F}\left(1, x_{1} / x_{0}, \cdots, x_{n} / x_{0}^{w_{n}}, x_{n+1} / x_{0}^{w_{n+1}}\right)=0 .
$$

Let $P^{\prime}$ be the point on $X_{1}$ corresponding to $P$, and let $R$ be the stalk of the structure sheaf of $Y$ at $P^{\prime}$. Then it follows that $M_{j} / x_{0}^{u} \in R$ for $j=1, \cdots, s$. Let $\varphi_{i}: R \rightarrow \mathbb{Z}_{(p)}, 1 \leq i \leq s$ be the local ring homomorphisms at $P^{\prime}$ induced by evaluation maps by $\boldsymbol{\xi}_{i}$ for $1 \leq i \leq s$. Let $I=\operatorname{ker} \varphi_{1}$. Then $A=R_{I}$ is the stalk of the structure sheaf of $Y$ at the non-singular rational point $\mathbf{x}$ defined by $\boldsymbol{\xi}_{1}$. It is thus an $n$-dimensional regular local ring with $\mathfrak{m}=I A$ as the maximal ideal and

$$
\operatorname{dim}_{\mathbb{Q}}\left(A / \mathfrak{m}^{k}\right)=\binom{n+k}{k}=\frac{k^{n}}{n!}+O\left(k^{n-1}\right)
$$

where the constant in the big- $O$ term is absolute. Let $\mathcal{W}$ be the $\mathbb{Q}$-subspace of $A$ generated by $r_{1}, \cdots, r_{s}$. Then $\operatorname{dim}_{\mathbb{Q}}(\mathcal{W})=s$ as $M_{1}, \cdots, M_{s}$ are linearly independent on $X$. Further,

$$
\left.\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} / \mathcal{W} \cap \mathfrak{m}^{k}\right)\right) \leq \operatorname{dim}_{\mathbb{Q}}\left(A / \mathfrak{m}^{k}\right)
$$

Hence, it follows that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} \cap \mathfrak{m}^{k}\right)=\operatorname{dim}_{\mathbb{Q}}(\mathcal{W})-\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} /\left(\mathcal{W} \cap \mathfrak{m}^{k}\right)\right) \geq s-\binom{n+k}{k} \tag{4.5.1}
\end{equation*}
$$

We now set

$$
\begin{equation*}
g(d, n, \mathbf{w})=(d / \lambda w)^{1 /(n-1)} \tag{4.5.2}
\end{equation*}
$$

shall use (4.5.1) for the range $1 \leq k \leq g(d, n, \mathbf{w}) u$ and establish a different estimate for the range $g(d, n, m) u<k \leq \lambda u$. Indeed, if we use (4.5.1) for the full range of $k$, we would recover Theorem 4.2.1.

Let us write

$$
\begin{equation*}
\alpha=\frac{1}{\lambda-g(d, n, \mathbf{w})} \text { and } \beta=\frac{g(d, n, \mathbf{w})}{\lambda-g(d, n, \mathbf{w})} \tag{4.5.3}
\end{equation*}
$$

Let us write $Q=Q_{\alpha}(k)$ for the largest non-negative integer lesser than or equal to $\alpha(\lambda u-k)$ such that $u-Q$ is a non-negative multiple of $\gamma$. Our goal is to use $\mathcal{H}_{X}(Q)$ weighted forms of degree $Q$ to construct a family of $\mathcal{H}_{X}(Q)$ degree $u$ forms which lie in $\mathfrak{m}^{k}$. Let us write

$$
t_{\alpha}(k)=\frac{u-Q}{\gamma}
$$

and $v(k)=k-(\gamma+1) t_{\alpha}(k)$. Observe that $t_{\alpha}(k), v(k) \in \mathbb{N} \cup\{0\}$. Further, note that $t_{\alpha}(k)$ satisfies

$$
\frac{\alpha k-(\lambda \alpha-1) u}{\gamma}-1<t_{\alpha}(k) \leq \frac{\alpha k-(\lambda \alpha-1) u}{\gamma} .
$$

Likewise, we have

$$
\beta(\lambda u-k)-\gamma<v(k) \leq \beta(\lambda u-k) .
$$

Suppose we are given $\mathcal{G}_{1}, \cdots, \mathcal{G}_{\mathcal{H}_{X}(Q)}$ forms of weighted degree $Q$ which are $\mathbb{Q}$-linearly independent over $X$. Let $\mathcal{W}_{0}$ be the $\mathbb{Q}$-subspace of $A$ generated by $\mathcal{G}_{j} / x_{0}^{Q}$ for $1 \leq j \leq$ $\mathcal{H}_{X}(Q)$. Then, we have

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W}_{0} \cap \mathfrak{m}^{v(k)}\right) \geq \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W}_{0}\right)-\operatorname{dim}_{\mathbb{Q}}\left(A / \mathfrak{m}^{v(k)}\right)
$$

and for some number $C_{2}(n, \mathbf{w})$ which depends only on $n$ and $\mathbf{w}$, we have

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W}_{0} \cap \mathfrak{m}^{v(k)}\right) & \geq\left(\frac{d Q^{n}}{w n!}-\frac{v(k)^{n}}{n!}\right)-C_{2}(n, \mathbf{w}) k^{n-1} \\
& =\left(\frac{d \alpha^{n}}{w}-\beta^{n}\right) \frac{(\lambda u-k)^{n}}{n!}-C_{2}(n, \mathbf{w}) k^{n-1} \\
& =U(k)
\end{aligned}
$$

Hence, there are linearly independent $\mathbb{Q}$-linear combinations $G_{1}, \cdots, G_{\lceil U(k)\rceil}$ of the forms $\mathcal{G}_{1}, \cdots, \mathcal{G}_{\mathcal{H}_{X}(Q)}$ such that $G_{j} / x_{0}^{Q} \in \mathcal{W}_{0} \cap \mathfrak{m}^{v(k)}$. Now, consider the monomials $\mathcal{H}_{X}(\gamma)$ monomials of weighted degree $\gamma$, which are $\mathbb{Q}$-linearly independent over $X$. By our definition of $\gamma, \lambda$, it follows that there exists a weighted form of degree $\gamma$ such that $L / x_{0}^{\gamma} \in \mathfrak{m}^{\gamma+1}$. Now consider the forms $L^{t_{\alpha}(k)} G_{j}$. Since $G_{j} / x_{0}^{Q} \in \mathfrak{m}^{v(k)}$, it follows that

$$
\left.\left(L / x_{0}^{\gamma}\right)^{t_{\alpha}(k)}\right)\left(G_{j} / x_{0}^{Q}\right) \in \mathfrak{m}^{v(k)+(\gamma+1) t_{\alpha}(k)}=\mathfrak{m}^{k} .
$$

Let $\Phi_{1}, \cdots, \Phi_{\lceil U(k)\rceil}$ be linear combinations of $M_{1}, \cdots, M_{s}$ such that $\Phi_{j}-L^{t_{\alpha}(k)} G_{j}$ vanishes on $X$. Then $\Phi_{1} / x_{0}^{u}, \cdots, \Phi_{[U(k)\rceil} / x_{0}^{u}$ are $\mathbb{Q}$-linearly independent elements of $\mathcal{W} \cap \mathfrak{m}^{k}$, whence

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} \cap \mathfrak{m}^{k}\right) \geq U(k) \tag{4.5.4}
\end{equation*}
$$

for $k \in(g(d, n, \mathbf{w}) u, \lambda u]$.
It remains to give an estimate for $\nu$. For $1 \leq k \leq g(d, n, \mathbf{w}) u$, we use (4.5.1). We
can approximate (4.5.1) with an integral, and see that for some positive numbers $\kappa, \kappa^{\prime}$ depending at most on $n$, that

$$
\begin{aligned}
\sum_{k=1}^{g(d, n, \mathbf{w}) u} \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} \cap \mathfrak{m}^{k}\right) & \geq \int_{0}^{g(d, n, \mathbf{w}) u}\left(s-\frac{x^{n}}{n!}\right) d x-\kappa u^{n} \\
& \geq g(d, n, \mathbf{w}) \frac{d u^{n+1}}{w n!}-\frac{(g(d, n, \mathbf{w}) u)^{n+1}}{(n+1)!}-\kappa^{\prime} u^{n} \\
& =\frac{d g(d, n, \mathbf{w}) u^{n+1}}{w n!}\left(1-\frac{g(d, n, \mathbf{w})}{\lambda(n+1)}\right)-\kappa^{\prime} u^{n}
\end{aligned}
$$

For the range $g(d, n, m)<k \leq \lambda u$, we have the estimate, for some non-negative $\kappa^{\prime \prime}$,

$$
\begin{aligned}
\sum_{g(d, n, \mathbf{w}) u<k \leq \lambda u} \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} \cap \mathfrak{m}^{k}\right) & \geq \frac{1}{n!}\left(\frac{d \alpha^{n}}{w}-\beta^{n}\right) \int_{g(d, n, \mathbf{w}) u}^{\lambda u}(\lambda u-x)^{n} d x-\kappa^{\prime \prime} u^{n} \\
& \geq \frac{d(\lambda-g(d, n, \mathbf{w}))^{n+1}}{w \lambda(\lambda-g(d, n, \mathbf{w}))^{n-1}(n+1)!} u^{n+1}-\kappa^{\prime \prime} u^{n} \\
& =\frac{d(\lambda-g(d, n, \mathbf{w}))^{2} u^{n+1}}{\lambda w(n+1)!}-\kappa^{\prime \prime} u^{n}
\end{aligned}
$$

Combining these estimates, we obtain

$$
\begin{aligned}
\sum_{k \geq 1} \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{W} \cap \mathfrak{m}^{k}\right) & \geq \frac{d u^{n+1}}{w(n+1)!}(g(d, n, \mathbf{w})(n-1)+\lambda)-C_{1} u^{n} \\
& =\mathfrak{S}(d, n, \mathbf{w}) \frac{(n!)^{1 / n}}{n+1} s^{1+1 / n}-C_{1} s
\end{aligned}
$$

We now give a proof of Theorem 4.0.2.
Proof. (Theorem 4.0.2 Much of the proof follows from the proof of Theorem 4.0.1, with the exception that Theorem 4.2 .1 has been replaced with Lemma 4.5.4. We write $|\cdot|_{p}$ for the $p$-adic valuation on $\mathbb{Q}$, normalized so that $|p|_{p}=p^{-1}$. We write the analogous equations to (6.6) in [105]:

$$
\begin{equation*}
\log |\Delta| \leq(n!)^{1 / n} \frac{n}{n+1} s^{1+\frac{1}{n}} \log W+s \log s+C_{2}(n) d s \log V \tag{4.5.5}
\end{equation*}
$$

and observe that Lemma 4.5.4 implies

$$
\begin{equation*}
-\sum_{i=1}^{t} \log |\Delta|_{p_{i}} \geq \mathfrak{S}(d, n, \mathbf{w}) \frac{(n!)^{1 / n}}{n+1} s^{1+1 / n} \log \mathcal{Q}-C_{3}(n) s \log \mathcal{Q} \tag{4.5.6}
\end{equation*}
$$

By our hypothesis, (4.5.6) satisfies (upon adjusting the value of $\varepsilon$ if necessary)

$$
\begin{equation*}
-\sum_{i=1}^{t} \log |\Delta|_{p_{i}} \geq \mathfrak{S}(d, n, \mathbf{w}) \frac{(n!)^{1 / n}}{n+1} s^{1+\frac{1}{n}} \log \left(W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon}\right)-C_{3}(n) s \log V^{\varepsilon} W^{n / \mathfrak{G}(d, n, \mathbf{w})} \tag{4.5.7}
\end{equation*}
$$

Therefore, in order for $\Delta=0$ it suffices to insist that

$$
\begin{equation*}
\frac{n(n!)^{1 / n}}{n+1} s^{1+\frac{1}{n}} \varepsilon \log V>s \log s+C_{2}(n) d s \log V+C_{3}(n) s \log V^{\varepsilon} W^{n / \mathcal{G}(d, n, \mathbf{w})} \tag{4.5.8}
\end{equation*}
$$

By first choosing $s$ to be large with respect to $C_{2}(n) d$ and $\varepsilon$, we see that the left hand side of (4.5.8) can be made to be arbitrarily large compared to the second and third terms on the right hand side. If $s$ depends at most on $n, d, \varepsilon$, then the first term on the right hand side will be negligible when $V$ is made to be large. Recall that

$$
s=\mathcal{H}_{X}(u)
$$

This shows that the degree $u$ of our auxiliary polynomial can be bounded in terms of $d, n, \varepsilon$ only.

We will follow Salberger's approach in [94] instead of his approach in [93] (which was the method utilized in [105]). It seems that the argument in [94] avoids the issue of $\mathbb{F}_{p}$-points which have higher multiplicity more efficiently, but at the cost that the final estimate gains an exponent of $\varepsilon$ instead of a power of a logarithm. Salberger called this version of the determinant method the semi-global determinant method. We will establish the following theorem:
Theorem 4.5.5. Let $X \subset \mathbb{P}(\mathbf{w})$ be an integral hypersurface of degree $2 \leq d<2^{n} w$. Let $\mathbf{B}=\left(B_{0}, \cdots, B_{n}, B_{n+1}\right) \in \mathbb{R}^{n+2}$ be a vector of positive numbers. Suppose that $X$ is the only hypersurface containing $X(\mathbb{Q} ; \mathbf{B})$. Then for each $\varepsilon>0$ there exists a set $\Omega(\varepsilon, \mathbf{B})$ of primes, depending on $\varepsilon$ and $\mathbf{B}$, and a set of surfaces

$$
Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)
$$

indexed by t-tuples $\left(P_{1}, \cdots, P_{t}\right)$ of non-singular $\mathbb{F}_{p_{i}}$-points $P_{i}$ on $X_{p_{i}}$ for primes $p_{1}, \cdots, p_{t} \in$ $\Omega(\varepsilon, \mathbf{B})$ with

$$
\mathcal{Q}_{t}=p_{1} \cdots p_{t} \geq 2 W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon}
$$

such that the following hold:
(a) There exists a number $C_{4}(\varepsilon)$ which depends only on $\varepsilon$ such that whenever $p \in \Omega(\varepsilon, \mathbf{B})$, we have

$$
V^{\varepsilon}<p \leq C_{4}(\varepsilon) V^{\varepsilon}
$$

(b) $\# \Omega(\varepsilon, \mathbf{B})$ depends only on $\varepsilon$.
(c) We have

$$
X\left(\mathbb{Q} ; \mathbf{B}, P_{1}, \cdots, P_{t}\right) \subset Y\left(\mathbb{Q} ; \mathbf{B}, P_{1}, \cdots, P_{t}\right)
$$

for each $t$-tuple $\left(P_{1}, \cdots, P_{t}\right)$ as above, and each hypersurface $Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$ has the same degree $D(\varepsilon)$ which only depends on $\varepsilon$.
(d) For each non-singular $\mathbf{x} \in X(\mathbb{Q} ; \mathbf{B})$, we have one of the following alternatives:

1. There exist primes $p_{0}<\cdots<p_{t}$ in $\Omega(\varepsilon, \mathbf{B})$ with

$$
p_{0} \cdots p_{t}=O_{\varepsilon}\left(W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{3 \varepsilon}\right)
$$

and

$$
p_{0} \cdots p_{t_{1}} \geq W^{n / \mathfrak{S}(d, n, \mathbf{w})} V^{\varepsilon}
$$

such that $\mathbf{x}$ specializes to a non-singular $\mathbb{F}_{p_{i}}$-point $P_{i}$ on $X_{p_{i}}$ for $i=0, \cdots, t$ and where $\mathbf{x}$ lies on a component of $X \cap Y\left(\mathbf{B}, P_{0}, \cdots, P_{t-1}\right)$ not contained in $X \cap Y\left(\mathbf{B}, P_{0}, \cdots, P_{t}\right)$.
2. There exist primes $p_{0}<\cdots<p_{t}$ in $\Omega(\varepsilon, \mathbf{B})$ with

$$
p_{0} \cdots p_{t}=O_{\varepsilon}\left(W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{2 \varepsilon}\right)
$$

such that $\mathbf{x}$ specializes to a non-singular $\mathbb{F}_{p_{i}}$-point on $X_{p_{i}}$ for $0 \leq i \leq t$ and that there exists $i \in\{0, \cdots, t\}$ with

$$
p_{0} \cdots p_{i-1} p_{i+1} \cdots p_{t} \geq W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon}
$$

we have $\mathbf{x}$ lies on a component of $X \cap Y\left(\mathbf{B}, P_{0}, \cdots, P_{t}\right)$ not contained in

$$
Y\left(\mathbf{B}, P_{0}, \cdots, P_{i-1}, P_{i+1}, \cdots, P_{t}\right)
$$

3. There are primes $p_{1}<\cdots<p_{t}$ in $\Omega(\varepsilon, \mathbf{B})$ with

$$
W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon} \leq p_{1} \cdots p_{t}=O_{\varepsilon}\left(W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{2 \varepsilon}\right)
$$

such that $\mathbf{x}$ to a non-singular $\mathbb{F}_{p_{i}}$-point on $P_{i}$ on $X$ for $1 \leq i \leq t$ and a component $Z$ of $X \cap Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$ containing $\mathbf{x}$ where $Z(\mathbb{Q} ; \mathbf{B})$ such that either $\mathbf{x}$ is singular on $Z$ or $\mathbf{x}$ specializes to a non-singular $\mathbb{F}_{p_{i}}$-point $P_{i}$ on $Z_{p_{i}}$ for each $1 \leq i \leq t$.

Proof. Consider a set of primes $p_{1}, \cdots, p_{t}$ such that

$$
p_{1} \cdots p_{t} \geq W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon}
$$

and for each set of non-singular points $P_{i} \in X_{p_{i}}, 1 \leq i \leq t$, choose a hypersurface $Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$ not containing $X$ as in Theorem 5.1.2. Then all $Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$ have the same degree, say $D(\varepsilon)$. By the theorem of Bezout, the components $Z$ of $X \cap Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$ have degree at most $d D$.

For a non-singular point $\mathbf{x} \in Z$, let us write $\pi_{\mathbf{x}}$ for the product of all primes such that $\mathbf{x}$ reduces to a singular point on $Z$. By the same argument as Lemma 4.7 in [?], except replacing the universal polynomial with a partial derivative which does not vanish at $\mathbf{x}$, we see that either $Z(\mathbb{Q} ; \mathbf{B})$ is contained in a hypersurface $Y^{\prime}$ which does not contain $Z$ as a subvariety or

$$
\pi_{\mathbf{x}}=O_{d, n, \varepsilon}(1+\log V)
$$

and in particular, the bound is uniform for non-singular points on $Z(\mathbb{Q} ; \mathbf{B})$. Let £ be a constant which depends only on $d, n, \varepsilon$ such that

$$
\pi_{\mathrm{x}} \leq V^{L}
$$

for all non-singular $\mathbf{x} \in Z(\mathbb{Q} ; \mathbf{B})$. If we apply the same analysis to $X$, we can likewise obtain a constant $\mathcal{K}$ which depends only on $d, n$ such that

$$
\pi_{\mathrm{x}} \leq V^{\mathcal{K}}
$$

for all non-singular $\mathbf{x}$ in $X(\mathbb{Q} ; \mathbf{B})$. Now let $m$ be the smallest positive integer such that

$$
p_{1} \cdots p_{t} \geq V^{\mathcal{K}+L} W^{n / \mathcal{S}(d, n, \mathbf{w})} V^{\varepsilon}
$$

and $V^{\varepsilon} \leq p_{1}<\cdots<p_{t}$. Let

$$
\Omega=\Omega(\varepsilon, \mathbf{B})=\left\{p_{1}, \cdots, p_{m}\right\} .
$$

Observe that

$$
p_{1} \cdots p_{m-1}<V^{\mathcal{K}+L} W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon} \leq V^{\mathcal{K}+L+n / \mathfrak{S}(d, n, \mathbf{w})+\varepsilon}
$$

by the minimality of $m$. Since we had imposed $p \geq V^{\varepsilon}$ for all $p \in \Omega$, it follows that

$$
V^{(m-2) \varepsilon}<V^{\mathcal{K}+L+n / \mathfrak{S}(d, n, \mathbf{w})},
$$

whence

$$
\# \Omega=m<2+\frac{\mathcal{K}+L+n / \mathfrak{S}(d, n, \mathbf{w})}{\varepsilon}
$$

We can also approximate the size of primes in $\Omega$ crudely via Bertrand's postulate; the refinements on the maximize of prime gaps are not necessary for our application. We therefore obtain

$$
p \leq 2^{m} V^{\varepsilon}=O_{\varepsilon}\left(V^{\varepsilon}\right)
$$

for $p \in \Omega$. We have thusly justified items (a) to (c).
To prove (d), let $\mathbf{x}$ be a non-singular point in $X(\mathbb{Q} ; \mathbf{B})$ and $\Omega(\mathbf{x}) \subset \Omega$ be the subset consisting of primes $p$ such that $\mathbf{x}$ specializes to a non-singular $\mathbb{F}_{p}$-point on $X_{p}$. We shall also write, for square-free products

$$
q_{t}=p_{1} \cdots p_{t} \geq W^{n / \mathscr{S}(d, n, \mathbf{w})} V^{\varepsilon}
$$

of primes in $\Omega(\mathbf{x})$,

$$
Y\left(\mathbf{x}, q_{t}\right)=Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)
$$

where $P_{i}$ is the specialization of $\mathbf{x}$ in $X_{p_{i}}$. By the definition of $\pi_{\mathbf{x}}$ and $\mathcal{K}$, we have

$$
\begin{equation*}
\prod_{p \in \Omega(\mathbf{x})} p \geq V^{L} W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon} \tag{4.5.9}
\end{equation*}
$$

Now list the primes in $\Omega(\mathbf{x})$ in increasing order and stop as soon as

$$
p_{1} \cdots p_{t} \geq W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon} .
$$

Then

$$
p_{1} \cdots p_{t-1}<W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon}
$$

with $p_{1} \cdots p_{t-1}=1$ if $t=1$. Let $q_{t}$ be the product $p_{1} \cdots p_{t}$ of these primes and $Z$ be a component of $X \cap Y\left(\mathbf{x}, q_{t}\right)$ containing $\mathbf{x}$. Further, let $\Omega(\mathbf{x} ; Z)$ be the subset of primes $p$ in $\Omega(\mathbf{x})$ where $\mathbf{x}$ specializes to a non-singular $\mathbb{F}_{p}$-point on $Z_{p}$. By (4.5.9) and the bound $\pi_{\mathrm{x}} \leq V^{L}$, we obtain the inequality

$$
\begin{equation*}
\prod_{p \in \Omega(\mathbf{x} ; Z)} p \geq W^{n / \mathcal{S}(d, n, \mathbf{w})} V^{\varepsilon} \tag{4.5.10}
\end{equation*}
$$

We now define a finite sequence $\left(\mathcal{Q}_{0}, \cdots, \mathcal{Q}_{m}\right)$ with $q_{t}=\mathcal{Q}_{0}$ of square-free integers recursively as follows. If $Z$ is not a component of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{i}\right)$, we stop. If all prime factors of
of $\mathcal{Q}_{i}$ are in $\Omega(\mathbf{x} ; Z)$ or if all primes in $\Omega(\mathbf{x} ; Z)$ divide $\mathcal{Q}_{i}$, then we also stop. Otherwise, we replace the largest prime factor $p$ of $\mathcal{Q}_{i}$ by the smallest prime $p^{\prime} \in \Omega(\mathbf{x} ; Z)$ which is not a prime factor of $\mathcal{Q}_{i}$ and let $\mathcal{Q}_{i+1}=\mathcal{Q}_{i} p^{\prime} / p$. Then $\mathcal{Q}_{i}<\mathcal{Q}_{i+1}$ for all $i$ as the prime factors of $\mathcal{Q}_{0}$ are smaller than the other primes in $\Omega(\mathbf{x})$. Further, $\mathcal{Q}_{i+1} \leq C_{4}(\varepsilon) \mathcal{Q}_{i}$ by (a). Since

$$
\mathcal{Q}_{0}<W^{n / \mathfrak{S}(d, n, \mathbf{w})} V^{\varepsilon} p_{t} \leq C_{4}(\varepsilon) W^{n / \mathfrak{S}(d, n, \mathbf{w})} V^{2 \varepsilon}
$$

we get that

$$
\operatorname{lcm}\left(\mathcal{Q}_{i-1}, \mathcal{Q}_{i}\right)<C_{4}(\varepsilon)^{i+1} W^{n / \mathfrak{S}(d, n, \mathbf{w})} V^{3 \varepsilon}
$$

and

$$
\mathcal{Q}_{i}<C_{4}(\varepsilon)^{i+1} W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{2 \varepsilon}
$$

for all $i \geq 1$.
This process will finish after at most $t \leq \# \Omega$ steps and produce an integer $\mathcal{Q}_{m}$ with

$$
W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{2 \varepsilon} \leq \mathcal{Q}_{m}<C_{4}(\varepsilon)^{t+1} W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{2 \varepsilon}
$$

satisfying one of the following alternatives:
(i) $m \geq 1$ and $Z$ is a component of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m-1}\right)$, but not of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m}\right)$,
(ii) $Z$ is a component of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m}\right)$ and all factors of $\mathcal{Q}_{m}$ are in $\Omega(\mathbf{x} ; Z)$.
(iii) $Z$ is a component of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m}\right)$ and $\mathcal{Q}_{m}$ is divisible by all primes in $\Omega(\mathbf{x} ; Z)$.

Since $\operatorname{lcm}\left(\mathcal{Q}_{m-1}, \mathcal{Q}_{m}\right)<C_{4}(\varepsilon)^{t+1} W^{n / \mathcal{S}(d, n, \mathbf{w})} V^{3 \varepsilon}$ all the conditions in (1) are satisfied if (i) holds. If (ii) holds, then the conditions of (3) will hold.

If (iii) holds, then we define a new sequence $\left(\mathcal{Q}_{m}, \cdots, \mathcal{Q}_{m+u}\right)$ starting with $\mathcal{Q}_{m}$. If $Z$ is not a component of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m+j}\right)$ or if all factors of $\mathcal{Q}_{m+j}$ are in $\Omega(\mathbf{x} ; Z)$, then we stop. Otherwise, we let $\mathcal{Q}_{m+j+1}=\mathcal{Q}_{m+j} / p$, where $p$ is the largest prime factor $p$ of $\mathcal{Q}_{m+j}$ which is not in $\Omega(\mathbf{x} ; Z)$. This process will finish after less than $t$ steps and all integers in the sequence will be divisible by all primes in $\Omega(\mathbf{x} ; Z)$. By (4.5.10) we have that

$$
\mathcal{Q}_{m+u} \geq W^{n / \mathfrak{G}(d, n, \mathbf{w})} V^{\varepsilon}
$$

The last integer $\mathcal{Q}_{m+u}$ will also satisfy $\mathcal{Q}_{m+u} \leq \mathcal{Q}_{m}<C_{4}(\varepsilon)^{t+1} W^{n / \mathcal{G}(d, n, \mathbf{w})} V^{2 \varepsilon}$ and one of the following conditions:
(iv) $u \geq 1$ and $Z$ is a component of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m+u-1}\right)$ but not $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m+n}\right)$.
(v) $Z$ is a component of $X \cap Y\left(\mathbf{x}, \mathcal{Q}_{m+u}\right)$ and all factors of $\mathcal{Q}_{m+u}$ are in $\Omega(\mathbf{x} ; Z)$.

If (iv) holds, then (2) will hold. If instead (v) holds, then (3) holds. This exhausts all cases, so we are done.

Remark 4.5.6. In the form given, Theorem 4.5.5 is not terribly useful because we have not really addressed case (3) properly. In the case $\mathbf{w}=(1, \cdots, 1)$, then one can, after projecting onto an appropriate hyperplane and then applying Theorem 5.1.2 to the corresponding variety, show that $Z\left(\mathbb{Q} ; \mathbf{B}, P_{1}, \cdots, P_{t}\right)$ is in fact contained in a co-dimension one subvariety of $Z$. We do not know how to do this for general varieties in weighted projective space, but we will use a specific argument that works for the varieties we are dealing with.

In the balance of this section we prove an extended version of Theorem 3.1 in [105] and Main Lemma 3.2 in [93].

Theorem 4.5.7. Let $X \subset \mathbb{P}\left(1,1, w_{2}, \cdots, w_{n+1}\right)$ be an integral hypersurface of degree $d$, defined by the primitive weighted homogeneous form $F\left(x_{0}, \cdots, x_{n+1}\right)$. Let $\varepsilon$ be a positive real number. Then the non-singular points in $X(\mathbb{Q} ; \mathbf{B})$ is contained in the union

$$
\bigcup_{j=1}^{n} \bigcup_{Z \in \Gamma_{n}} Z(\mathbb{Q} ; \mathbf{B})
$$

where $\Gamma_{j}$ consists of co-dimension $j$ subvarieties of $X$ of degree at most $O_{d, n}\left((\log V)^{j}\right)$, and

$$
\# \Gamma_{j}=O_{d, n, \varepsilon}\left(W^{j} V^{\varepsilon}\right)
$$

for $j=1, \cdots, n$.
Proof. The main tool to carry out this argument will be Theorem 3.1 in [105], and indeed is reminiscent of the argument given in Section 8 of [105]. It furnishes a hypersurface $Y(\emptyset)$ with the property that $X(\mathbb{Q} ; \mathbf{B}) \subset Y(\emptyset)(\mathbb{Q})$, but $X$ is not contained in $Y(\emptyset)$. Further, it satisfies

$$
\operatorname{deg} Y(\emptyset)=O_{d, n}(W \log V)
$$

We then consider a set of primes $p_{1}, \cdots, p_{t+1}$ as in Section 8 of [105]. We then furnish, for each point $P_{1} \in X_{p_{1}}$, a hypersurface $Y\left(P_{1}\right)$ such that $X\left(\mathbb{Q} ; \mathbf{B}, P_{1}\right) \subset Y\left(P_{1}\right)(\mathbb{Q})$ but $X$ is not contained in $Y\left(P_{1}\right)$. We then examine the components $Z_{1}$ of $X \cap Y(\emptyset)$. Suppose that $Z_{1}$ is a component of $X \cap Y(\emptyset)$ which contains a non-singular point $\mathbf{x} \in X(\mathbb{Q} ; \mathbf{B})$.

Then $\mathbf{x}$ also lies in $Y\left(P_{1}\right)$, where $\mathbf{x} \equiv P_{1}\left(\bmod p_{1}\right)$. Suppose that $Z_{1}$ is not a component of $X \cap Y\left(P_{1}\right)$. Then $\mathbf{x}$ lies on a component $Z_{2}^{(1)}$ of $X \cap Y(\emptyset) \cap Y\left(P_{1}\right)$, which is a co-dimension two subvariety of $X$. We then discard $Z_{1}$ and put $Z_{2}^{(1)}$ in the set $\Gamma_{2}^{b}$. We then consider the hypersurface $Y\left(P_{1}, P_{2}\right)$, where $P_{2}$ is such that $\mathbf{x} \equiv P_{2}\left(\bmod p_{2}\right)$. If $Z_{1}$ is not a component of $X \cap Y\left(P_{1}, P_{2}\right)$, then $\mathbf{x}$ lies on a co-dimension two subvariety $Z_{2}^{(2)}$ of $X$ which is contained in $X \cap Y\left(P_{1}, P_{2}\right)$. We then discard $Z_{1}$ and place $Z_{2}^{(2)}$ in $\Gamma_{2}^{b}$. We repeat this process until we end up with a collection $\Gamma_{1}$ of co-dimension one subvarieties $Z_{1}$ of $X$, which are components of $X \cap Y(\emptyset)$ and $X \cap Y\left(P_{1}, \cdots, P_{j}\right)$ for $j=1, \cdots, t+1$. In particular, we have

$$
\# \Gamma_{1} \leq \operatorname{deg} X \operatorname{deg} Y(\emptyset)
$$

and for each $Z_{1} \in \Gamma_{1}$, we have

$$
\operatorname{deg} Z_{1} \leq \operatorname{deg} X \cap Y\left(P_{1}, \cdots, P_{t+1}\right)=O_{d, n}(\log V)
$$

Now we treat the co-dimension two subvarieties obtained in the above process. By construction, all of them lie in

$$
X \cap Y(\emptyset) \cap Y\left(P_{1}\right)
$$

and also

$$
X \cap Y(\emptyset) \cap Y\left(P_{1}, \cdots, P_{j}\right)
$$

for some $j \geq 1$. Again, since we have taken $Z_{2}^{(j)}$ s as irreducible components, we can ask the question whether it is contained in $Y\left(P_{1}, \cdots, P_{j+1}\right)$. If not, then it intersects $Y\left(P_{1}, \cdots, P_{j+1}\right)$ in a proper subvariety, which has co-dimension 3 in $X$. If this is the case, we discard $Z_{2}^{(j)}$ and put the corresponding co-dimension 3 subvariety in $\Gamma_{3}^{b}$. Otherwise, we continue to track $Z_{2}^{(j)}$ and continue to ask whether it lies in $Y\left(P_{1}, \cdots, P_{k}\right)$ with $k>j$, terminating at $k=t+1$ if it never intersects properly. If this happens, we put $Z_{2}^{(j)}$ in $\Gamma_{2}$. Otherwise, it is put into $\Gamma_{3}^{b}$. We then examine $\Gamma_{2}$. Since for all $Z_{2} \in \Gamma_{2}$ we have that $Z_{2}$ is a co-dimension two subvariety of $X$ lying in $X \cap Y(\emptyset) \cap Y\left(P_{1}\right)$, it follows from Bezout's theorem and Theorem 3.1 of [105] that

$$
\# \Gamma_{2}=O_{d, n}\left(p_{1}^{-1} W^{2}(\log V)^{2}\right)
$$

and since $Z_{2}$ is a component of $X \cap Y\left(P_{1}, \cdots, P_{t}\right) \cap Y\left(P_{1}, \cdots, P_{t+1}\right)$, it follows that

$$
\operatorname{deg} Z=O_{d, n}\left((\log V)^{2}\right)
$$

Continuing in this fashion, we see that we obtain sets $\Gamma_{1}, \cdots, \Gamma_{n}$ with the following properties:

1. $\Gamma_{j}$ contains irreducible co-dimension $j$ subvarieties of $X$; and 2. If $Z_{j} \in \Gamma_{j}$, then $\operatorname{deg} Z_{j}=O_{d, n}\left((\log V)^{j}\right)$.

The desired conclusion then follows.

## Chapter 5

## Applications of the determinant method

in this chapter we give some applications to the $p$-adic determinant method. The most notable of which is our theorem which establishes that whenever $F$ is an admissible binary form of degree $d$, then $F$ takes on the expected density of $k$-free values whenever $k>7 d / 18$. We shall also establish a bound for the density of rational points of bounded height on del Pezzo surfaces of degree 2. Finally, we give an argument which bounds the density of rational points on the open subset of a projective surface $X$ of degree $d$ consisting of the complement of curves of degree $k$.

## $5.1 k$-free values of binary forms

Let $F(x, y)$ be a binary form with integer coefficients, non-zero discriminant, and degree $D \geq 3$, such that the largest degree of an irreducible factor $f$ of $F$ over $\mathbb{Q}$ is $d$. We say that an integer $n$ is $k$-free if, for all primes $p$ dividing $n$, we have $p^{k} \nmid n$. In general, when $k \geq 2$, we expect that for a positive proportion of integer tuples $(x, y)$, that $F(x, y)$ is $k$-free; unless there is a reason for it not to be $k$-free.

For any set $\mathcal{S}$, we denote by $\# \mathcal{S}$ the cardinality of $\mathcal{S}$. Write

$$
\begin{equation*}
\rho_{F}(m)=\#\left\{(i, j) \in\{0, \cdots, m-1\}^{2}: F(i, j) \equiv 0 \quad(\bmod m)\right\} \tag{5.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{F, k}=\prod_{p}\left(1-\frac{\rho_{F}\left(p^{k}\right)}{p^{2 k}}\right) . \tag{5.1.2}
\end{equation*}
$$

As we will show in Section 5.1, and was shown by Filaseta in [43], the quantity $\rho_{F}\left(p^{k}\right) \ll$ $p^{2 k-2}$, whence the product in (5.1.2) converges absolutely since $k \geq 2$. Further, write

$$
N_{F, k}(B)=\#\left\{(x, y) \in \mathbb{Z}^{2} \cap[1, B]^{2}: F(x, y) \text { is } k \text {-free }\right\}
$$

Suppose that there is no prime $p$ for which $p^{k}$ divides $F(x, y)$ for all $(x, y) \in \mathbb{Z}^{2}$. In 1992, Greaves [48] showed that as $(x, y)$ takes on values in $[1, B]^{2} \cap \mathbb{Z}^{2}$, the binary form $F(x, y)$ as above takes on, asymptotically as $B$ tends to $\infty, C_{F, k} B^{2} k$-free values whenever $k \geq(d-1) / 2$. Filaseta improved this for irreducible binary forms (in which case $D=d$ in the above notation) to $k \geq(2 \sqrt{2}-1) d / 4$ in [43]. Hooley, in 2009, showed in [71] that it suffices to take $k \geq(d-2) / 2$. This improvement is significant for small degrees. In particular, it shows that suitable forms of degree 8 take on infinitely many cube-free values, a result unavailable until Hooley's paper. In 2011, Browning [21] was able to apply the so-called determinant method to obtain that irreducible binary forms satisfying the necessary non-degenerate conditions are $k$-free as soon as $k>7 d / 16$. The determinant method was pioneered by Bombieri and Pila in [14] and greatly extended by Heath-Brown in [53]. The key to Browning's improvement is the so-called global determinant method introduced by Salberger in [93].

Granville showed, subject to the $a b c$-conjecture, that appropriate binary forms $F(x, y)$ take on infinitely many square-free values in [47]. Poonen showed in [86] that general, not necessarily homogeneous, binary polynomials $F(x, y)$ with integer coefficients take on infinitely many square-free values assuming the $a b c$-conjecture.

For a real number $t$, let $\lceil t\rceil$ denote the least integer $u$ such that $t \leq u$. We obtain the following theorem:

Theorem 5.1.1. Let $F(x, y)$ be a binary form with non-zero discriminant of degree $D \geq 2$ with integer coefficients. Let $k \geq 2$ be an integer. Suppose that for each prime $p$, there exists a pair of integers $\left(x_{0}, y_{0}\right)$ such that $p^{k}$ does not divide $F\left(x_{0}, y_{0}\right)$. Let d denote the largest degree of a factor $f$ of $F$ over $\mathbb{Q}$. Then whenever

$$
\begin{equation*}
k>\min \left\{\frac{7 d}{18},\left\lceil\frac{d}{2}\right\rceil-2\right\}, \tag{5.1.3}
\end{equation*}
$$

we have

$$
\begin{equation*}
N_{F, k}(B)=C_{F, k} B^{2}+O\left(\frac{B^{2}}{\log ^{\delta} B}\right), \tag{5.1.4}
\end{equation*}
$$

where $\delta=0.7043$ if $k=2, d=6$ and $\delta=1$ otherwise.
For example, we have that $F(x, y)$ takes on infinitely many 6 -free values for $d \leq 15$.
The value of $\delta$ in Theorem 5.1.1 for the case $k=2, d=6$ is due to Helfgott [59]. He obtained a better error term in (5.1.4) for the cases $k=2$ and $d=3,4,5$ as well; see page 2 of [59]. The condition $k>7 d / 18$ in (5.1.3) arises from the application of the global determinant method, and represents the main contribution of this paper. The condition $k>\lceil d / 2\rceil-2$ is equivalent to the condition $d \leq 2 k+1$, which is exactly the condition required for Greaves' theorem in [48]. This result is superior for small degrees.

Mazur and Gouvêa showed in [46] that the problem of counting square-free values of binary forms can be applied to construct elliptic curves $E$ that possess many quadratic twists with large rank. They adapted methods introduced by Hooley in [63] to the context of binary forms. They remarked in [46] that the sieve method developed by G. Greaves in [48] is more efficient at counting square-free values of binary forms and can be used to strengthen their result. Stewart and Top, in [99], were able to achieve this. In particular, they proved as Theorem 1 in [99] that for $F(x, y)$ a binary form with integral coefficients of degree $D \geq 3$ and non-zero discriminant, there exists a positive constant $C$ for which $F$ assumes at least $C B^{2 / D} k$-free values in the interval $[-B, B]$, provided that $k \geq(d-1) / 2$ or if $k=2, d \leq 6$. The condition $k \geq(d-1) / 2$ or if $k=2, d \leq 6$ corresponds precisely to the theorem of Greaves in [48]. The argument used to prove Theorem 1 [99] is mostly independent of the arguments used in Greaves [48], whence we can improve Theorem 1 in [99] by providing a better estimate for $k$-free values of binary forms. Analogous to [99], we define the counting function $R_{F, k}(B)$ as follows:

$$
R_{F, k}(B)=\#\left\{t \in \mathbb{Z}:|t| \leq B, \exists(x, y) \in \mathbb{Z}^{2} \text { such that } F(x, y)=t, t \text { is } k \text {-free }\right\} .
$$

We then have the following result:
Theorem 5.1.2. Let $k \geq 2$. Let $F(x, y)$ be a binary form of degree $D \geq 3$ with integer coefficients and non-zero discriminant, with no fixed $k$-th power prime divisor. Let $d$ be the largest degree of an irreducible factor of $F$ over $\mathbb{Q}$ and suppose that

$$
k>\min \left\{\frac{7 d}{18},\left\lceil\frac{d}{2}\right\rceil-2\right\} .
$$

Then there exist positive real numbers $C_{1}$ and $C_{2}$, which depend on $F$ and $k$, such that if $B>C_{1}$, then

$$
R_{F, k}(B)>C_{2} B^{2 / D}
$$

There is an analogous question for polynomials of a single variable. Suppose that $g(x)$ is a polynomial with integer coefficients and degree $d$ which is irreducible over $\mathbb{Q}$ and has no fixed $k$-th power prime divisor. Then we expect that $g(x)$ should take on infinitely many $k$-free values for $k \geq 2$. Indeed, this was established conditionally assuming the $a b c$-conjecture by Granville [47]; see also [81]. For larger values of $k$, the investigation goes back to Ricci in 1933 [90], who established that $g$ takes on infinitely many $k$-free values for $k \geq d$. Erdős [39], in 1956, showed that $k \geq d-1$ suffices. However, Erdős only gave a lower bound and not an asymptotic formula. Hooley was able to obtain the exact asymptotic formula in terms of local densities in 1967 [63]. This point will be elaborated below.

For each positive integer $m$, define $\rho_{g}(m)$ to be the cardinality of the set $\{i \in\{0, \cdots, m-$ $1\}: g(i) \equiv 0(\bmod m)\}$. Put

$$
\begin{equation*}
c_{g, k}=\prod_{p}\left(1-\frac{\rho_{g}\left(p^{k}\right)}{p^{k}}\right), \tag{5.1.5}
\end{equation*}
$$

which is well defined (that is, the product converges) when $k \geq 2$. It is non-zero precisely when $g$ does not have a fixed $k$-th power prime divisor. Write

$$
N_{g, k}(B)=\#\{1 \leq x \leq B: g(x) \text { is } k \text {-free }\}
$$

Then, one should expect that

$$
\begin{equation*}
N_{g, k}(B) \sim c_{g, k} B \tag{5.1.6}
\end{equation*}
$$

Indeed, this was the result obtained by Hooley, under the assumption that $k \geq d-1$. A similar asymptotic formula was obtained by all subsequent authors. Nair obtained (5.1.6) under the assumption $k \geq\left(\sqrt{2}-\frac{1}{2}\right) d$ in 1976 [82]. Heath-Brown obtained (5.1.6) under the assumption that $k \geq(3 d+2) / 4$ in 2006 [54], where he used the determinant method. Browning improved Heath-Brown's result to $k \geq(3 d+1) / 4$ in [21]. We will give another proof of Browning's result in Section 5.2 as an illustration of our method.

It should be noted that Heath-Brown obtained (5.1.6) for irreducible polynomials of the shape $f(x)=x^{d}+c, c \in \mathbb{Z}$ assuming $k \geq(5 d+3) / 9$ in [56]. His arguments are also inspired by weighted projective spaces, defined below, but are materially different from the
arguments presented in the present paper. It would be interesting to see whether Theorem 5.1.1 can be improved for diagonal forms of the shape $F(x, y)=A x^{d}+B y^{d}$.

In order to prove Theorem 5.1.1 and Theorem 5.1.2, we utilize the $p$-adic determinant method proved for the case of weighted projective spaces proved in the previous chapter. We shall apply the determinant method mentioned above which applies to the weighted projective space setting to the weighted projective surface $X$ defined by the following equation:

$$
\begin{equation*}
f(x, y)=v z^{k} \tag{5.1.7}
\end{equation*}
$$

which is a surface in $\mathbb{P}_{\mathbb{Q}}(1,1, d-2 k, 2)$. Here $f$ is an irreducible factor of degree $d$ of the binary form $F$ given in Theorem 5.1.1. Applying the determinant method in this way allows us to deal with a dimension two subvariety $X$ inside the weighted projective space $\mathbb{P}_{\mathbb{Q}}(1,1, d-2 k, 2)$. This leads to a stronger result than we would obtain by dealing with a dimension three subvariety inside $\mathbb{A}^{4}$ or working with a surface in $\mathbb{A}^{3}$ by a priori fixing one variable, which was Browning's approach. We emphasize that viewing (5.1.7) as a surface in weighted projective space is critical to our improvement.

We now make a remark regarding the choice of weights $(1,1, d-2 k, 2)$. It seems a priori that the better weight choice is $(1,1, d-k, 1)$, which is similar to Heath-Brown's approach in [56]. However the weight vector $(1,1, d-k, 1)$ does not take into account the progress made by Greaves and will in fact produce results inferior to Greaves in [48]. Nevertheless, in our proof of Theorem 5.2 .1 we will use ( $1,1, d-k, 1$ ), precisely because Greaves' result does not apply in this context.

Moreover, we remark that our approach does not seem to generalize in an obvious way to subsequent work by Browning, Heath-Brown, and Salberger dealing with arbitrary projective varieties in [22], because we do not know how to deal with projections of arbitrary weighted projective varieties onto a hypersurface in a weighted projective space of lower dimension.

### 5.1.1 Preliminaries for dealing with binary forms

In this section and the next, we use our results from previous sections to prove Theorem 5.1.1. Suppose we have a binary form $F(x, y)$ of degree $D$ with integer coefficients. Notice that if $k \geq d / 2$, Theorem 5.1.1 follows from the work of Greaves [48]. Hence, we may
suppose that $k \geq 2$ is an integer which satisfies

$$
\begin{equation*}
\frac{7}{18}<\frac{k}{d}<\frac{1}{2} \tag{5.1.8}
\end{equation*}
$$

We turn our attention to the following central object

$$
\begin{equation*}
N_{F, k}(B)=\#\left\{(x, y) \in \mathbb{Z}^{2}: 1 \leq x, y \leq B, F(x, y) \text { is } k \text {-free }\right\} \tag{5.1.9}
\end{equation*}
$$

We assume that for all primes $p$, there exists a pair of positive integers $(a, b)$, such that $p^{k}$ does not divide $F(a, b)$. Our strategy will be to show that subject to (5.1.8), we have $N_{F, k}(B)=C_{F, k} B^{2}+O\left(B^{2}(\log B)^{-\delta}\right)$, where $C_{F, k}$ is as in (5.1.2). This would show that $F$ takes on $k$-free values infinitely often. We also note the following observation, which follows easily from the definition of the Mobius function:

$$
\sum_{b^{k} \mid F(x, y)} \mu(b)= \begin{cases}1, & \text { if } F(x, y) \text { is } k \text {-free } \\ 0, & \text { otherwise }\end{cases}
$$

For any $\xi>0$, we write

$$
\begin{gathered}
M_{1}(B)=\#\left\{(x, y) \in \mathbb{Z}^{2}: 1 \leq x, y \leq B: p^{k} \mid F(x, y) \Rightarrow p>\xi\right\} \\
M_{2}(B)=\#\left\{(x, y) \in \mathbb{Z}^{2}, 1 \leq x, y \leq B: p^{k} \mid F(x, y) \Rightarrow p>\xi, \exists p \in\left(\xi, \frac{B^{2}}{\log B}\right] \text { s.t. } p^{k} \mid F(x, y)\right\}
\end{gathered}
$$

and

$$
M_{3}(B)=\#\left\{(x, y) \in \mathbb{Z}^{2}, 1 \leq x, y \leq B: \exists p>\frac{B^{2}}{\log B}, v \in \mathbb{Z} \text { s.t. } F(x, y)=v p^{k}\right\}
$$

Note that by their definitions we have

$$
M_{1}(B)-M_{2}(B)-M_{3}(B) \leq N_{F, k}(B) \leq M_{1}(B)
$$

so it suffices to show that $M_{1}(B)$ dominates the other two terms. Write

$$
N(b, B)=\#\left\{(x, y) \in \mathbb{Z}^{2}:|x|,|y| \leq B, b^{k} \mid F(x, y)\right\}
$$

We have that

$$
\begin{aligned}
M_{1}(B) & =\sum_{\substack{b \in \mathbb{N} \\
p \mid b \Rightarrow p \leq \xi}} \mu(b) N(b, B) \\
& =\sum_{\substack{b \in \mathbb{N} \\
p \mid b \Rightarrow p \leq \xi}} \mu(b) \rho_{F}\left(b^{k}\right)\left\{\frac{B^{2}}{b^{2 k}}+O\left(\frac{B}{b^{k}}+1\right)\right\} .
\end{aligned}
$$

When $b$ is squarefree, we have the bound

$$
b \leq \prod_{p \leq \xi} p=\exp \left(\sum_{p \leq \xi} \log p\right) \leq e^{2 \xi},
$$

by Theorem 4 of [91]. It is clear that the function $\rho_{F}$ is multiplicative. Since $F$ is a binary form, we see that if $F(x, 0) \equiv 0(\bmod p)$, then $a_{D} x^{D} \equiv 0(\bmod p)$, where $a_{D}$ is the coefficient of $x^{D}$ in $F$. There can only be finitely many primes $p$ such that $p \mid a_{D}$, and for all other primes we must have $x \equiv 0(\bmod p)$. In other words, for all but finitely many primes, 0 is the only solution to $F(x, 0) \equiv 0(\bmod p)$. A similar argument applies for solutions of the form $(0, y)$. Now, suppose that $(x, y)$ is a solution such that $x, y \not \equiv 0(\bmod p)$. Then,

$$
F(x, y) \equiv y^{D} F(x / y, 1) \equiv 0 \quad(\bmod p)
$$

and since $y \not \equiv 0(\bmod p)$, it follows that this solution arises from a zero of $F(\gamma, 1)$ over the field of $p$ elements. However, there can be at most $D$ roots to this polynomial, which implies that $\rho_{F}(p) \ll p$. For $\rho_{F}\left(p^{k}\right)$, we refer the reader to Lemma 1 of [43] for the proof of the bound $\rho_{F}\left(p^{k}\right) \ll p^{2 k-2}$. Hence, for any $\varepsilon>0$ and $b$ square-free, we have $\rho_{F}\left(b^{k}\right) \ll_{\varepsilon} b^{2 k-2+\varepsilon}$. For $k \geq 2$, we have

$$
M_{1}(B)=B^{2} \prod_{p \leq \xi}\left(1-\frac{\rho_{F}\left(p^{k}\right)}{p^{2 k}}\right)+O\left(\sum_{b \leq e^{2 \xi}}\left(B b^{k-2+\varepsilon}+b^{2 k-2+\varepsilon}\right)\right)
$$

Note that

$$
\prod_{p \leq \xi}\left(1-\frac{\rho_{F}\left(p^{k}\right)}{p^{2 k}}\right)
$$

is a partial product of an absolutely convergent product, $C_{F, k}$, and is therefore positive.
By setting $\xi=\frac{1}{2 k} \log B$, we see that

$$
M_{1}(B)=B^{2} \prod_{p \leq \xi}\left(1-\frac{\rho_{F}\left(p^{k}\right)}{p^{2 k}}\right)+O\left(B^{2-\frac{1}{k}+\varepsilon}\right)
$$

We now consider $M_{2}(B)$. We refer the reader to Lemma 2 in Greaves [48], where he obtained the bound

$$
M_{2}(B)=O\left(B^{2}(\log B)^{-1}\right)
$$

for $k \geq d / 2$ and

$$
M_{2}(B)=O\left(B^{2}(\log B)^{-1 / 2}\right)
$$

for $k=2, d=6$. Helfgott, in [59], obtained the error term

$$
M_{2}(B)=O\left(B^{2}(\log B)^{-\delta}\right)
$$

for $\delta=0.7034 \cdots$. We note that the argument in [48] deals with essentially one prime at a time, so it simultaneously deals with all numbers $z$ divisible by some prime $p$ in the interval $\left(\xi, B^{2}(\log B)^{-1}\right]$. An important feature of Greaves' estimate which is not present in the work of any subsequent author, except Hooley [70] [71], is that his estimate for $M_{2}(B)$ is independent of any relationship between $k$ and $d$. All further estimates obtained by other authors require a relationship between $k$ and $d$ of the form $k \geq v_{1} d+v_{2}$, where $0<v_{1} \leq 1 / 2$ and $v_{2} \in \mathbb{R}$.

To complete the proof of the theorem, it will be enough to show that

$$
M_{3}(B) \ll B^{2-\eta}
$$

for some $\eta>0$, which will be the focus of the next section.

### 5.1.2 Application of the determinant method: proof of Theorem 5.1.1

We estimate the remaining term $M_{3}(B)$ via the generalization of Salberger's global determinant method (see [93]) in the weighted projective case established in earlier sections. The argument given here is specialized for the binary form problem. We denote by

$$
S_{3}^{(f)}(B)=\left\{(x, y) \in \mathbb{Z}^{2}: 1 \leq x, y \leq B, \exists p>\frac{B^{2}}{\log B}, v \in \mathbb{Z} \text { s.t. } f(x, y)=v p^{k}\right\}
$$

for some irreducible factor $f$ of $F$. Further, write $M_{3}^{(f)}(B)=\# S_{3}^{(f)}(B)$. Since $F$ has non-zero discriminant, it follows that

$$
M_{3}(B) \leq \sum_{f \mid F, f \text { irreducible }} M_{3}^{(f)}(B)
$$

Let us fix an irreducible factor $f(x, y) \in \mathbb{Z}[x, y]$ of $F$, such that $f$ has maximal degree, and write $d=\operatorname{deg} f$. Note that if $p^{k}>d\|f\| B^{d}$, then $p^{k}>|f(x, y)|$ for all $(x, y) \in[1, B]^{2} \cap \mathbb{Z}^{2}$.

Therefore, $p^{k}$ cannot divide $f(x, y)$ unless $(x, y)=(0,0)$. Hence, we may assume that $p \leq(d\|f\|)^{1 / k} B^{d / k}$. Thus, the relevant range of primes left to consider are

$$
\frac{B^{2}}{\log B}<p \leq d\|f\| B^{\frac{d}{k}}
$$

Following Browning in [21], we partition the above range into dyadic intervals of the form $(H / 2, H]$ where

$$
B^{2} / \log B \ll H \ll d\|f\| B^{\frac{d}{k}}
$$

Now write

$$
\begin{array}{r}
R(f ; H, B)=\#\left\{(x, y, v, z) \in \mathbb{Z}^{4}: f(x, y)=v z^{k},(x, y) \in S_{3}^{(f)}(B)\right.  \tag{5.1.10}\\
\left.\operatorname{gcd}(x, y)=1, H / 2<z \leq H, v \ll B^{d} / H^{k}, z \text { prime }, v \neq 0\right\} .
\end{array}
$$

Write $H=B^{\beta}$, so $B^{d} / H^{k}=B^{d-k \beta}$. Summing over these dyadic intervals, we then obtain:

$$
\begin{equation*}
M_{3}^{(f)}(B) \ll \log B \sup _{2-\frac{\log \log B}{\log B}<\beta \leq \frac{d}{k}+\frac{\log (d\|f\|)}{\log B}} R\left(f ; B^{\beta}, B\right) \tag{5.1.11}
\end{equation*}
$$

Therefore, it suffices to examine the maximum size of a single $R\left(f ; B^{\beta}, B\right)$, as in [21]. Diverging from Browning's argument, we directly estimate $R\left(f ; B^{\beta}, B\right)$ instead of passing to the single variable case. We are then left to count the number of integral solutions to

$$
\begin{equation*}
\mathcal{F}(x, y, v, z)=f(x, y)-v z^{k}=0 \tag{5.1.12}
\end{equation*}
$$

where $(x, y, v, z)$ is subject to the constraints in (5.1.10) with $H=B^{\beta}$.
Let us denote by $X$ the surface given by (5.1.12). We consider possible singular points in $X(\mathbb{Q} ; \mathbf{B})$. First, note that our ambient space $\mathbb{P}(1,1,2, d-2 k)$ has singularities at $(0,0,1,0)$ and $(0,0,0,1)$. However, these points do not line in $X(\mathbb{Q} ; \mathbf{B})$ since we are only counting points whose first two coordinates are co-prime. Next recall that a point $\mathbf{z}=\left(x_{0}, y_{0}, v_{0}, z_{0}\right)$ on $X$ is singular if

$$
\frac{\partial \mathcal{F}}{\partial x}(\mathbf{z})=\frac{\partial \mathcal{F}}{\partial y}(\mathbf{z})=\frac{\partial \mathcal{F}}{\partial v}(\mathbf{z})=\frac{\partial \mathcal{F}}{\partial z}(\mathbf{z})=0 .
$$

Suppose that $\frac{\partial \mathcal{F}}{\partial x}(\mathbf{z})=\frac{\partial \mathcal{F}}{\partial y}(\mathbf{z})=0$, with $\mathbf{z} \neq \mathbf{0}$. Then, by Euler's formula, we have

$$
\begin{aligned}
0 & =\left(x_{0} \frac{\partial \mathcal{F}}{\partial x}(\mathbf{z})+y_{0} \frac{\partial \mathcal{F}}{\partial y}(\mathbf{z})\right) \\
& =\left(x_{0} \frac{\partial f}{\partial x}(\mathbf{z})+y_{0} \frac{\partial f}{\partial y}(\mathbf{z})\right) \\
& =d f\left(x_{0}, y_{0}\right) .
\end{aligned}
$$

Since $f$ is irreducible over $\mathbb{Q}$, it has no integral zeroes except $(0,0)$. Therefore, we see that all points in $X(\mathbb{Q} ; \mathbf{B})$ are non-singular, since it only counts those points where the first two coordinates are co-prime.

Let

$$
\begin{equation*}
X^{\beta}(\mathbb{Q} ; \mathbf{B})=\{\mathbf{x} \in X: \mathbf{x} \text { satisfies (5.1.10) }\} \tag{5.1.13}
\end{equation*}
$$

In view of Proposition 4.1.4, we need to compute the constants $a_{x}, a_{y}, a_{v}, a_{z}$ with respect to the ideal $I=\langle\mathcal{F}\rangle$. By (5.1.10), we have

$$
B_{x}=B_{y}=B, B_{v}=B^{d-k \beta}, B_{z}=B^{\beta}
$$

Note that with respect to reverse lexicographic ordering, the monomial $v z^{k}$ is maximal in $\mathcal{F}$. Hence, it follows that

$$
\begin{gathered}
a_{x}=a_{y}=\frac{d-0}{3 d} \\
a_{v}=\frac{d-(d-2 k)}{3 d(d-2 k)}=\frac{2 k}{3 d(d-2 k)},
\end{gathered}
$$

and

$$
a_{z}=\frac{d-2(k)}{3 d(2)}=\frac{d-2 k}{6 d} .
$$

Thus, we have

$$
B_{x}^{a_{x}} B_{y}^{a_{y}} B_{v}^{a_{v}} B_{z}^{a_{z}}=B^{\frac{1}{3}\left(2+\frac{2 k(d-k \beta)}{d(d-2 k)}+\frac{\beta(d-2 k)}{2 d}\right)} .
$$

Next, note that

$$
1+\frac{2 k(d-k \beta)}{d(d-2 k)}+\frac{\beta(d-2 k)}{2 d}=\frac{d-k \beta}{d-2 k}+\frac{\beta}{2}
$$

whence it follows

$$
\left(B_{x}^{a_{x}} B_{y}^{a_{y}} B_{v}^{a_{v}} B_{z}^{a_{z}}\right)^{\frac{3}{2}\left(\frac{2(d-2 k)}{d}\right)^{1 / 2}}=\left(B^{1+\frac{d-k \beta}{d-2 k}+\frac{\beta}{2}}\right)^{\frac{1}{2}\left(\frac{2(d-2 k)}{d}\right)^{1 / 2}}
$$

Let us write

$$
\begin{equation*}
\psi=\frac{1}{2}\left(1+\frac{d-k \beta}{d-2 k}+\frac{\beta}{2}\right)\left(\frac{2(d-2 k)}{d}\right)^{1 / 2} \tag{5.1.14}
\end{equation*}
$$

Observe that $B^{\psi}$ corresponds to $W$ in Theorem 4.0.1.

It is clear that $X$ is geometrically integral. Hence, by Theorem 4.0.1, there exists a surface $Y(\emptyset) \subset \mathbb{P}(1,1, d-2 k, 2)$ not containing $X$ such that

$$
\begin{equation*}
\operatorname{deg} Y(\emptyset)=O_{d, \varepsilon}\left(B^{\psi+\varepsilon}\right) \tag{5.1.15}
\end{equation*}
$$

and

$$
X^{\beta}(\mathbb{Q} ; \mathbf{B}) \subset X(\mathbb{Q} ; \mathbf{B}) \subset Y(\emptyset)
$$

We will now show that, in fact, $X_{p}$ is geometrically integral except for those primes $p$ which divide the coefficients of $x^{d}$ and $y^{d}$ in $f(x, y)$. Suppose that

$$
\mathcal{F}(x, y, v, z)=f(x, y)-v z^{k}
$$

admits a factorization into two weighted forms $\mathcal{F}_{1}, \mathcal{F}_{2}$ over the algebraic closure of $\overline{\mathbb{F}_{p}}$, where $p$ does not divide the coefficient of $x^{d}$ nor $y^{d}$ in $f(x, y)$. By Lemma 8 in Chapter 2 of [29], it follows that the leading monomial of $\mathcal{F}$ is equal to the product of the leading monomials of $\mathcal{F}_{1}, \mathcal{F}_{2}$. Thus, under our ordering $>$, where $v z^{k}$ is the leading monomial of $\mathcal{F}$, this implies that $\mathcal{F}_{1}, \mathcal{F}_{2}$ must take the forms

$$
\begin{aligned}
& \mathcal{F}_{1}(x, y, v, z)=a_{0} v z^{l}+\mathcal{G}_{1}(x, y, z) \\
& \mathcal{F}_{2}(x, y, v, z)=b_{0} z^{k-l}+\mathcal{G}_{2}(x, y, z)
\end{aligned}
$$

for some non-negative integer $l \leq k$, since $\mathcal{F}_{1}, \mathcal{F}_{2}$ are both weighted homogeneous with respect to $(1,1, d-2 k, 2)$. By considering different orderings which order $x$ and $y$ respectively as the highest and applying Lemma 8 in Chapter 2 of [29], we see that

$$
\begin{gathered}
\mathcal{F}_{1}(x, y, v, z)=a_{0} v z^{l}+a_{1} x^{d-2 k+2 l}+a_{2} y^{d-2 k+2 l}+\mathcal{G}_{1}^{\prime}(x, y, z) \\
\mathcal{F}_{2}(x, y, v, z)=b_{0} z^{k-l}+b_{1} x^{2 k-2 l}+b_{2} y^{2 k-2 l}+\mathcal{G}_{2}^{\prime}(x, y, z)
\end{gathered}
$$

where $a_{1}, a_{2}, b_{1}, b_{2}$ are non-zero in $\overline{\mathbb{F}_{p}}$. The terms

$$
a_{0} b_{1} x^{2 k-2 l} v z^{l}, a_{0} b_{2} y^{2 k-2 l} v z^{l}, b_{0} a_{1} x^{d-2 k+2 l} z^{k-l}, b_{0} a_{2} y^{d-2 k+2 l} z^{k-l}
$$

must appear in $\mathcal{F}=\mathcal{F}_{1} \mathcal{F}_{2}$ with non-zero coefficient, which is plainly not the case. This contradiction implies that $X_{p}$ is geometrically integral over $\mathbb{F}_{p}$ whenever $p$ does not divide the coefficients of $x^{d}$ and $y^{d}$.

Recall the definition of $\pi_{X}$ (Definition 4.2.4) from Section 4.2. By the preceding argument, it follows that $\pi_{X} \leq\|f\|$. Let $0<\varepsilon<1 / 2$ be a positive number, and let $\left\{p_{1}, p_{2}, \cdots\right\}$ be the increasing sequence of consecutive primes larger than $\max \{\|f\|, \log B\}$ for which

$$
\begin{equation*}
p_{1} \cdots p_{t}<B^{\psi+\varepsilon} \leq p_{1} \cdots p_{t+1} \tag{5.1.16}
\end{equation*}
$$

We now give an estimate for $p_{t+1}$. Let

$$
\theta(x)=\sum_{p \leq x} \log p
$$

and let us write $\mathcal{Q}_{j}=p_{1} \cdots p_{j}$ for $j=1,2, \cdots, t+1$, with $\mathcal{Q}_{0}=1$. By the Prime Number Theorem, there exists some absolute constant $C_{16}$ such that

$$
\begin{equation*}
p_{t+1}<C_{16} \theta\left(p_{t+1}\right)=C_{16} \sum_{p \leq p_{t+1}} \log p, \tag{5.1.17}
\end{equation*}
$$

hence

$$
\begin{aligned}
p_{t+1}-C_{16} \log p_{t+1} & \ll \sum_{p \leq \max \{\|f\|, \log B\}} \log p+\sum_{\max \{\|f\|, \log B\}<p \leq p_{t}} \log p \\
& \leq \theta(\log B)+\sum_{p \mid \pi_{X}} \log p+\sum_{j=1}^{t} \log p \\
& =\theta(\log B)+\sum_{p \mid \pi_{X}} \log p+\log \mathcal{Q}_{t} \\
& \ll \log B+\|f\|
\end{aligned}
$$

since we know that $p_{t+1}>\max \{\log B,\|f\|\}$ and therefore we can, by choosing $B$ sufficiently large, make sure that $C_{16} \log p_{t+1}<\frac{1}{2} p_{t+1}$. Thus, we have

$$
\begin{equation*}
\mathcal{Q}_{t+1}=O\left(B^{\psi+\varepsilon} \log B\right) \tag{5.1.18}
\end{equation*}
$$

Since the partial derivative

$$
\frac{\partial \mathcal{F}}{\partial v}=z^{k}
$$

is only divisible by primes $\gg B^{2}(\log B)^{-1}$, (5.1.17) implies that there is no point $\mathbf{x} \in$ $X^{\beta}(\mathbb{Q} ; \mathbf{B})$ which specializes to a singular point on $X_{p_{j}}$ for $j=1, \cdots, t+1$. Hence, every $\mathbf{x} \in X^{\beta}(\mathbb{Q} ; \mathbf{B})$ reduces to a non-singular point on $X_{p_{j}}$ for every prime $j=1, \cdots, t+1$.

Our goal now is to construct a set of exceptional points $\mathcal{E}$ and a collection of curves $\Gamma$ which cover $X^{\beta}(\mathbb{Q} ; \mathbf{B})$. Consider an irreducible component $\mathcal{D}(\emptyset)$ of $X \cap Y(\emptyset)$. For each point $\mathbf{x} \in \mathcal{D}(\emptyset) \cap X^{\beta}(\mathbb{Q} ; \mathbf{B})$, let $P_{1}(\mathbf{x})=P_{1}$ be the $\mathbb{F}_{p_{1}}$-point on $X_{p_{1}}$ such that $\mathbf{x} \equiv P_{1}$ $\left(\bmod p_{1}\right)$. By Theorem 4.0.1, there exists a surface $Y\left(P_{1}\right)$ which contains $X^{\beta}\left(\mathbb{Q} ; \mathbf{B}, P_{1}\right)$. Thus, there exists an irreducible component $\mathcal{D}_{\mathbf{x}}\left(P_{1}\right)$ of $X \cap Y\left(P_{1}\right)$ which contains $\mathbf{x}$. If
$\mathcal{D}(\emptyset) \neq \mathcal{D}_{\mathbf{x}}\left(P_{1}\right)$, then put $\mathbf{x}$ in a set $Z\left(P_{1}\right)$. Repeat this process for each irreducible component $\mathcal{D}$ of $X \cap Y(\emptyset)$, to obtain sets $Z\left(P_{1}\right)$ for each $P_{1} \in X_{p_{1}}$. Note that a surface in $\mathbb{P}(1,1,2, d-2 k)$ of weighted degree $d$ is the quotient of a certain action of a surface of degree $d$ in the straight projective space $\mathbb{P}^{3}$, therefore Bézout's Theorem for straight projective spaces provides an upper bound for the cardinality of the sets $Z\left(P_{1}\right)$. Theorem 4.0.1 then shows that for each $P_{1} \in X_{p_{1}}$, we have

$$
\# Z\left(P_{1}\right)<_{d}\left(p_{1}^{-1} B^{\psi}+\log B p_{1}\right)\left(B^{\psi}+\log B\right)(\log B)^{2} .
$$

Write

$$
Z\left(p_{1}\right)=\bigcup_{P_{1} \in X_{p_{1}}} Z\left(P_{1}\right)
$$

By Lang and Weil's theorem, we have $\# X_{p_{1}}=O_{d}\left(p_{1}^{2}\right)$, where it follows that

$$
\# Z\left(p_{1}\right)=O_{d}\left(p_{1}^{2}\left(p_{1}^{-1} B^{2 \psi}+\log B p_{1}\right)(\log B)^{2}\right)=O_{d}\left(B^{2 \psi}(\log B)^{5}\right)
$$

What remains are irreducible components $\mathcal{C}$ of $X \cap Y(\emptyset)$ which are also irreducible components of $X \cap Y\left(P_{1}\right)$ for some $P_{1} \in X_{p_{1}}$. Call this collection of curves $\Gamma^{(1)}$. For each surface $Y\left(P_{1}\right)$, suppose that $G_{P_{1}}$ is a primitive form which defines $Y\left(P_{1}\right)$. Then, from (5.1.12) we see that we can substitute $v=f(x, y) / z^{k}$ into $G_{P_{1}}$ to obtain

$$
\begin{equation*}
G_{P_{1}}(x, y, v, z)=G_{P_{1}}\left(x, y, \frac{f(x, y)}{z^{k}}, z\right) . \tag{5.1.19}
\end{equation*}
$$

If $G_{P_{1}}(x, y, v, z)$ has a $v$ term, then we may replace the $v$ 's with $f(x, y) / z^{k}$ to obtain a form over $\mathbb{P}(1,1,2)$. If $G$ does not have a term containing $v$, then no substitution is necessary and we again obtain a form over $\mathbb{P}(1,1,2)$. Since $G_{P_{1}}$ is weighted homogeneous with respect to $(1,1, d-2 k, 2)$, it follows that each monomial that appears in $G_{P_{1}}$ with a non-zero coefficient has the same weighted degree $l$ with respect to the weight vector $(1,1, d-2 k, 2)$. Consider a monomial $x^{\alpha_{1}} y^{\alpha_{2}} v^{\alpha_{3}} z^{\alpha_{4}}$ that appears in $G_{P_{1}}$ with non-zero coefficient. After the substitution, we obtain

$$
x^{\alpha_{1}} y^{\alpha_{2}}\left(\frac{f(x, y)}{z^{k}}\right)^{\alpha_{3}} z^{\alpha_{4}}
$$

Expanding $f(x, y)$ and recalling that $f$ is a binary form of degree $d$, it follows that each monomial which appears in the expansion $f(x, y)^{\alpha_{3}}$ has degree $d \alpha_{3}$. Now, we multiply by a large power of $z$, say $z^{L}$, so that

$$
z^{L} G_{P_{1}}\left(x, y, \frac{f(x, y)}{z^{k}}, z\right)
$$

is a polynomial in $x, y, z$. Each monomial that appears in $z^{L} x^{\alpha_{1}} y^{\alpha_{2}}\left(f(x, y) / z^{k}\right)^{\alpha_{3}} z^{\alpha_{4}}$ has weighted degree

$$
2 L+\alpha_{1}+\alpha_{2}+d \alpha_{3}-2 k \alpha_{3}+2 \alpha_{4}=2 L+l,
$$

so $z^{L} G_{P_{1}}\left(x, y, f(x, y) / z^{k}, z\right)$ is a polynomial over $\mathbb{P}(1,1,2)$. Further, if we choose $L$ to be minimal, then $L \leq k l$. We call the new polynomial $\mathcal{G}_{P_{1}}(x, y, z)$. It is now clear that the degree of $\mathcal{G}_{P_{1}}$ is at most $2 k l+l=l(2 k+1)$, and thus Theorem 4.0.1 implies

$$
\begin{equation*}
\operatorname{deg} \mathcal{C}=\operatorname{deg} \mathcal{G}_{P_{1}}=O_{d}\left(\left(p_{1}^{-1} B^{\psi} \log B+\log B p_{1}\right)\right) \tag{5.1.20}
\end{equation*}
$$

for each $\mathcal{C} \in \Gamma^{(1)}$. Observe that $\Gamma^{(1)}$ is a collection of irreducible components of $X \cap Y(\emptyset)$, hence

$$
\# \Gamma^{(1)}=O_{d}\left(B^{\psi} \log B\right)
$$

We have thus obtained a relatively small set of points $Z\left(p_{1}\right)$ and a collection of curves $\Gamma^{(1)}$ which together cover $X^{\beta}(\mathbb{Q} ; \mathbf{B})$. Moreover, the curves in $\Gamma^{(1)}$ now have degrees bounded as in (5.1.20) and the number of curves in $\Gamma^{(1)}$ is bounded above by the degree of $Y(\emptyset)$. We can continue this process to continue to separate points in $X^{\beta}(\mathbb{Q} ; \mathbf{B})$ into an exceptional set or onto a curve of relatively small degree.

Suppose we have obtained $Z\left(\mathcal{Q}_{i}\right)$ for $1 \leq i \leq j$ up to some positive integer $j$. In particular, $Z\left(\mathcal{Q}_{i}\right)$ is the set of points $\mathbf{x} \in X^{\beta}(\mathbb{Q} ; \mathbf{B})$ such that $\mathbf{x} \notin Z\left(\mathcal{Q}_{i-1}\right)$ and $\mathcal{D}(\emptyset) \neq \mathcal{D}_{\mathbf{x}}\left(P_{1}, \cdots, P_{i}\right)$. Notice that

$$
\# Z\left(\mathcal{Q}_{i}\right)=O_{d}\left(\mathcal{Q}_{i}^{2}\left(p_{i}^{-1} \mathcal{Q}_{i-1}^{-2} B^{2 \psi}+\log B \mathcal{Q}_{i}\right)(\log B)^{2}\right)
$$

Similarly, suppose we have obtained $\Gamma^{(i)}, 1 \leq i \leq j$, where $\Gamma^{(i)}$ is the set of curves $\mathcal{C}$ of degree

$$
O_{d}\left(\mathcal{Q}_{i}^{-1} B^{\psi} \log B+\log B \mathcal{Q}_{i}\right)
$$

such that $\mathcal{C} \in \Gamma^{(i-1)}$ and

$$
\mathcal{C}=\mathcal{D}(\emptyset)=\mathcal{D}_{\mathbf{x}}\left(P_{1}, \cdots, P_{i}\right)
$$

for some $\left(P_{1}, \cdots, P_{i}\right)$. Observe that we have

$$
X^{\beta}(\mathbb{Q} ; \mathbf{B}) \subset \bigcup_{\mathcal{C} \in \Gamma^{(i)}} \mathcal{C} \cup Z\left(\mathcal{Q}_{i}\right)
$$

We now construct $Z\left(\mathcal{Q}_{j+1}\right)$ given $Z\left(\mathbb{Q}_{j}\right)$. Consider an irreducible curve $\mathcal{C} \in \Gamma^{(j)}$. For each point $\mathbf{x} \in \mathcal{C} \cap\left(X^{\beta}(\mathbb{Q} ; \mathbf{B}) \backslash Z\left(\mathcal{Q}_{j}\right)\right)$, we have

$$
\mathcal{D}(\emptyset)=\mathcal{D}_{\mathbf{x}}\left(P_{1}\right)=\mathcal{D}_{\mathbf{x}}\left(P_{1}, P_{2}\right)=\cdots=\mathcal{D}_{\mathbf{x}}\left(P_{1}, \cdots, P_{j}\right)=\mathcal{C}
$$

There exists a point $P_{j+1}=P_{j+1}(\mathbf{x}) \in X_{p_{j+1}}$ such that $\mathbf{x} \equiv P_{j+1}\left(\bmod p_{j+1}\right)$. Hence, by Theorem 4.0.1, there exists a surface $Y\left(P_{1}, \cdots, P_{j+1}\right)$ such that $\mathbf{x} \in X \cap Y\left(P_{1}, \cdots, P_{j+1}\right)$, and

$$
\operatorname{deg} Y\left(P_{1}, \cdots, P_{j+1}\right)=O_{d}\left(\mathcal{Q}_{j+1}^{-1} B^{\psi+\varepsilon}+\log B \mathcal{Q}_{j+1}\right)
$$

Set $\mathcal{D}_{\mathbf{x}}\left(P_{1}, \cdots, P_{j+1}\right)$ to be an irreducible component of $X \cap Y\left(P_{1}, \cdots, P_{j+1}\right)$ which contains x. Put $\mathbf{x}$ in the set $Z\left(P_{1}, \cdots, P_{j+1}\right)$ if

$$
\mathcal{D}_{\mathbf{x}}\left(P_{1}, \cdots, P_{j}\right) \neq \mathcal{D}_{\mathbf{x}}\left(P_{1}, \cdots, P_{j+1}\right)
$$

then repeat this process for every point $\mathbf{x} \in \mathcal{C} \cap\left(X^{\beta}(\mathbb{Q} ; \mathbf{B}) \backslash Z\left(\mathcal{Q}_{j}\right)\right)$ and for every curve in $\Gamma^{(j)}$ to obtain our sets $Z\left(P_{1}, \cdots, P_{j+1}\right)$ for $P_{i} \in X_{p_{i}}, i=1, \cdots, j+1$. By Bézout's theorem, we have

$$
\begin{align*}
\# Z\left(P_{1}, \cdots, P_{j+1}\right) & =O_{d}\left(\operatorname{deg} Y\left(P_{1}, \cdots, P_{j}\right) \operatorname{deg} Y\left(P_{1}, \cdots, P_{j+1}\right)\right.  \tag{5.1.21}\\
& =O_{d}\left(\mathcal{Q}_{j}^{-1} \mathcal{Q}_{j+1}^{-1} B^{2 \psi}+\left(\mathcal{Q}_{j}^{-1}+\mathcal{Q}_{j+1}^{-1}\right) B^{\psi} \log B \mathcal{Q}_{j+1}+\log ^{2} B \mathcal{Q}_{j+1}\right) \\
& =O_{d}\left(\mathcal{Q}_{j+1}^{-2} B^{2 \psi} \log B+\log ^{2} B \mathcal{Q}_{j+1}\right)
\end{align*}
$$

Write $Z\left(\mathcal{Q}_{j+1}\right)$ as

$$
Z\left(\mathcal{Q}_{j+1}\right)=\bigcup_{\substack{P_{i} \in X_{p_{i}} \\ 1 \leq i \leq j+1}} Z\left(P_{1}, \cdots, P_{j+1}\right)
$$

By Lemma 4.3.3, we have

$$
\# X_{p_{j}}=p_{j}^{2}+O\left(d^{2} p_{j}^{3 / 2}\right)+O_{d}(p)
$$

for $j=1, \cdots, t+1$. We write this as

$$
\# X_{p_{j}} / p_{j}^{2}=1+O\left(d^{2} p_{j}^{-1 / 2}\right)+O_{d}\left(p^{-1}\right)
$$

Therefore, for some number $C_{17}(d)>0$ depending on $d$, we have

$$
\prod_{i=1}^{j+1} \frac{\# X_{p_{i}}}{p_{i}^{2}} \leq\left(\prod_{i=1}^{j+1}\left(1+p_{i}^{-1 / 2}\right)\right)^{C_{17}(d)}
$$

hence

$$
\prod_{i=1}^{j+1} \# X_{p_{i}} \leq \mathcal{Q}_{j+1}^{2}\left(\prod_{i=1}^{j+1}\left(1+p_{i}^{-1 / 2}\right)\right)^{C_{17}(d)}
$$

Since $\mathcal{Q}_{t+1}=p_{1} \cdots p_{t+1} \ll B^{\psi+\varepsilon} \log B$ and $p_{i} \geq \log B$, there exists a positive number $C_{18}(d)$ such that

$$
\begin{equation*}
t \leq \frac{C_{18}(d) \log B}{\log \log B} \tag{5.1.22}
\end{equation*}
$$

We now use the inequality

$$
1+v \leq e^{v}
$$

which is valid for all $v \geq 0$, to obtain

$$
\prod_{i=1}^{j+1}\left(1+p_{i}^{-1 / 2}\right) \leq \prod_{i=1}^{j+1} \exp \left(p_{i}^{-1 / 2}\right)
$$

Noting that $p_{i} \geq \log B$ for $i=1, \cdots, j+1$, it follows that

$$
\prod_{i=1}^{j+1}\left(1+p_{i}^{-1 / 2}\right) \leq \exp \left((j+1)(\log B)^{-1 / 2}\right)
$$

Hence, by (5.1.22), we have

$$
\prod_{i=1}^{j+1}\left(1+p_{i}^{-1 / 2}\right) \leq \exp \left(\frac{C_{18}(d)(\log B)^{1 / 2}}{\log \log B}\right)
$$

so we obtain

$$
\begin{equation*}
\prod_{i=1}^{j+1} \# X_{p_{i}} \leq \mathcal{Q}_{j+1}^{2} \exp \left(\frac{C_{19}(d)(\log B)^{1 / 2}}{\log \log B}\right) \tag{5.1.23}
\end{equation*}
$$

where $C_{19}(d)=C_{17}(d) C_{18}(d)$. By (5.1.21), (5.1.23), and Theorem 4.0.1, it follows that:

$$
\begin{equation*}
\# Z\left(\mathcal{Q}_{j+1}\right)=O_{d}\left(\left(B^{2 \psi}+\mathcal{Q}_{j+1}^{2} \log ^{2} B \mathcal{Q}_{j+1}\right) \exp \left(\frac{C_{19}(d)(\log B)^{1 / 2}}{\log \log B}\right)\right) \tag{5.1.24}
\end{equation*}
$$

We write $\Gamma^{(j+1)}$ to be the set of irreducible curves $\mathcal{C} \in \Gamma^{(j)}$ which are common irreducible components of $X \cap Y\left(P_{1}, \cdots, P_{j}\right)$ and $X \cap Y\left(P_{1}, \cdots, P_{j+1}\right)$. For each curve $\mathcal{C} \in \Gamma^{(j+1)}$, we have

$$
\operatorname{deg} \mathcal{C}=O_{d}\left(\mathcal{Q}_{j+1}^{-1} B^{\psi} \log B+\log B \mathcal{Q}_{j+1}\right)
$$

By (5.1.18) and (5.1.24), we see that

$$
\begin{equation*}
\# Z\left(\mathcal{Q}_{t+1}\right)=O_{d, \varepsilon}\left(B^{2 \psi+\varepsilon}(\log B)^{2} \exp \left(\frac{C_{19}(d)(\log B)^{1 / 2}}{\log \log B}\right)\right) \tag{5.1.25}
\end{equation*}
$$

We write $\Gamma=\Gamma^{(t+1)}$. If $\mathcal{C} \in \Gamma$, then the hypothesis of the first half of Theorem 4.0.1 applies, whence

$$
\operatorname{deg} \mathcal{C}=O_{d, \varepsilon}(1)
$$

We put the sets $Z\left(\mathcal{Q}_{1}\right), \cdots Z\left(\mathcal{Q}_{t+1}\right)$ together to form the exceptional set:

$$
\mathcal{E}=\bigcup_{j=1}^{t+1} Z\left(\mathcal{Q}_{j}\right)
$$

Then (5.1.22) and (5.1.25) imply that:

$$
\begin{equation*}
\# \mathcal{E}=O_{d}\left(B^{2 \psi+\varepsilon} \exp \left((\log B)^{1 / 2} / \log \log B\right)(\log B)^{3}(\log \log B)^{-1}\right) \tag{5.1.26}
\end{equation*}
$$

We now turn our attention to the set $\Gamma$. Since $\# \Gamma$ does not exceed the number of irreducible components of $X \cap Y(\emptyset)$, it follows from (5.1.15) that

$$
\begin{equation*}
\# \Gamma=O_{d, \varepsilon}\left(B^{\psi+\varepsilon}\right) \tag{5.1.27}
\end{equation*}
$$

By construction, it follows that

$$
\begin{equation*}
R\left(f ; B^{\beta}, B\right) \leq \# \mathcal{E}+\# \bigcup_{\mathcal{C} \in \Gamma} \mathcal{C}(\mathbb{Q} ; \mathbf{B}) \tag{5.1.28}
\end{equation*}
$$

For $\mathcal{C} \in \Gamma, \mathcal{C}$ is a component of $Y\left(P_{1}, \cdots, P_{t+1}\right)$ for some $\left(P_{1}, \cdots, P_{t+1}\right)$. Moreover, since $\mathcal{Q}_{t+1}=p_{1} \cdots p_{t+1}$ satisfies the hypothesis of part (a) of Theorem 4.0.1, it follows from Bézout's theorem that

$$
\begin{equation*}
\operatorname{deg} \mathcal{C} \leq \operatorname{deg} X \cdot \operatorname{deg} Y\left(P_{1}, \cdots, P_{t+1}\right)=O_{d, \varepsilon}(1) \tag{5.1.29}
\end{equation*}
$$

Let $G^{*}$ be a primitive form which defines $Y\left(P_{1}, \cdots, P_{t+1}\right)$. By (5.1.16) and case a) of Theorem 4.0.1, we also have

$$
\log \left\|G^{*}\right\|=\log \left(H\left(Y\left(P_{1}, \cdots, P_{t+1}\right)\right)\right)=O_{d, \varepsilon}(\log B)
$$

By following the same substitution as in (5.1.19), we obtain a form over $\mathbb{P}(1,1,2)$ by substituting (5.1.12) into $G^{*}$. We call the new polynomial $G(x, y, z)$. Observe that

$$
\log \|G\|=\log \left\|G^{*}\right\|+O_{d}(l \log \|f\|)
$$

We may now suppose that $B$ is chosen sufficiently large so that $\log \|f\|<\log B$. Then we obtain

$$
\begin{equation*}
\log \|G\|=O_{d, \varepsilon}(\log B) \tag{5.1.30}
\end{equation*}
$$

Note that the curve $\mathcal{C}$ corresponds naturally to a component $\mathcal{C}^{\prime}$ of the curve $G(x, y, z)=0$. If $\mathcal{C}^{\prime}$ is reducible, we consider each irreducible component separately, noting that there are at most $O_{d, \varepsilon}(1)$ components by Bézout's theorem and (5.1.29). Thus, we may consider each irreducible component $\mathcal{C}^{\prime \prime}$ of $\mathcal{C}^{\prime}$. There are two situations. First, $\mathcal{C}^{\prime \prime}$ may be irreducible over $\mathbb{Q}$, but reducible over $\overline{\mathbb{Q}}$. In this case, the rational points on $\mathcal{C}^{\prime \prime}$ are preserved under the all elements of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$, but $\mathcal{C}^{\prime \prime}$ has a conjugate which is also a component of $\mathcal{C}^{\prime}$, whence $\mathcal{C}^{\prime \prime}(\mathbb{Q})$ corresponds to the rational points in the intersection of two curves each of degree $O_{d, \varepsilon}(1)$; so by Bézout's theorem, it follows that

$$
\# \mathcal{C}^{\prime \prime}(\mathbb{Q})=O_{d, \varepsilon}(1)
$$

We suppose now that $\mathcal{C}$ corresponds to a $\mathbb{Q}$-defined and geometrically integral component of $G$, which we call $\mathcal{G}$. Hence we have

$$
\mathcal{C} \leftrightarrow \mathcal{G}(x, y, z)=0 .
$$

By Proposition B.7.3 in [62] and (5.1.30), we have

$$
\log \|\mathcal{G}\|=O_{d, \varepsilon}(\log B)
$$

We write

$$
\mathcal{G}(x, y, z)=G_{1}(x, y)+z G_{2}(x, y, z),
$$

where $G_{1}(x, y)$ consists of all monomials in $\mathcal{G}$ which only contains $x$ and $y$. Observe that since $\mathcal{G} \in \mathbb{P}(1,1,2)$ that $G_{1}$ is homogeneous in $x$ and $y$. We then consider several situations.

Let $\Gamma_{1}$ denote the set of curves $\mathcal{C} \in \Gamma$ such that $f(x, y)$ and $G_{1}(x, y)$ are coprime. If $x y=0$, say $y=0$, then

$$
f(x, 0)=a_{d} x^{d}=v z^{k} .
$$

Since we have assumed that $z$ is a prime by (5.1.10), it follows that we must have $z \mid a_{d} x^{d}$. However, since we assumed that $z \gg B^{2}(\log B)^{-1}$ and $B>\|f\|$, this is not possible. It follows that no point with $x y=0$ can lie in $X^{\beta}(\mathbb{Q} ; \mathbf{B})$. Write $f(x, y)=y^{d} f(x / y, 1)$ and $G_{1}(x, y)=y^{\operatorname{deg}\left(G_{1}\right)} G_{1}(x / y, 1)$. Further, write $h(x)=f(x, 1)$ and $g(x)=G_{1}(x, 1)$. There exist polynomials $a(x), b(x) \in \mathbb{Z}[x]$ and such that

$$
a(x) h(x)+b(x) g(x)=\operatorname{Res}(h, g)
$$

where $\operatorname{Res}(h, g)$ is the resultant of $h$ and $g$, see [29]. Homogenizing the equation, we obtain

$$
a^{\prime}(x, y) f(x, y)+b^{\prime}(x, y) G_{1}(x, y)=n y^{e},
$$

where $e$ is the least positive integer such that the left hand side is a binary form.
Since $z \mid G_{1}(x, y)$ and $z \mid f(x, y)$, it follows that $z \mid n y^{e}$. However, recall from Section 5.1 that $z$ is a prime not smaller than $B^{2}(\log B)^{-1}$, and since $y \in[1, B]$, it follows that $z \mid n$. The resultant $\operatorname{Res}(h, g)$ is bounded by

$$
|\operatorname{Res}(h, g)| \leq(d+\operatorname{deg} \mathcal{G}+1)!(\|f\| \cdot\|\mathcal{G}\|)^{d+\operatorname{deg} \mathcal{G}+1}
$$

Hence, the number of prime divisors dividing $n$ of size at least $B^{2}(\log B)^{-1}$ is at most

$$
\begin{equation*}
O\left(\frac{\operatorname{deg} \mathcal{G} \log \|\mathcal{G}\|}{\log B}\right)=O_{d, \varepsilon}(1) . \tag{5.1.31}
\end{equation*}
$$

We can now argue as in Greaves [48]. By (5.1.10), we have that $z$ is in fact a prime. Thus, there are at most $d$ solutions to the congruence

$$
f(\omega, 1) \equiv 0 \quad(\bmod z)
$$

By (5.1.7), we have

$$
f(x, y) \equiv 0 \quad(\bmod z),
$$

and since $x y \not \equiv 0(\bmod z)$, there exists $\omega \neq 0$ such that $x \equiv \omega y(\bmod z)$. For each such $\omega$, Lemma 1 in Greaves [48] gives that there are at most

$$
\frac{B^{2}}{z}+O(B)=O(B)
$$

such solutions. Thus for each $z$, there are at most $d \cdot O(B)=O_{d}(B)$ many points in $X^{\beta}(\mathbb{Q} ; \mathbf{B})$ corresponding to a point on a curve $\mathcal{C} \in \Gamma_{1}$. Since there are $O_{\varepsilon}\left(B^{\varepsilon}\right)$ choices for $z$ and

$$
O_{d, \varepsilon}\left(B^{\psi+\varepsilon}\right)
$$

choices for $\mathcal{C} \in \Gamma_{1}$, it follows that

$$
\begin{equation*}
\# X^{\beta}(\mathbb{Q} ; \mathbf{B}) \cap \bigcup_{\mathcal{C} \in \Gamma_{1}} \mathcal{C}=O_{d, \varepsilon}\left(B^{\psi+1+\varepsilon}\right) \tag{5.1.32}
\end{equation*}
$$

Next, consider the curves $\Gamma_{2} \subset \Gamma$ consisting of those $\mathcal{C} \in \Gamma$ such that $f(x, y), G_{1}(x, y)$ are not co-prime. As we have chosen $f$ to be irreducible, this implies that $f(x, y)$ divides $G_{1}(x, y)$. By our choice of $\mathcal{G}$, the degree of $\mathcal{G}$ is at least $d$ and at most $O_{d, \varepsilon}(1)$. We write $l=\operatorname{deg} \mathcal{C}=\operatorname{deg} \mathcal{G}$. We calculate the corresponding quantities $a_{x}, a_{y}, a_{z}$ with respect to the
monomial ordering $<$. Suppose that $x^{\alpha_{x}} y^{\alpha_{y}} z^{\alpha_{z}}$ is the leading monomial in $\mathcal{G}$ with respect to reverse lexicographic ordering. In particular, we must have

$$
\alpha_{x}+\alpha_{y}+2 \alpha_{z}=l
$$

since $\mathcal{G}$ is a polynomial over $\mathbb{P}(1,1,2)$ of weighted degree $l$. Further, we have

$$
\begin{aligned}
& a_{x}=\frac{l-\alpha_{x}}{2 l}, \\
& a_{y}=\frac{l-\alpha_{y}}{2 l},
\end{aligned}
$$

and

$$
a_{z}=\frac{l-2 \alpha_{z}}{4 l} .
$$

Hence,

$$
\begin{aligned}
B_{x}^{a_{x}} B_{y}^{a_{y}} B_{z}^{a_{z}} & =B^{\frac{1}{4}\left(\frac{(4+\beta) l-2 \alpha_{x}-2 \alpha_{y}-2 \beta \alpha_{z}}{l}\right)} \\
& =B^{\frac{1}{4}\left(\frac{(2+\beta) l+2 \alpha_{z}(2-\beta)}{l}\right)} .
\end{aligned}
$$

Write

$$
\begin{equation*}
\Psi=\frac{(2+\beta) l+2 \alpha_{z}(2-\beta)}{l^{2}} . \tag{5.1.33}
\end{equation*}
$$

Observe that the $W$ in Theorem 4.0.1 corresponds to the quantity $B^{\Psi}$.
Now we argue as in [53]. If $\mathbf{x} \in \mathbb{P}(1,1,2)$ is a singular point on $\mathcal{C}$, then $\mathbf{x}$ is a common zero of $\mathcal{G}$ and $\frac{\partial \mathcal{G}}{\partial x}$, hence $\mathbf{x}$ lies on the intersection

$$
\mathcal{C} \cap \mathcal{C}^{\prime}
$$

where $\mathcal{C}^{\prime}$ is the zero-locus of $\frac{\partial \mathcal{G}}{\partial x}$. By Bézout's theorem, the number of singular points on $\mathcal{C}$ is at most

$$
\begin{equation*}
O_{d, \varepsilon}(1) \tag{5.1.34}
\end{equation*}
$$

It remains to consider non-singular points on $\mathcal{C}$. Suppose $\mathbf{z} \in \mathcal{C}^{\beta}(\mathbb{Q} ; \mathbf{B})$ is non-singular, but reduces to a singular point modulo $p$ for some prime $p$. Then, we must have $p$ divides

$$
\frac{\partial \mathcal{G}}{\partial x}(\mathbf{z}), \frac{\partial \mathcal{G}}{\partial y}(\mathbf{z}), \frac{\partial \mathcal{G}}{\partial z}(\mathbf{z})
$$

However, $\mathbf{z}$ is non-singular, so one of the partial derivatives above is non-zero. We may suppose, as we may, that $\frac{\partial \mathcal{G}}{\partial x}(\mathbf{z}) \neq 0$. Since

$$
\left|\frac{\partial \mathcal{G}}{\partial x}(\mathbf{z})\right|<_{d} l\|\mathcal{G}\| B^{l-1}
$$

it follows that

$$
\#\left\{p>B^{\Psi+\varepsilon}: p \left\lvert\, \frac{\partial \mathcal{G}}{\partial x}(\mathbf{z})\right.\right\}<_{d, \varepsilon} \frac{l \log (\|\mathcal{G}\| B)}{\log 2+\Psi \log B}
$$

Choose $C_{20}(d, \varepsilon)$ to be a number which depends on $d, \varepsilon$ and gives an upper bound for the inequality above. Now set

$$
n=\left\lceil\frac{C_{20}(d, \varepsilon) l \log (\|\mathcal{G}\| B)}{\log 2+\Psi \log B}\right\rceil \ll \log B
$$

where the implied constant is absolute, and

$$
q_{1}<\cdots<q_{n}
$$

to be the first $n$ primes larger than $B^{\Psi+\varepsilon}$. Then there exists $j$ with $1 \leq j \leq n$ such that $q_{j} \nmid \frac{\partial \mathcal{G}}{\partial x}(\mathbf{z})$, so $\mathbf{z}$ will reduce to a non-singular point on $\mathcal{C}_{q_{j}}$. By Theorem 4.0.1 and the theorem of Lang-Weil [74], there exist

$$
R=O\left(n q_{n}\right)<_{d, \varepsilon} B^{\Psi+\varepsilon}
$$

forms $\mathcal{G}_{1}, \cdots, \mathcal{G}_{R}$ of degree $O_{l, \varepsilon}(1)=O_{d, \varepsilon}(1)$, defining curves $\mathcal{Y}_{1}, \cdots, \mathcal{Y}_{R}$, such that $\mathcal{C} \not \subset \mathcal{Y}_{j}$ for $j=1, \cdots, R$, and

$$
\mathcal{C}_{\text {non-singular }}^{\beta}(\mathbb{Q} ; \mathbf{B}) \subset \bigcup_{j=1}^{R} \mathcal{Y}_{j} .
$$

By Bézout's Theorem, (5.1.34), and Theorem 4.0.1, we have the bound

$$
\# \mathcal{C}^{\beta}(\mathbb{Q} ; \mathbf{B})=O_{d, \varepsilon}\left(B^{\frac{2+\beta}{l}+\frac{2 \alpha z(2-\beta)}{l^{2}}+\varepsilon}\right) .
$$

Further, we have

$$
2-\frac{\log \log B}{\log B}<\beta \leq \frac{d}{k}+\frac{\log (\|f\| d)}{\log B}
$$

If $\beta \geq 2$, then certainly

$$
2-\beta \leq 0,
$$

hence

$$
2 \alpha_{z}(2-\beta) \leq 0,
$$

so we obtain the upper bound

$$
\# \mathcal{C}^{\beta}(\mathbb{Q} ; \mathbf{B})=O_{d, \varepsilon}\left(B^{\frac{2+\beta}{l}+\varepsilon}\right) .
$$

and if $\beta \leq 2$, then

$$
0 \leq 2-\beta<\frac{\log \log B}{\log B}
$$

Therefore, we obtain

$$
\begin{aligned}
B^{\frac{2 \alpha_{z}(2-\beta)}{\nabla^{2}}} & \leq B^{\frac{2 \alpha_{z}(\log \log B / \log B)}{l^{2}}} \\
& =(\log B)^{\frac{2 \alpha_{z}}{l^{2}}} \\
& \leq(\log B)^{\frac{1}{l}},
\end{aligned}
$$

as $2 \alpha_{z} \leq l$. This again implies that

$$
\# \mathcal{C}^{\beta}(\mathbb{Q} ; \mathbf{B})=O_{d, \varepsilon}\left(B^{\frac{2+\beta}{l}+\varepsilon}\right) .
$$

Since $l \geq d$ and $\beta \leq d / k+\log (d\|f\|) / \log B$, it follows that

$$
\# \mathcal{C}^{\beta}(\mathbb{Q} ; \mathbf{B})=O_{d, \varepsilon}\left(B^{\frac{2}{d}+\frac{1}{k}+\varepsilon}\right) .
$$

Since $k \geq 2$, it follows that

$$
\# \mathcal{C}^{\beta}(\mathbb{Q} ; \mathbf{B})=O_{d, \varepsilon}\left(B^{\frac{2}{d}+\frac{1}{2}+\varepsilon}\right) .
$$

Combining these estimates, we obtain

$$
\begin{equation*}
\# X^{\beta}(\mathbb{Q} ; \mathbf{B}) \cap \bigcup_{\mathcal{C} \in \Gamma_{2}} \mathcal{C}=O_{d, \varepsilon}\left(B^{\psi} B^{\frac{2}{d}+\frac{1}{2}+\varepsilon}\right) . \tag{5.1.35}
\end{equation*}
$$

By (5.1.26), (5.1.27), (5.1.32), and (5.1.35), we have

$$
\begin{equation*}
\# X^{\beta}(\mathbb{Q} ; \mathbf{B})=O_{d, \varepsilon}\left(B^{2 \psi+\varepsilon}+B^{1+\psi+\varepsilon}+B^{\psi+\frac{2}{d}+\frac{1}{2}+\varepsilon}\right) . \tag{5.1.36}
\end{equation*}
$$

Since we may assume $d \geq 6$ by Greaves [48], we obtain

$$
\begin{equation*}
\# X^{\beta}(\mathbb{Q} ; \mathbf{B})=O_{d, \varepsilon}\left(B^{2 \psi+\varepsilon}+B^{1+\psi+\varepsilon}\right) \tag{5.1.37}
\end{equation*}
$$

It remains to show that if $k / d>7 / 18$ and $\beta$ is in the range

$$
2-\frac{\log \log B}{\log B}<\beta \leq \frac{d}{k}+\frac{\log (\|f\| d)}{\log B}
$$

then one can choose $\varepsilon$ so that $\psi<1$. Let us analyze the expression

$$
\begin{equation*}
\frac{d-k \beta}{d-2 k}+\frac{\beta}{2} \tag{5.1.38}
\end{equation*}
$$

as a function of $\beta$. Its derivative is given by

$$
\frac{-k}{d-2 k}+\frac{1}{2}=\frac{d-4 k}{2(d-2 k)},
$$

which is negative whenever $k / d>1 / 4$. Therefore, by (5.1.8), (5.1.38) viewed as a function of $\beta$, is decreasing. Thus, for any

$$
0<\eta<\frac{\log \log B}{\log B}
$$

with

$$
2-\eta<\beta \leq 2
$$

we have

$$
\begin{aligned}
\frac{d-k \beta}{d-2 k}+\frac{\beta}{2} & \leq \frac{d-k(2-\eta)}{d-2 k}+\frac{2}{2} \\
& =2+\frac{k \eta}{d-2 k} \\
& \leq 2+\frac{k \log \log B}{(d-2 k) \log B}
\end{aligned}
$$

Choose $B$ sufficiently large so that

$$
\begin{equation*}
\left(\frac{2(d-2 k)}{d}\right)^{1 / 2} \frac{k \log \log B}{(d-2 k) \log B}<\varepsilon \tag{5.1.39}
\end{equation*}
$$

Let $\lambda=k / d$. Then, by (5.1.39), we have

$$
\frac{1}{2}\left(2(1-2 \lambda)^{1 / 2}\left(1+\frac{d-2 k}{d-2 k}+\frac{2}{2}\right)+\varepsilon=\frac{3}{\sqrt{2}} \sqrt{1-2 \lambda}+\varepsilon\right.
$$

To ensure that $\psi<1$, we are left to consider the inequality

$$
\frac{3 \sqrt{1-2 \lambda}}{\sqrt{2}}<1
$$

This is equivalent to

$$
1-2 \lambda<\frac{2}{9}
$$

which gives

$$
\lambda>\frac{7}{18} .
$$

Thus, whenever $k / d>7 / 18$ and $\varepsilon$ is sufficiently close to zero, we have $\psi<1$. This completes the proof of Theorem 5.1.1, by virtue of (5.1.8).

### 5.2 Another proof of Browning's theorem

In this section, we give another proof of Browning's theorem in [21]. It illustrates the differences between our approaches to the determinant method. In [21], Browning combined elements of the "affine determinant method" introduced by Heath-Brown in [54] and Salberger's global determinant method in [93] to prove his result, which is stated below as Theorem 5.2.1. Heath-Brown had already shown in [54] that his affine determinant method could be applied to study integral points on the variety defined by

$$
f(x)=y z^{k}
$$

where $f(x)$ is a polynomial with integral coefficients of degree $d$. More specifically, for irreducible $f(x) \in \mathbb{Z}[x]$ of degree $d$ with no fixed $k$-th power divisor, Heath-Brown proved that $f$ takes on infinitely many $k$-free values whenever $k \geq(3 d+2) / 4$. Browning improved on this slightly by showing that Salberger's arguments in [93] can be adopted to augment the affine determinant method to sharpen the above result to $k \geq(3 d+1) / 4$.

We show that our version of the determinant method, detailed in Sections 4.1 to 5.1.2, can also be used to obtain the same result. It is interesting that these two different versions of the determinant method lead to the same conclusion.

For convenience, we state Browning's theorem again:

Theorem 5.2.1. (Browning, 2011) Let $f(x) \in \mathbb{Z}[x]$ be an irreducible polynomial of degree $d \geq 3$. Suppose that $k \geq(3 d+1) / 4$. Then, we have

$$
\#\{n \in \mathbb{Z} \cap[1, B]: f(n) \text { is } k \text {-free }\} \sim c_{f, k} B
$$

as $B \rightarrow \infty$, where $c_{f, k}$ is defined as in equation (5.1.5).
We first establish some preliminaries analogous to Section 5.1. Recall that we stated, in equation (5.1.6), the notation $N_{f, k}(B)=\#\{1 \leq x \leq B: f(x)$ is $k$-free $\}$. We define

$$
N(f ; b, B)=\#\left\{1 \leq x \leq B: b^{k} \mid f(x)\right\}
$$

From elementary properties of the Mobius function, we have

$$
N_{f, k}(B)=\sum_{b=1}^{\infty} \mu(b) N(f ; b, B)
$$

We also have the formula

$$
N(f ; b, B)=\rho_{f}\left(b^{k}\right)\left(\frac{B}{b^{k}}+O(1)\right)
$$

where as we recall, $\rho_{f}(m)$ counts the number of congruence classes modulo $m$ for which $f$ vanishes modulo $m$. Browning [21] obtains the estimate

$$
\rho_{f}\left(b^{k}\right)=O\left(b^{\varepsilon}\right)
$$

whenever $b$ is square-free, and so we obtain

$$
N(f ; b, B)=B \frac{\rho_{f}\left(b^{k}\right)}{b^{k}}+O\left(b^{\varepsilon}\right)
$$

We thefore conclude that

$$
\begin{equation*}
N_{f, k}(B)=B \sum_{b \leq B^{1-\delta}} \frac{\mu(b) \rho_{f}\left(b^{k}\right)}{b^{k}}+\sum_{b>B^{1-\delta}} \mu(b) N(f ; b, B)+o(B), \tag{5.2.1}
\end{equation*}
$$

where $\delta$ is a small positive constant.
Define the quantity

$$
E(\xi)=\#\left\{x \in \mathbb{Z} \cap[1, B]: \exists b>\xi \text { s.t. } b^{k} \mid f(x) \text { and } \mu^{2}(b)=1\right\}
$$

for any $\xi \geq 1$. Using the assumption of the theorem that $k>3 d / 4 \geq 1$, we find

$$
\begin{equation*}
N_{f, k}(B)=c_{f, k} B+o(B)+O\left(E\left(B^{1-\delta}\right)\right) . \tag{5.2.2}
\end{equation*}
$$

We now proceed with the proof of Theorem 5.2.1.

Proof. The discussion above essentially reduced the proof of Theorem 5.2.1 to obtaining a satisfactory upper bound for the quantity $E\left(B^{1-\delta}\right)$. We first homogenize our polynomial $f$ to obtain a binary form $F(x, y)$. As in the proof of Theorem 5.1.1, we write $H=B^{\beta}$, where

$$
1-\delta<\beta \ll d / k
$$

We then apply Theorem 4.0 .1 with the weight vector $(1,1, d-k, 1)$ and the box $\mathbf{B}=$ $\left(B, 1, H, O\left(B^{d} / H^{k}\right)\right)$ to the variety defined by

$$
X: F(x, y)-v z^{k}=0
$$

Note that this is a weighted projective surface. By Theorem 4.0.1 we obtain that all points counted by $E\left(B^{1-\delta}\right)$ lie on an auxiliary curve $\mathcal{C}$ of degree

$$
O_{d, \varepsilon}\left(B^{\frac{1}{2}\left(\frac{d-k}{d}\right)^{1 / 2}\left(\frac{d-k \beta}{d-k}+\beta\right)+\varepsilon}\right),
$$

which assumes its maximum value at $\beta=1-\delta$. Then, as per our analysis in the binary form case in Section 5.1.2, we deduce that we can partition $\mathcal{C} \cap X$ into a collection of

$$
O_{d, \varepsilon}\left(B^{\frac{1}{2}\left(\frac{d-k}{d}\right)^{1 / 2}\left(\frac{d-k \beta}{d-k}+\beta\right)+\varepsilon}\right)
$$

geometrically irreducible curves $\Gamma$, and an exceptional set $\mathcal{E}$ consisting of

$$
O_{d, \varepsilon}\left(B^{\left(\frac{d-k}{d}\right)^{1 / 2}\left(\frac{d-k \beta}{d-k}+\beta\right)+\varepsilon}\right)
$$

points. By [63], we may assume that $d \geq 3$, and as we have shown in Section 5.1.2, the contribution from each irreducible curve $\mathcal{D} \in \Gamma$ is no more than

$$
O_{d, \varepsilon}\left(B^{\frac{1}{3}+\varepsilon}\right)
$$

hence it suffices to take $d, k$ to satisfy

$$
\left(\frac{d-k}{d}\right)^{1 / 2}\left(\frac{d-k \beta}{d-k}+\beta\right)<1
$$

for $\beta=1-\delta$, with $\delta>0$ approaching zero. This is satisfied when $k / d>3 / 4$, which is equivalent to $k \geq(3 d+1) / 4$. This completes the proof of Theorem 5.2.1.

### 5.3 Representation of $k$-free numbers by binary forms

In this section, we give a proof of Theorem 5.1.2. Much of the argument remains unchanged from that given in [99].

Let $A$ be a positive real number. For any value $0<\theta \leq 1$ and for any non-zero integer $h$, let us write

$$
\mathfrak{s}(h)=\prod_{\substack{p \leq A^{\theta} \\|h|_{p}^{-1} \leq A^{\theta} \\ p \nmid \mathfrak{Q}}}|h|_{p}^{-1}
$$

where $\mathfrak{D}$ denotes the discriminant of $f$. Write $U$ to be the set of pairs $(a, b) \in \mathbb{Z}^{2}$ such that $f(a, b) \neq 0$ and the only primes dividing $\operatorname{gcd}(a, b)$ are those that divide $\mathfrak{D}$. Now, define

$$
S(\theta, A)=\prod_{(a, b) \in U} \mathfrak{s}(f(a, b))
$$

One can estimate $S(\theta, A)$ in exactly the same way as in [99] (note that in [99], they wrote $u$ instead of $A$ ). In particular, by Section 6 of Stewart-Top [99], we have the estimate

$$
S(\theta, A) \leq A^{5 \theta d A^{2}}
$$

As a consequence, we see that the number of pairs $(a, b) \in U$ such that $|\mathfrak{s}(f(a, b))| \geq A^{1 / 8}$ is at most $40 \theta d A^{2}$. Now, we may argue as in Lemma 2 of [40] that if $h$ and $b$ are integers such that $|h| \leq A^{1 / 2}$ and $1 \leq b \leq A$, then there are at most $d$ integers $a$ with $f(a, b)=h$. Hence, the number of pairs of integers $(a, b)$ with $1 \leq a, b \leq A$ and $|f(a, b)| \leq A^{1 / 2}$ is at most

$$
3 d A^{3 / 2}
$$

Set $\theta=C_{f, k} / 120 d$. Define $T$ to be the set of integers $(a, b)$ with $1 \leq a, b \leq A, f(a, b)$ is $k$-free, $|f(a, b)| \geq A^{1 / 2}$, and $\mathfrak{s}(f(a, b))<A^{1 / 8}$. By Theorem 5.1.1 and our choice of $\theta$, we have that there exist constants $C_{22}, C_{23}>0$, which depend on $f$ and $k$, such that whenever $A>C_{22}$, we have

$$
\begin{equation*}
\# T>\frac{1}{2} C_{23} A^{2} . \tag{5.3.1}
\end{equation*}
$$

We invoke the work of Stewart in [98] on estimating the number of solutions to Thue equations. Recall that for any integer $h, \omega(h)$ denotes the number of distinct prime factors of $h$. Let $h$ be an integer for which there exists $(a, b) \in T$ such that

$$
\begin{equation*}
f(a, b)=h \tag{5.3.2}
\end{equation*}
$$

Write $h=\mathfrak{s}(f(a, b)) \cdot g$. Since by assumption we have $\mathfrak{s}(f(a, b)) \leq A^{1 / 8}$ and $|f(a, b)| \geq A^{1 / 2}$, it follows that $|\mathfrak{s}(f(a, b))| \leq|h|^{1 / 4}$ and consequently, $|g| \geq|h|^{3 / 4}$. If $A$ is chosen to be greater than $|\mathfrak{D}|^{24}$ and $|h| \geq|\mathfrak{D}|^{12}$, then choosing $\varepsilon=1 / 12$ and applying Corollary 1 of [?] we obtain that the number of solutions to equation (5.3.2) is at most

$$
5600 d^{1+\omega(g)} .
$$

Observe that trivially we have the bound

$$
\begin{equation*}
|f(a, b)| \leq d\|f\| A^{d} \tag{5.3.3}
\end{equation*}
$$

Note that by construction, the prime divisors of $g$ either divide $\mathfrak{D}$ or satisfy $|f(a, b)|_{p}^{-1} \geq A^{\theta}$. Hence, by choosing $A$ so that $A^{\theta} \geq d\|f\|$, we have

$$
\omega(g) \leq \omega(\mathfrak{D})+(d+1) / \theta .
$$

The second term on the right hand side in the above equation is from the worst case, where each prime $p$ such that $|f(a, b)|_{p}^{-1} \geq A^{\theta}$ divides $f(a, b)$ with multiplicity one. If there are more than $(d+1) / \theta$ of such primes, then we will have $|f(a, b)| \geq A^{\theta \cdot(d+1) / \theta}=A^{d+1}$, which yields a contradiction to equation (5.3.3) as we chose $A \geq A^{\theta} \geq d\|f\|$. Hence, there exist constants $C_{24}, C_{25}$ such that if $A>C_{24}$, then the number of distinct pairs $(a, b) \in T$ is at least $C_{25} A^{2}$.

To finish the proof of the theorem, let $B$ be a real number with $B>d\|f\| C_{24}^{d}$ and write $A=(B / d\|f\|)^{1 / d}$. Note that $A>C_{24}$. With this choice of $A$, we have that whenever $(a, b) \in T$, we have $|f(a, b)| \leq B$. Hence,

$$
R_{k}(B) \geq \# T \geq C_{25}(B / d\|f\|)^{2 / d}
$$

which completes the proof of Theorem 5.1.2.

### 5.4 Del Pezzo surfaces of degree 2

In this section, we will prove the first part of Theorem 1.0.6. The main tool used will be Theorem 4.5.5. Recall that a del Pezzo surface of degree 2 is given by an equation of the form

$$
\begin{equation*}
y^{2}=f\left(x_{1}, x_{2}, x_{3}\right), \tag{5.4.1}
\end{equation*}
$$

where $f$ is a quartic binary form. This variety naturally lives in the weighted projective space $\mathbb{P}_{\mathbb{Q}}(1,1,1,2)$. Let us denote the surface defined by (5.4.1) by $X$. We consider the vector

$$
\mathbf{B}=\left(B, B, B, B^{2}\right)
$$

for a positive real number $B$, which we think of as a parameter tending to infinity. We use the monomial order induced by choosing $y^{2}$ as the largest monomial in (5.4.1). Then we have

$$
W=\left(B^{\frac{1}{3}} B^{\frac{1}{3}} B^{\frac{1}{3}} B^{\frac{4-2(2)}{24}}\right)^{\frac{3}{2}\left(\frac{2}{4}\right)^{1 / 2}}=B^{\frac{3}{2 \sqrt{2}}}
$$

Let us now compute the trading ratio. One observes that the monomials

$$
x_{1}^{2}, x_{2}^{2}, x_{3}^{2}, x_{1} x_{2}, x_{1} x_{3}, x_{2} x_{3}, y
$$

are all of weighted degree 2 , and they are $\mathbb{Q}$-linearly independent over $X$ since the degree of $X$ is 4. Further, there are seven of them, which exceeds $\binom{2+2}{2}=6$. Hence the trading ratio is $3 / 2$. We then have

$$
g(4,2,2)=\frac{4}{(3 / 2) 2}=\frac{4}{3}
$$

and

$$
\mathfrak{S}(4,2,2)=\left(\frac{2}{4}\right)^{1 / 2}\left(\frac{4}{3}(2-1)+\frac{3}{2}\right)=\frac{17}{6 \sqrt{2}}
$$

Hence we have

$$
W^{2 / \mathfrak{G}(4,2,2)}=B^{\frac{18}{17}} .
$$

Observe that $X$ is non-singular, by the Jacobian criterion. Hence, we may use Theorem 4.5.5, which counts non-singular points in $X(\mathbb{Q} ; \mathbf{B})$, to count the number of all points in $X(\mathbb{Q} ; \mathbf{B})$. The subset $X^{(1)}(\mathbb{Q} ; \mathbf{B})$ which consists of points in $X(\mathbb{Q} ; \mathbf{B})$ satisfying (d)-(1) is contained in the union of a collection $\mathcal{Z}^{(1)}$ of co-dimension two subvarieties of $X$, where if $Z \in \mathcal{Z}^{(1)}$, then

$$
\operatorname{deg} Z \leq d D(\varepsilon)^{2}
$$

by the theorem of Bezout. Further, we have

$$
\# \mathcal{Z}^{(1)}=O_{\varepsilon}\left(\left(p_{0} \cdots p_{t}\right)^{2}\right)=O_{\varepsilon}\left(B^{\frac{36}{17}+6 \varepsilon}\right)
$$

Therefore, it follows that

$$
\# X^{(1)}(\mathbb{Q} ; \mathbf{B}) \leq \# \bigcup_{Z \in \mathcal{Z}^{(1)}} \operatorname{deg} Z=O_{\varepsilon}\left(B^{\frac{36}{17}+6 \varepsilon}\right)
$$

The subset $X^{(2)}(\mathbb{Q} ; \mathbf{B})$ consisting of points $\mathbf{x} \in X(\mathbb{Q} ; \mathbf{B})$ satisfying (d)-(2) can be treated similarly.

It remains to treat the subset $X^{(3)}(\mathbb{Q} ; \mathbf{B})$ of $X(\mathbb{Q} ; \mathbf{B})$ satisfying (d)-(3). In this case, we consider two further sub-cases. In the first sub-case, we have $\mathbf{x}$ reduces to a singular point on $Z$. This case is easy to address because then $\mathbf{x}$ is forced to lie on a co-dimension one subvariety of $Z$, and the size of this set is bounded by $\operatorname{deg} Z \leq d D(\varepsilon)$. It suffices to consider the second sub-case, where $\mathbf{x}$ reduces to a non-singular point $P_{i}$ on $Z_{p_{i}}$ for $i=1, \cdots, t$.

Recall that $Z$ is a component of $X \cap Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$. Let us consider an equation defining $Y=Y\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$, say

$$
\begin{equation*}
\mathcal{G}\left(x_{1}, x_{2}, x_{3}, y\right)=0 \tag{5.4.2}
\end{equation*}
$$

We can further assume that $\mathcal{G}$ is a primitive form. By making use of (5.4.1), we can write (5.4.2) as

$$
\mathcal{G}\left(x_{1}, x_{2}, x_{3}, y\right)=\mathcal{G}_{1}\left(x_{1}, x_{2}, x_{3}\right)+y \mathcal{G}_{2}\left(x_{1}, x_{2}, x_{3}\right)=0 .
$$

This can be re-arranged to give

$$
\mathcal{G}_{1}\left(x_{1}, x_{2}, x_{3}\right)=-y \mathcal{G}_{2}\left(x_{1}, x_{2}, x_{3}\right),
$$

and if we square both sides of the equation and make use of (5.4.1) again, we obtain an equation of the form

$$
\mathcal{G}_{1}^{2}\left(x_{1}, x_{2}, x_{3}\right)=\mathcal{G}_{3}\left(x_{1}, x_{2}, x_{3}\right),
$$

which defines a curve in $\mathbb{P}_{\mathbb{Q}}^{2}$. Therefore, we can think of $Z$ as a component of this curve, and so can be defined by a homogeneous equation. Indeed, suppose that $Z$ is given by the equation

$$
\begin{equation*}
G\left(x_{1}, x_{2}, x_{3}\right)=0 \tag{5.4.3}
\end{equation*}
$$

Again, we insist that $G$ is a primitive form. Since $\operatorname{deg} Z$ is bounded solely in terms of $\varepsilon$, we can apply Theorem 4.5 .5 to $Z$ and see that $Z\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)$ is contained in another curve $Z^{\prime}$ which does not contain $Z$ of degree bounded solely in terms of $\varepsilon$. By Bézout's theorem, it follows that

$$
\# Z\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)=O_{\varepsilon}(1)
$$

Therefore, it follows that

$$
\# X^{(3)}(\mathbb{Q} ; \mathbf{B})=O_{\varepsilon}\left(\left(p_{1} \cdots p_{t}\right)^{2} \# \bigcup_{Z \in \mathcal{Z}^{(3)}} Z\left(\mathbf{B}, P_{1}, \cdots, P_{t}\right)\right)=O_{\varepsilon}\left(B^{\frac{36}{17}+4 \varepsilon}\right)
$$

On re-adjusting our definition of $\varepsilon$ if necessary, we therefore see that

$$
N_{X}(B)=\# X(\mathbb{Q} ; \mathbf{B})=\sum_{j=1}^{3} \# X^{(j)}(\mathbb{Q} ; \mathbf{B})=O_{\varepsilon}\left(B^{\frac{36}{17}+\varepsilon}\right)
$$
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