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Abstract

The centroid formalism provides a phase space representation of quantum statistical mechanics
based on the Feynman path integral. Real time quantum correlation functions can be exactly
calculated using the centroid formalism, though this requires diagonalizing the system Hamiltonian
which is intractable for large collections of molecules. A computational method for computing
real time correlation functions called centroid molecular dynamics (CMD) has been formulated
to circumvent this issue though the results are approximations. The centroid formalism had
previously only been able to treat systems moving in Euclidean space. This is insufficient to
capture rotational motion and intramolecular torsions, which may be viewed as motion in a
constrained subspace of the Euclidean space. Herein we present a method for incorporating this
type of motion into the centroid formalism and test the validity by examining the motion of a
particle on a ring. Past work has also seen the centroid formalism extended to pairs of particles
obeying Bose-Einstein and Fermi-Dirac statistics by way of a projection operator. In this work we
examine the case where this projection operator projects onto an individual quantum state. This
will allow the centroid formalism, and hence CMD, to be extended to microcanonical ensembles.
Results are shown for the quantum harmonic oscillator, quartic well system and double well
system.
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Chapter 1

Introduction

One of the central problems in chemical physics is determining the equilibrium and dynamical
properties of systems of atoms or molecules. Directly solving for the properties of a system using
a quantum mechanical treatment with operators is in general intractable since the computational
resources grow exponentially with every additional degree of freedom. Since this is the regime
of chemical physics, alternate formulations must be employed. One such approach for studying
finite temperature properties of large systems is the Feynman path integral formulation of quantum
mechanics [1]. The method under study in this thesis is based on the path integral formalism which
uses the centroids of the path integral [2—4| to define a phase space distribution for the system. This
method allows us to practically compute approximations of quantum time correlation functions
of dynamical variables using the centroid molecular dynamics (CMD) approximation [5,6] and
the very closely related ring polymer molecular dynamics (RPMD) method [7—9]. These are
currently two of the most popular molecular dynamic methods based on the path integral, and
allow for the efficient simulation of the time evolution of systems composed of large numbers
of particles given as real time correlation functions. Correlation functions have connections to
various time dependent properties of physical systems including spectra, transport properties,
and chemical kinetics [10]. However only CMD can be connected with the operator formulation
of quantum mechanics, being a semi-classical approximation to the exact quantum dynamics
of the true centroid dynamics [11]. The CMD method has modeled the transport properties
of para-hydrogen [12,13]| and ortho-deuterium [14] clusters. It has also accurately predicted
the infrared spectrum of liquid water [15,16]. In comparison to CMD, no connection with the
operator formulation of quantum dynamics has yet been demonstrated for RPMD, and so it must
be classified as an ad-hoc method or algorithm. Despite this, RPMD has managed to accurately
model chemcial reaction rates [17,18]. The method can also be used to model very large chemical
systems, and has been succesfully applied to the dynamics of enzyme catalysis [19].

Thus far the centroid formalism has only been formulated for systems undergoing motion in
Cartesian space and cannot fully capture the motion on constrained surfaces. Being able to extend
the formalism to motion on these sorts of spaces, which include circles and spheres, would allow
for the CMD method to be applied to the study of rotations or torsions. It is the main goal of
this thesis to present a means of extending the centroid formalism to these sorts of spaces. In the
latter half of this thesis we will examine the centroid formalism in the case where we project the
system onto a single state. The content of this thesis is mostly theoretical in scope with some
numerical results presented as validation of the new formalisms.



1.1 Path integral quantum mechanics

In quantum mechanics the operator which governs the time evolution of a physical system is
a hermitian operator known as the Hamiltonian, H. In the Schrédinger picture of quantum
mechanics it is the state vector, |1), which undergoes time evolution by way of the time dependant
Schrédinger equation (TDSE)

0 ~
ihe ) = H[) (LL1)

where £ is the reduced Planck’s constant. For the derivation of the path integral presented here
the Hamiltonian is explicitly time independent and in separable form and is therefore a sum of
momentum and position dependent components

H=T()+ V() (1.1.2)

where T(p) = p*/2m is the kinetic energy operator and V() is the potential energy operator. p
and ¢ are the momentum and position operators, respectively. It is assumed that these operators
both possess instantaneous eigenstates

dla) =ala)  Dlp) =plp) (1.1.3)

which independently form continuous complete orthonormal bases for the Hilbert space. The
eigenvectors are also assumed to have the following inner products

(alay) = 6(qa — av) (Palpp) = 6(Pa — pb) (1.1.4)

where 0(x) is the Dirac delta distribution, hereafter referred to as the delta function. Since both
sets of eigenstates form complete bases for the Hilbert space, the identity operator may be written
as

1=/mdw@w| (1.1.5)
1=/mmu»w (1.1.6)

—00

where we have integrals because the spectral range of the position and momentum operators are the
real numbers and hence continuous; this is referred to as the resolution of the identity. The position
and momentum operators are non-commuting and obey the so-called canonical commutation
relation

G,p] = ik (1.1.7)

where [A, B] = AB — BA is the commutator. As a result of this, the inner product of the position
and momentum eigenvectors is

1 )
(alp) = —7=¢ pa/h (1.1.8)

Now that the necessary mathematical background has been established, we can proceed to the mo-
tivation for the path integral formulation. In the Schrédinger picture, assuming that Hamiltonian
is time independent, the TDSE may be solved to give the time evolved state vector

[, 1) = e M ) (1.1.9)
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where to practically solve the time evolution operator, exp(—if] t/h), one would have to solve the
time independent Schrodinger equation (TISE)

ﬁ |Xn> = En |Xn> (1.1.10)

where {|xn)} are the set of eigenvectors of the Hamiltonian with associated eigenvalues {FE,},
which are also referred to as eigenenergies; here n can take on discrete values. The eigenvectors
of the Hamiltonian also form a complete orthonormal basis for the Hilbert space, and in the case
where the eigenstates form a discrete set have a resolution of the identity of the form

1 :Z’Xn> <Xn‘ (1'1'11)

where we have a sum rather than an integral because the infinite set {n} is discrete and therefore
countable. Using (1.1.9) the time evolution from one state at time ¢, |1, t,), to another state at
a later time tp, |1, tp), is given by the unitary transformation

(W, ty] = Uty ta) |, ta) = e H Bt g ¢, (1.1.12)
The probability of transitioning to some other arbitrary state at this time, |¢, ), is then given
by the inner product

(@ to|U (b9, ta) 10, ta) = (B, tole™ W=ty 1) (1.1.13)

Naturally, one can insert sets of resolutions of the identity using the position eigenstates, see
(1.1.5), between the state vectors and the time evolution operator to obtain

(B, to|t), ta) = /_ /_ daadgy (¢, tolas) (@sle ™)/ g, (galt), ta) (1.1.14)

—/ / dqadas " (qv, )Y (das ta) (qb, tb|qas ta) (1.1.15)

where (g|1), t) represents the projection of the state vector onto the position basis, which is equiv-
alent to the wave function v (g,t) which assumed to be known. The inner product of the time
evolved position eigenstates,

(@b, to|das ta) = (gole 1)/ g,) (1.1.16)
is called the transition amplitude, and it is solving this quantity that is the goal of the path
integral formulation of quantum mechanics. We begin by splitting the time evolution operator
into a product of exponentials using the Lie-Trotter product formula

R AN
= lim [etA/NetB/N] (1.1.17)

N—oo

HA+B)
where ¢ is any complex number and where the infinite dimensional operators A and B are Her-
mitian.! The evolution operator is thusly split into an infinite number of time slices

it —ta)/h _ i {efieT@)/hefiev(q)/h}N (1.1.18)
N—oo

!The product formula has been shown to hold for all finite dimensional matrices by Sophus Lie. Trotter gave
the original proof for infinite dimensional unbounded self-adjoint (also known as Hermitian) operators, and it has
been shown to hold for bounded operators. It is not yet known to be true for all infinite dimensional operators,
and does not appear to have been proven for all the types of operators which will appear in later sections, though
we will wave our hands and ignore this technical problem when continuing to use this result.
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where € = (t, — t,)/N. We insert the completeness relation (1.1.5) between each time slice and
(1.1.6) between the exponential of the kinetic and potential operator within each time slice to
retrieve

oo

(G e T O =iV @1y / dpe (gesa | TOMpY (e iV @/ g,

:/ dpy, e TEOFV @R (@ Ipr) (prlar)

=L [T, et -pia—a)/h (1.1.19)
2rh J_ oo

where (1.1.8) was used to get the final result. Since we are assuming that g is the position
coordinate value associated with the state at time ¢;, we can use the definition of the derivative
to write

- thet) — an(ts)  d
lim P = G g, Cesn) —ate) _ dae (1.1.20)
e—0 € e—0 € dt

Combining all the time slices, and remembering to include the integrations over dgqz, the transition
amplitude may now be written as

N—-1
: 1 —i€ —Prq
(@b, tb|qas ta) ZA}l_Igo/dql-.-quldpo-.-de1 11 57 ¢ (Hpx.ae)=prde) /n (1.1.21)
k=1

where we have made the replacements g, = gy and ¢, = q9. The product of exponentials may
be combined into a sum in one exponential since there is no longer any worry about operator
ordering

= j . N-1
I ! : . _
lim k]:[l exp (—he [H (k> ar) — pwd) = exp (A}gnoo e kZ_O e — H(pr, Qk)]>

N—oo
= exp(; /t:bdt [pcj?—[(p,q)]) (1.1.22)

Equation (1.1.22) follows due to the fact that the infinite limit of the sum here is indeed a Riemann
sum and so may be replaced by an integral. We may now define “measures” for the path integration
over the position and momentum variables

N-1 N-1

1
Dqg = 1li Dp= lim ——— 1.1.2
4 Ngnoo H qu b N1—1>noo (27Th)N H dpk ( 3)
k=1 k=0
Finally, the transition amplitude may be written in the path integral formulation as a functional
integral
a(ts)=aq» i [t .
(@, to|das ta) = / DqDp eXp<mh/ dt[pg — H(p, q)])
q(ta)=4a ta
a(te)=a
:/ Dq Dp exp(iS[t]/h) (1.1.24)
q(ta)=4qa

where the identification has been made that

L=pj— H(p,q) (1.1.25)

4



is the Lagrangian, written here as a Legendre transform of the Hamiltonian, and hence its time
integral is the real time action

S[t] = /ttbdt L(q(t),q(t)) = /ttbdt (rg — H(p, q)) (1.1.26)

The operator Hamiltonian has disappeared in (1.1.24) and has been replaced by an analogous
classical-like Hamiltonian composed of symbols

Hp,q)=T/E)+V(@) — Hp,9) =T +V() (1.1.27)
Classical symbols always commute so there is no need to worry about non-commutativity of
operators in the final path integral. It is trivial to extend this result to multiple Euclidean
dimensions using Cartesian coordinates since the position and momentum operators along the
different axes will commute. We say the Hamiltonian is classical like, since there may be additional
terms which appear in the Hamiltonian when expressed in other coordinate systems [20] so the
path integral Hamiltonian is not guaranteed to be equivalent to the Hamiltonian for the analogous
classical system. We also note that while this derivation using the Trotter factorization holds in
the case of a separable Hamiltonian, if there are terms coupling position and momentum then a
different approach may be required.

1.2 Quantum statistical mechanics

Given that the number of possible states of a collection, or ensemble, of subsystems grows ex-
ponentially with increasing degrees of freedom, when considering large systems it is impossible
to treat each subsystem independently due to current limitations in computational and analytic
methods. Instead it is practical to only treat the system as a whole and through this treatment
derive statistical averages of the ensemble’s physical properties; the physical theory behind this
treatment is known as quantum statistical mechanics. Here, the focus is on a collection of sub-
systems which is in thermal equilibrium and therefore has a constant temperature T', along with
a fixed volume and number of constituent systems; this is referred to as a canonical ensemble. By
further assuming that the subsystems in the ensemble are noninteracting then the state of each
subsystem is independent of all others and will follow the same statistics as the entire canonical
ensemble. The statistical distribution of the possible energy states that the subsystems may in-
habit is known as the Boltzmann distribution, and all systems considered hereafter are assumed
to follow this distribution. One of the most important quantities associated with a canonical
ensemble is the partition function, Z, which is defined as the following operator trace in quantum
statistical mechanics X

Z=Tr [e_ﬂH} (1.2.1)

where § = 1/kpgT is known a the thermodynamic beta, kp is Boltzmann’s constant, and T is
the temperature given in Kelvin. Each system in the ensemble is assumed to have the same
Hamiltonian, H. Z will converge to a finite value except in the infinite temperature case, 8 — 0,
where it diverges to positive infinity. The partition function acts as a normalizing factor for the
Boltzmann distribution and can be used to generate the system’s Helmholtz free energy, average
energy, heat capacity and entropy. The operator exp(—ﬁlﬁl ) therefore acts as the generator of
the Boltzmann distribution. The expectation value for an arbitrary measurement of the ensemble
associated with the operator A may be calculated by using

(A) = %Tr [ 4] (1.2.2)

5



where, as previously stated, Z acts a normalizing factor. This formula applies to both quantum
and classical systems, but under the assumption that the system is purely classical the partition
function may be represented as a 2N dimensional integral over the system’s phase space

1

Z:hw

/dq1 .. dqydp; ...dpx e~ PH(q1,-aN P15 PN) (1.2.3)
where h is the Plank constant and the operator Hamiltonian has been replaced by the classical
symbol Hamiltonian. Similarly, the statistical average of some property represented by the symbol
A is given by

1
(A) = ZhN/dql...qu dpy ...dpn e P A (1.2.4)

Returning to the quantum case, the trace may be performed by taking a set of states which
forms a complete orthonormal basis for the Hilbert space of H and taking the inner product
with exp(—BH). If the set of basis states, denoted by {|n)}, is discrete and thus the notational
parameter n takes discrete values the trace takes the form of a sum over the set of inner products

Z=3"(nle=Hn) (1.2.5)

but if the set is continuous, and so the parameter n is uncountable, the trace takes the form of an
integral

Z:/@m%ﬁmmL (1.2.6)

To represent the partition function using path integrals we use the set of position eigenstates,
{l¢),q € R}, which as previously stated forms a continuous basis. The partition function may
then be represented as an integral over all of position space

Z=/ (gale™"|qa) dgq (1.2.7)

Noting that the integrand is similar to the real time transition amplitude in equation (1.1.16)
where the initial and final positions are the same and where the elapsed time is an imaginary
value, t, — t, = —ihf3, we can replace exp(—SH) with the path integral from equation (1.1.24)

S q(Bh)=qa 1 Bh
Z —/ dqa/ DqDp exp(—/ dr [H( , 1) —ipcj]) (1.2.8)
- 4(0)=ga hJo Vv

o
[e'e) q(ﬁh):‘Za
:/ dqa/ DqDp exp (—S[r]/h) (1.2.9)
— q(0)=qa
where 7 = it is the imaginary time variable and S[r| is the imaginary time action; all time

derivatives and integrals are now with respect to 7 and the path integral is said to have undergone
a Wick rotation.

1.3 Centroid formulation of quantum statistical mechanics

1.3.1 Static centroid symbols

The centroid is conceptually defined as the mean of an imaginary time thermal path in the path
integral; these thermal paths are closed since the partition function is defined using a trace. The

6



use of centroids to calculate statistical quantities from the path integral formulation of the partition
function was first proposed by Feynman so as to “save effort and increase our accuracy” |1, pp. 279|.
The formal definition of the centroid for some operator A with corresponding path integral symbol
Ais

I
Ao = %/0 dr A(T) (1.3.1)

where the use of A(7) indicates that A has a functional dependence on the imaginary time vari-
ables, as is the case for the action. This is then used to construct a constraint in the path integral
through the use of the delta function, which is inserted into the integrand. The result is no longer

the partition function but a density function for the associated centroid variable, which will be
denoted by A,

pe(Ay) = / ~ g, / By Dp§(A, — Aq) exp(—S[r]/h) (1.3.2)
\/ﬂ/ dg e~ 4 / dqa/ e, Dq Dp exp <—}11 /Oﬁh dr {”H(p, q) — ipq — ng})
(1.3.3)

where the following Fourier representation of the delta function has been used

[e.e]
= — e T dy (1.3.4)
V2pt /_oo
Specifically it is the position and momentum variables which are constrained to their thermal path
centroids and this is what we will assume for the remainder of the work. In Cartesian coordinates,
the centroid distribution is then

pe(de, pe) = /Dq Dpd(ge — qo) d(pe — po)e S/" (1.3.5)

h [ [>® . 4 N
— / / de¢ dne*lche*mpc Tr 675H+z§q+mp] (1.3.6)
T J—00oJ—c

To obtain (1.3.6) the derivation detailed in sections 1.1 and 1.2 is performed in reverse, where the
momentum centroid is paired with the kinetic term and the position centroid is paired with the
potential term, the identity operators are removed and finally the Lie-Trotter product formula is
reversed to obtain the operator trace. Since the kinetic terms in the path integral are quadratic
in the momentum symbols the integrals over the momentum are Gaussian integrals and may
be evaluated under the assumption that the potential is position dependent only. The centroid
density then becomes separable in the position and momentum centroid variables

pe(qe) (1.3.7)

where the position centroid density is defined using (1.3.2). The density is uniquely defined for
each system through the potential term; to date only the quantum harmonic oscillator (QHO)
can be formulated exactly. Also note that the centroid density has no regions of negative density
and so is a positive semidefinite function (that is p.(ge, pe) > 0,Yqe, pe € R). We can now write
the quantum partition function in a classical like manner as an integral over the entire centroid

phase space
dgc dp.
// <h Pc prc) (138)

)
po(@lcvpc) =€ Bpe/2m




Jang and Voth noted [21] that information about the system has been lost through the use of the
trace and thus the centroid density is insufficient to reproduce statistical averages for observables
of the system. This led to the definition of a density operator for the centroid phase space as the
untraced centroid density,

. h S S
6C(QC7PC) = o /. / / dg§ dne quce 1P ¢ PHF LMD @C(QCapc)/pc(QCapc) (1'3'9)
27 pe(qe, Pe —o0

For notation sake we define the effective centroid Hamiltonian as

A R
qu ~ 5P (1.3.10)

The operator 5c(qc, pc) is of unit trace since the centroid density acts as normalizing factor. We
can define an associated symbol in the centroid phase space for any static operator A by tracing

AC(QCapc) = H[SC(QCapc)A} (1.3.11)

Note that while the centroid density has no negative regions, the same cannot be said in general
for the phase space distribution A.(g.,p.) so it is not a probability distribution. SC(qc,pC) is
therefore not a true density operator and so will be called the quasi-density operator (QDO) and
80 @c(qe, pe) from (1.3.9) will then be called the unnormalized QDO; the centroid density may
therefore be defined as the trace of the unnormalized QDO

pC(QCapc) = Tr[@c(ckypc)] (1.3.12)

The expectation value for the operator A is now defined in a classical-like manner as the space
space average of the associated centroid symbol

dQCdpc
e Pe) Ac 1.3.1
//%hpqp) (1.3.13)

_ —T [// dgc dpe C,pc)fl} (1.3.14)

- %Tr e 4] = (4) (1.3.15)

ﬁ/(‘ga 77) = ﬁ -

It is useful to define the centroid symbol corresponding to the Hamiltonian of the system
H.:=Tr [5c(qc,pc)ﬁ} —T. 4V, (1.3.16)

where T, and V. are the centroid symbols corresponding to T'(p) and V(§), respectively. The
centroid phase space average of H, is defined to be the average energy of the ensemble. It is also
possible to show? that the centroid symbols for the position and momentum operators are

g = H[SC((]mpc)cﬂ (1.3.17)

pe=Tr [&(qc,pc)ﬁ} (1.3.18)

It then follows using the linearity of the trace that for an operator which is linear in position and
momentum, B = Byl + B1G + Bsp, the centroid symbol is then

B, = Bo+ Bige + Bape = Tr [8.(qe. po) B] (1.3.19)

2Refer to A.1



It is important to note that this is not true for any other operator, so for example

(q2)c =Tr [EC(QCapc)(f] 7& (QC)2 (1.3.20)

In the case of other distributions, such as the Wigner distribution, this leads to the generalization
of the usual notion of a product for distributions in the phase space. The centroid symbol for the
operator 2 is therefore defined as the phase space product of the centroid distribution for ¢, that
is

(@%)e = ge * g (1.3.21)

where - *x - is the phase space product, also referred to as a star product or x-product. Past
attempts to find an expression for this star product have been unsuccessful [22], so for now the
phase space distribution for nonlinear operators must be independently computed.

1.3.2 Dynamic centroid symbols

The usefulness of the centroid method comes from the ability to define dynamic centroid symbols
which contain information about the statistical fluctuations undergone by observables of the Boltz-
mann ensemble. We first define a time evolving operator using the definition from the Heisenberg
picture of quantum mechanics

A(t) = eHt/h fo=illt/h (1.3.22)

The definition of time dependent centroid variables is then as follows

Ac(t; qupc) =Tr éc(CIapc)A( )} |:(5 (t qc,pc)fq (1323)

where we can define a time dependent QDO
Sc(t; QCvpc) - eiiﬁt/hSC(QCupc)eiﬁt/h (1324)

and so view the QDO as undergoing time evolution according to Liouville’s theorem. The QDO
is then an object which creates a dynamical centroid symbol corresponding to a stationary ob-
servable. Due to cyclicality of the trace the centroid density corresponding to the time dependent
QDO remains independent of time. The reason to adopt this viewpoint is that the Boltzmann
distribution is inherently stationary, that is the ensemble average of dynamic observables is inde-
pendent of time

(A(t)) :=Tr e_BHeim/hfle_m/ﬁ} = Tr[e_ﬁﬁfl} = (A) (1.3.25)

So viewing the QDO as being time dependent allows for the interpretation of the centroid QDO
as containing all of the non stationary fluctuations in the canonical ensemble. It follows from
equations (1.3.25) and (1.3.15) that the centroid phase space average for the static and dynamic
centroid symbols corresponding to A are identical

dq. dp. dqc dpe
// e °P QCapc)A qC7pC = // Ge °D Qmpc)Ac(t;%:apc) (1-3-26)

While the phase space average over all the trajectories of the centroid variable A.(t) is a stationary
quantity, the individual trajectories based on different starting conditions in phase space are non
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stationary. The time evolution of the QDO, being a phase space distribution function, is given by
the quantum Liouville equation

d 1 . .
—0c(t; qe, pe) = —[H, ¢(2; qe, e 1.3.2
370c(ts Ge, pe) = — [H, 0c(t; ge, pe)] (1.3.27)

The time evolution of the centroid symbol A.(t) is therefore

d [ d - .
—Ac(t; ge, pe) = Tr | —6c(t; qe, pe) A 1.3.2
A5 p) = o] Gtsae A (13.28)
L )
=Tr %[H,éc(t; qc,pc)]A] (1.3.29)
= Tr|d.(t; ge, pc)%[ﬁ, A]} (1.3.30)
where we notice that p )
~ T A oA
—A(t)=—[H,A 1.3.31

is the Heisenberg equation of motion for an operator defined by (1.3.22). Using (1.3.30) and the
following equations of motion

@) = 11ia) = L o) = L) (1332

we are able to write the dynamics of the position and momentum centroid symbols using Hamil-
ton’s equations

d Pe(t; ges pe)

—qc(t;qey Ppe) = ————— 1.3.33
77 8e(t 4e, pe) - ( )
d

ﬁpc(t; QCapc) = Fc(t; QCapc) (1334)

where F.(t; g, pc) is the dynamic centroid symbol corresponding to the quantum force operator,

defined as )
. d )

Fi=—p=51V() ) (1.3.35)

Since the momentum operator will commute with the kinetic portion of the Hamiltonian, only the
potential determines the force, as expected. It must be emphasized that the statistical fluctuations
obtained from the dynamical equations (1.3.33) and (1.3.34) are exact quantum dynamics; the
method which approximately solves of these Heisenberg equations is called centroid molecular
dynamics (CMD).

1.3.3 Centroid Molecular Dynamics

The first step in making the CMD approximation is removing the explicit time dependence in the
centroid symbols and instead treats them as parametric functions of the time dependent symbols
qc(t) and pc(t). This is done by writing the QDO as follows

Sc(t Q&pc) = SC(QC(t)7pC(t)) (1'3'36)

where the time evolution of ¢.(¢) and p.(¢) will be determined by solving the Heisenberg equations
of motion. The dynamic centroid symbols defined so far are explicitly time dependent quantities
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and exhibit the non-locality inherent to quantum mechanics. This means that even for closed
trajectories in the centroid phase space the centroid distributions for the operators will be different
at the exact same point in phase space at a later time. CMD has destroyed this non-locality and
so the results will only be approximate as the dynamic force symbol is now equivalent to the static
force symbol. The static force symbol may be written as [21]

0

Fo = = Von(ae) = =5 (a0 (1.3.37)

where Vi, (gc) is a potential of mean force and is not equal to the centroid symbol for the potential
operator, V.. The force is only position dependent due to separability of the momentum and
position components of the centroid distribution as seen in (1.3.7). Although the force symbol
no longer contains all the necessary information regarding its time evolution, it is still possible to
recover the exact quantum dynamics. This would require us to include an additional equation of
motion for the force symbol

d N AP

S Fe(@o() pe(t)) = Tr | e (t), pe(®)) 5 [, F] (1.3.38)

and another equation of motion for this one and so on. For most systems this series never
terminates, so we would need an infinite number of first order differential equations to capture
the exact motion. The CMD approximation terminates this series at the equation of motion for
the momentum centroid symbol so that the system of equations is still reminiscent of Hamilton’s
equations. The CMD equations of motion are then

%qc(t) _ p;(;) (1.3.39)
0e(0) = =5 Inpelac) (1.3.40)

The CMD method is only able to capture the exact dynamics of the QHO due to the fact that its
force operator is linear in position; this will be expounded upon in chapter 3.

1.3.4 Correlation functions

Now that the time evolution of observables and their expectation values can be captured exactly
in the centroid formalism and approximately via CMD, we wish to extend this to the calculation
of real time quantum correlation functions between the static operator B 0) = B and the time
evolving operator A(t) Using the QDO, their real time correlation function may be written as

=yl o
- % /_Z /_Z dqzcncﬁfcpc(qmpc)Tf [de(ae, pe) BA)| (1.3.42)

The quantum correlation function of B and A is therefore the time evolution of the centroid
distribution for the operator product BA(t) and cannot be expressed as a correlation function
between their centroid symbols B, and A.(t), respectively. It can be shown that when B is is

11



a linear function of the position and momentum operators, then the correlation function of the
centroid symbols is equal to a so-called Kubo transformed quantum time correlation function®

(BeAc(t)) = /_OO /_OO d(;c;ifcpc(qc,pc)BcAc(t) (1.3.43)
1 ! —(1—uw)BH p_—BuH }
= Z/o duTr[e (1I—w)BH =6 HA(t)} (1.3.44)
S .
:;Tr[e_ﬁH /0 duB(—iuﬂh)A(t)} (1.3.45)
1
_ /0 du(B(—iuBh)A(t)) = (BA®) ) (1.3.46)

where the operator B is said to have been Kubo transformed
1 . 1 . R
/ du B(—iuph) E/ du e*PH Be=uhH (1.3.47)
0 0

Assuming that the Hamiltonian governing the time evolution of fl(t) is the same as H then it is
possible to undo the single Kubo transform and so retrieve the original correlation function by
taking the Fourier transform from time to frequency space and evaluating the trace in the basis
of the eigenstates of H.* The relationship between the Fourier transforms, F{f(t)}(w), of both
correlations function is

FUBAWNN@) = -2 FUBA®M) 0} () (1.3.43)

which leads to the following Fourier transform relation between the correlation functions

(BA(t)) = 1 / " dweiet P / Tt et (BA(t)) (1.3.49)

2 ) 1—e Bl | (K) o
It is stressed that these equations are exact if the centroid symbol A.(t) is evolved exactly, so if the
dynamics of the symbol is determined approximately via the CMD method then the correlation
function is exact at zero time and approximate thereafter. When B, is nonlinear in the centroid
variables then the correlation function corresponds to higher order Kubo-transformed correlation
functions; in the case of B, = (g.)" this corresponds to the n'* order Kubo transform [23]. Unlike
in the single Kubo transform case where a relation exists through a simple frequency factor as seen
in (1.3.49), no such relation exists in general for the higher order Kubo transformed correlation
functions.

Now that the basic background information has been presented, we can progress to the spe-
cialized topics contained within this thesis. Chapter 2 presents a generalized method for tackling
rotational dynamics and by extension any system which can be represented as motion on a con-
strained surface embedded in Euclidean space. Chapter 3 contains the work performed in the area
of state projected centroid dynamics, which allows for the centroid formalism to be extended to
microcanonical systems. Formal derivations for these chapters are present in Appendices B and
C, respectively, in order to maintain the flow of the text.

3Refer to A.2
4Refer to A.3
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Chapter 2

Centroid quantum statistical mechanics
in constrained spaces

2.1 Introduction

Past attempts to reformulate the centroid formalism to accommodate systems undergoing rota-
tional motion have so far been unsuccessful [24]. Here we present a method to properly capture
the dynamics of rotating systems by viewing the system as having been topologically constrained
from the regular motion in Euclidean space. Specifically, we include the theory and results for
a system constrained to move on the 1-sphere or circle, hereafter referred to as a ring. The the-
oretical extension to motion on the 2-sphere, also called the sphere, is also shown. We will do
this by instead beginning with the Euclidean path integral representation of the centroid density
and applying topological constraints to reduce the phase space so that the system moves on the
desired manifold. The centroid symbols are not restricted directly; the phase space reduction will
however result in physically significant changes in the nature of the centroid phase space.

The naive method to extend the centroid formalism to that of a particle on a ring would be to
define the centroids for the angular position and angular momentum, ¢. and p,, ., which would be
associated with the path integral variables ¢ and p, and therefore the original quantum operators
@ and J. Formal problems arise when attempting to define an angle operator ¢. One way of
quantizing a classical system is to use the canonical quantization relation

1
(Poisson bracket) — %(Commutator) (2.1.1)
i

where the Poisson bracket is defined as

N
[f9lp =" Of 9 0f 0y (2.1.2)
n=1

8(]71 apn 8pn 8‘]71

where the summation is over all sets of canonical coordinates in the 2/N-dimensional classical phase
space. The Poisson bracket also has the same properties of the commutator. The quantization
procedure (2.1.1) works in the case of Cartesian variables with a Euclidean phase space, but the
process of quantizing the angle in polar coordinates

A

lo,polp=1 — [p,J]=ih (2.1.3)
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is inherently problematic [25,26]. If one were to assume the operator is continuous, then its
spectral range is the entire real line and hence the operator belongs to the Hilbert space L%(R),
however the corresponding angular momentum operators will lose its hermiticity since it is only
hermitian on the Hilbert space L?(S!) where the vectors are 27-periodic. If we instead define the
operator as being 2m-periodic using a modulo operation then it will have a discontinuity at 27; this
results in a problematic appearance of an infinite number of discontinuities in the commutation
relation of ¢ and J. It was also demonstrated in [27] that the behaviour of the time evolution
of expectation value of the angle operator gives results which are inconsistent with those for free
motion on a ring, but that the cosine of the angle did not have this problem. The use of the cosine
has an advantage for comparison with experiments since it corresponds with the dipole moment
of the particle; if the centroid symbol was the angle . then the autocorrelation function of the
dipole would be a difficult to replicate due to the nonlinear terms in the cosine which would result
in higher order Kubo transform correlation functions. It would be advantageous to use the cosine
and sine operators as the position variables for the centroid distribution since they may be directly
compared to the x and y Cartesian coordinates. The only problem is that it is not immediately
obvious how to construct momentum operators to construct the equations of motion. The theory
of constraints in path integrals is used in an attempt to provide a rigourous method to generate
these operators and derive the centroid density.

The cosine and sine operators, cos ¢ and sin ¢ respectively, have previously been suggested
[25,28] as suitable replacements for ¢ since they are naturally continuous, 27-periodic, hermitian,
and have physically appropriate uncertainty relations [26]. Using the angle variable representation
of the trigonometric and the angular momentum operator allows one to determine the commutator
relations

[cos @, sin @] =0 [J,cos @] = —ihsin ¢ [J,sin @] = ihcos ¢ (2.1.4)

We can instead use the complex exponential form of the trigonometric functions to define a new
pair of operators

U:=e% =cosp+ising (2.1.5)
Ul := e % =cos¢ —isin (2.1.6)
which obviously form a unitary operator pair, 1 = UUT = UTU. The set of commutator relations
is then
U, U0=0 [J,U=wU  [J,U]=-hU' (2.1.7)
From this we can determine how these operators act on the basis of the eigenstates of the angular
momentum operator, {|j),j € Z}

Jliy=nhilj)  Ulpy=1li+1) U =-1) (2.1.8)

so U and U are ladder operators for angular momentum and act as raising and lowering operators,
respectively. Their eigenstates are the angle eigenstates, {|¢),¢ € [0,27) }

Ulp)=e*lp)  Ullp) =e ) (2.1.9)
We can work out that the inner products between the eigenstates are
1 .
"lo) =6(¢" — NEXT ) = e? 2.1.10
(o) =06 —¢)  Gli) =365  (¢ld) N ( )

where d;/; is the Kronecker delta. This background information will be useful when defining the
QDO and observables for the particle on a ring.
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2.2 Theory of Constraints

2.2.1 Constraints in classical mechanics

Implementing constraints in the operator formulation of quantum mechanics is difficult due to
the non-commuting nature of operators in a Hilbert space. We instead formulate the classical
constraints for the system which can be used to constrain the commuting symbols present in the
path integral. If some extra conditions are fulfilled it may be possible to generate a set of quantum
operators via canonical quantization. We will focus on the relevant sections of the method required
to derive constraints for a Hamiltonian system as initially devised by Dirac [29]; a very detailed
explanation can be found in chapter 1 of reference [30]. We will be using Einstein notation for
this section®. We begin with the Lagrangian for a system with a 2/N-dimensional phase space,
E(qk , qk), and recall that the equations of motion may be obtained by invoking the principle of
least action which results in the Euler-Lagrange equations

d (oCL\ oL

_4d _ 2.2.1

0= & (aqn) dg" (22.1)
oL . 9L ., 0L

= —— 2.2.2
o' 9 agFag T agroq (2:2.2)
where we have used the definition of the total derivative
d 0 s O
— t) = — t 7 — t 2.2.
7l (@t)=5.f(¢.t) +q aqkf(q, ) (2.2.3)

An equation for the acceleration term ¢§* can be found in the case that the velocity Hessian matrix
is invertible and therefore has a non-zero determinant. The elements of the N x N Hessian matrix
in this case are
B oL

ko 04;04k
If the determinant is 0 then the rank of the Hessian is less than N and so one or more rows is a
linear combination of the others, so the accelerations are not all uniquely determined. As a result
the conjugate momenta in the Hamiltonian formulation

i (2.2.4)

oL

= 2.2.
o (225

Pn

will not be functions of just the phase space coordinates, but will also have some unknown explicit
time dependent terms. There will be relations dependent on both the position and momentum
generated by the definition of the momenta (2.2.5)

Gm(d",pr) 20, m=1,....M (2.2.6)

These relations are called primary constraints in the literature, and will constrain the system to
move in some subspace of the full phase space called the constrained subspace. The symbol “ "
in (2.2.6) denotes a so-called weak equality; the quantities f and g are said to be weakly equal,
f =~ g, when they are equal in the subspace but not necessarily throughout the full phase space.
If the quantities f and g are equal throughout the entire phase space they are said to be strongly

5Refer to section B.1
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equal, this is denoted by the usual equality sign f = ¢g. If we truly are in the classical subspace
where the constraints are satisfied then we should remain there given the following transformation
of the Hamiltonian

H—H+ um(qk,pk)¢m =:Hp (2.2.7)

where the u™ are Lagrange multipliers. This is because the constraints are expected to be weakly
equal to zero in entire phase space. The quantity Hr is referred to as the total Hamiltonian. It
is not necessarily the case that the primary constraints are sufficient to remain in the constrained
subspace. Although the primary constraints are defined to be strongly equal to zero there, if the
system is to remain in the constrained subspace the equations of motion of the constraints must
vanish there or else the system could drift into a region where the constraints are non-zero and
hence not satisfied. We therefore define the following consistency equation for a constraint ¢,
based on the classical Hamiltonian equations of motion

[ms Hr] = [, H] + 0" (b, 1] = 0 (2.2.8)

We must solve the left side for all the primary constraints. There are two possible outcomes when
solving this equation:

1. The left side is exactly 0, generates a restriction for the u* Lagrange multipliers, or else gen-
erates a constraint dependent on a previously known constraint. In this case the consistency
equation is satisfied since it will be exactly zero in the constrained subspace.

2. The left side returns a function which does not satisfy any of the previous conditions and as
such is not dependent on some previous constraint. The consistency equation has therefore
generated a new constraint for the system, called a secondary constraint since it is not fixed
in the Hamiltonian via a Lagrange multiplier. In this case, we must apply the consistency
equation (2.2.8) to the new constraint, and repeat this process until one of conditions in 1.
is satisfied. We may then end up generating a series of secondary constraints, though it is
assumed this process terminates.

Assuming that the process has generated some additional constraints we can discard those that
are dependent constraints as redundant. If the we have generated S unique secondary constraints
then we will have M + .S = R constraints in total. The dimension of the constrained subspace
is then 2N — R. Now that we have a full set of constraints, we consider an even more important
classification, that of first-class constraints and second-class constraints. First-class constraints
are constraints which have a vanishing Poisson bracket with every other constraint in the set,
while second-class constraints have a non-zero Poisson bracket with at least one other constraint
of the system. We must now define a new canonical bracket in the constrained subspace which
generalizes the Poisson bracket called the Dirac bracket, after its developer. The Dirac bracket
will be developed in such a way that all constraints will have a vanishing Dirac bracket. This is
used so that the second-class constraints can be strongly set to zero in the constrained subspace,
and as a result any primary second-class constraints can be set to zero so they vanish from the
Hamiltonian. This is not true for primary first class constraints which will survive as additional
terms in the Hamiltonian, though these do not appear in the systems under consideration here
and so we will not talk about their effects. We construct a skew-symmetric matrix whose elements
are the Poisson brackets between the known secondary constraints

Cl =4, o) (2.2.9)
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which is guaranteed to be invertible. If it were not then the rank would be less than the number
of constraints used to build it which would indicate that one or more of the constraints is not
uniquely defined and hence a first-class constraint. The Dirac bracket is now defined as

[, 9lp = [f, glp + (C7VY  [f, ¢5]pl6", glp (2.2.10)
= [f.9lp + C;* [f, &;]p[¢*, glp (2.2.11)

where C~1 is the inverse matrix of C, and the summation is over total number of second-class
constraints. The Dirac bracket can be shown to satisfy all of the same properties of the Poisson
bracket. However, we can now see that the Dirac brackets of all the constraints are zero. The Dirac
bracket between the canonical variables of the system will also differ from their original Poisson
brackets which shows how the constraints have manifested as a new interdependence between the
phase space variables in the constrained subspace.

We note that this formalism is important when applying constraints to the Lagrangian, and
by extension the Hamiltonian, in the form of Lagrange multipliers. The Lagrange multipliers
constitute extra degrees of freedoms for the system and so act as an additional set of coordinates;
they will therefore increase the size of the classical phase space and generate their own equations
of motion. If the Lagrangian with these Lagrange multipliers is singular then this provides the
avenue to constrain the Hamiltonian.

2.2.2 Constraints in quantum mechanics
Operators

Assume we have a system in a 2/N-dimensional phase space with a set coordinates 27 which is
restricted to some subspace by a set of second-class constraints

bm(@?) =0, m=1,....R (2.2.12)

which is also equipped with a Dirac bracket. It may be possible to find a set of variables y* in
the constrained subspace such that the constraints are exactly equal to 0 when expressed as a
function of these coordinates, or

o) = FI(y*) = o (F(y*) =0 (2.2.13)

where F is vector whose elements are functions of the new system of coordinates. Here the sets of
coordinates z and v, will contain both position and momentum phase space coordinates. If all
second-class constraints are strongly equal to zero in this new set of coordinates then the Dirac
bracket will reduce to the usual Poisson bracket, so we should have the relation

[, xp|p = [xa(yk),:cb(yk)]p (2.2.14)

It may then be possible to follow the canonical quantization procedure (2.1.1) and so obtain
a set a operators with the desired set of commutation relations. Care must be taken here when
defining the quantum analogue 27 for the phase space coordinates z7. If the set of new phase space
coordinates y* possess non-zero Poisson brackets then the analogous quantum operators 7* will
be non-commuting; these non-zero commutators will result in operator ordering issues in 27(¢*)
if 27 is a nonlinear function of the reduced phase space coordinates y*. There is some ambiguity
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in choosing an operator ordering, though for this work we will select the one which generates the
most symmetric ordering of the operators and gives the correct commutator relations in the §*
operator basis.®

Path Integrals

If we assume a set of variables y* exists such that condition (2.2.13) is satisfied” then the path
integral for the system is

/ [Dy*] (det M~1)'2 exp(iS[y* (t)]) (2.2.15)

where S[y*(t)] is the action corresponding to the Hamiltonian (2.2.7) where the original coordi-
nates 2/ have been replaced by y*. The (2N — R) x (2N — R) matrix M has elements

MY = [y*, ylp = ", wlp (2.2.16)

where the equivalence relation follows from our assumption that the constraints vanish in these
coordinates. We can immediately write down the path integral in the original constrained phase
space variables as

/ (D7) [] 6(6m)(det CH)Y2 exp(iS[a? (1)) (2.2.17)

where the action is the one expected for the Hamiltonian ‘H without constraints, and the matrix C
is defined by (2.2.9). Using the Fourier representation of the delta function this may be rewritten
as

/ Dad|[Du] (det C~1) /2 exp(iS[ad (£), u™ (1)]) (2.2.18)
STk (1), u™ ()] = S[ak(8)] — / e (2.2.19)

This can be extended to the partition function by instead using the imaginary time action.?

2.3 Theoretical Results

2.3.1 Constraining to the ring

In the case of the free particle moving on the circle, we begin with the classical Lagrangian for a
free particle moving in the 2-dimensional plane but with a Lagrange multiplier constraint that the
positions be fixed such that the motion is on a ring of radius R, so 22 4+ y? = R%. The Lagrangian
with this additional Lagrange multiplier is then

5See chapter 13 of reference [30].

TAs with the operator approach this is not necessarily true, in which case there will be added difficulties in
defining a path integral. This problem does not arise for the systems considered here so we do not discuss the
theory needed.

8See chapter 16 of reference [30].
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The Lagrange multiplier must be treated here as an additional canonical coordinate with its own
velocity, A. The Hamiltonian phase space will therefore be 6-dimensional since it will have its own
canonically conjugate momentum. The Hessian with respect to the velocity for this Lagrangian
is then
m 0 0
H=]0 m 0 (2.3.2)
0 0 0
which is evidently singular, so we must use the theory of constraints laid out in the previous
section. The total Hamiltonian in this case has the form

. . : 1 .
Hr = (ips + gpy +Apx) = £ = o —(p% + ) + Ma® +y* = B) + Apa (2.3.3)
To prevent the Lagrange multiplier from varying, the canonical momentum should be zero in the
constrained subspace. This constitutes our primary constraint for the system

p1=pr=0 (2.3.4)

The A term is then one of the u* Lagrange multiplier functions previously mentioned that will be
fixed by constraining the system, so we instead define A= ot Though the Lagrange multiplier
term is present in the Hamiltonian, it is not itself a constraint. We will now apply the consistency
equation to see if we generate any secondary constraints:

61 = [¢1, H]p = —(2° +y* — R?) — gy =2+’ —R2~0 (2.3.5)

' 2

2 = [d2, H]p = —(2pz + ypy) — ¢3 = apy +ypy ~ 0 (2.3.6)

: 1 1

o3 = [p3, H]p = E(pg +p§) —2\(22 + %) — ¢y = §(pi —i—pz) —xm(z® +14?) ~ 0
(2.3.7)

o H — 4\ A2 2 A 4\ ~ 0

¢4 = [pa, H]p = —4XN(xps + ypy) —mu”(z” +y°) —u’ = *m(l‘px + ypy) =
(2.3.8)

The last consistency equations fixes u* which terminates our series of constraints. We can see that
¢2 =~ 0 forces the position of the system to be fixed on the ring. The quantity p, := xp, + ypy is
also a representation of the radial momentum, just as p, := xp, — yp, is the angular momentum,
so the constraint ¢3 =~ 0 can be interpreted as fixing the radial momentum to be zero. We also
note that ¢o ensures that Lagrange multiplier term will be zero in the constrained subspace, and
¢4 can be used to explicitly find an expression for the Lagrange multiplier. With all constraints
determined the second class constraints in the Hamiltonian are strongly equal to zero. As a result
the Lagrange multiplier term (22 + y? — R?) = Ay will also disappear. Since we have generated
4 independent constraints, the constrained subspace will have dimension 6 — 4 = 2 which is the
expected phase space size for the 1 dimensional ring. We can now construct the C' matrix using
the definition from (2.2.9)

0 0 0 mqFqy
0 0 2¢" g 24" py,
= 2.3.9
0 —2¢% g, 0 PPpr + 2mAdF g (2:3.9)
—mg*q.  —2¢"pr  —p"pr — 2mAdF g 0
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where the vectors are g, = (z,y) and py = (psz, py). The matrix is non-singular since the determi-
nant is det C' = 4m?(q*q;)* and its inverse is

) 0 ) —pPp — 2mAgF gy, q’“p’f —2¢"qy,
_ 1 PPk + 2mAgT gy, 0 —mq”qy 0
Cle — — 2.3.10
2m(qFqy)? —q*pi mqqy, 0 0 ( )
205 g1, 0 0 0

The Dirac bracket can now be defined, and the relations between the canonical variables worked
out

y? 22
[xapx}D - ﬁ [y:py]D - ﬁ [%?J]D =0
Ty Ty 1
[z, pylD = 72 [y, pe]D = ~ 2 [Pz, DylD = ﬁ(ypx — zpy) (2.3.11)

We note that the Dirac bracket of the Lagrange multiplier and its conjugate momentum is
[A, pa] = 0 and so has vanished in the constrained subspace. Expressing these symbols as functions
of the canonical variables for motion on a ring, ¢ and p,, allows us to reduce the Dirac brackets
above to the Poisson bracket

[f,9lp = 9r 99 0f % (2.3.12)

if we define the constrained variables as follows

1 1

z = Rcosy y:= Rsinyp Dy 1= —Epp sin ¢ Dy = Epsp Cos (2.3.13)
where the definition of x and y is as expected. If we substitute these definitions for the original
coordinates into the constraints, it can be seen that the constraints will are strongly equal to
zero in the reduced phase space coordinates, ie ¢ (p,p,) = 0. This is also true for the Lagrange
multiplier function, u* (¢, Pp) = 0. Now that the terms Agy and uMpy can be strongly set to zero
in the total Hamiltonian, the free Hamiltonian in the constrained subspace is then
Py

((—=py sin 4,0)2 + (p, cos @)2) =5 (2.3.14)

Lo o
H= %(P$+Py) =

2mRR2

which is the expected classical Hamiltonian corresponding to free motion of a particle on a ring.
All of the generated constraints and u* have vanished from the Hamiltonian when written in this
basis, though for ¢4 to go to zero we have to fix the value of the Lagrange multiplier

L S R G
2R27Y 2mR*

¢4 (2.3.15)

The Lagrange multiplier is directly proportional to Hamiltonian (2.3.14), which is a conserved
quantity thereby implying that the Lagrange multiplier will not vary in time; this is consistent
with the constraint py = 0. Since we can write all of (2.3.11) using Poisson brackets, the way is
paved to quantize our system. We must now establish a set of operators which have the following
commutation relations

J . . L, X -~

Z, Pe] = —Zh% [7, py] = —thps [Z,9] =0

- XY . XY . S R o

[Z,py] = zhﬁ [T, Pz] = zhﬁ [Py Dy] = —zhﬁ(ypx ZDy) (2.3.16)
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where the tilde is used to indicate that although these are operators they are not the usual
Cartesian operators. It is also useful to have the following relationship between the two pairs of
position and momentum operators

d_ i~ . P

—qg=—-|H.q| =
so that the equation of motion for the position centroid variables (1.3.33) remains consistent
allowing for the use of CMD. The quantum operators from L?(S') introduced in the introduction
to this chapter can be used to define a set of operators which satisfy this condition as well as the
commutator relations (2.3.16). These operators may then be written as

(2.3.17)

Z:=Rcos¢ g:=Rsing  pp:= —%{J,sin@} Dy = %{J,COS o} (2.3.18)
where {A, B} = AB + BA is the anti-commutator, and the commutators (2.3.16) can be worked
out using (2.1.4). We note that the momentum operators are a symmetric product of the po-
sition operators and the angular momentum operator. Using these momentum operators the
Hamiltonian is ) . )

H=— (52 +5) = T <J2 - 4> (2.3.19)
where we have an additional constant potential which introduces a shift constant potential term
so that the expected free particle on a ring Hamiltonian is not obtained. These results, though
independently obtained, are the same as those found in [31]. While this shift would need to
be accounted for in the path integral, the centroid formalism is invariant under the addition of
constant potential terms in the Hamiltonian. Although this derivation was specifically for the
case of the free particle on the ring, the same constrained symbols and operators can be retrieved
in the case where a position dependent potential is included in the Lagrangian though some of
the constraints, and hence the Dirac bracket, will be defined differently.”

2.3.2 Constraining the centroid density

Here we begin with the path integral representation for the centroid density in two dimensions

Pc($ca ycapmcapyc) = /Dq Dp 5(xc_$0) 5(3/0_?/0) 5(pxc_pz O) 5(pyc_py 0) eXp(—S[T]/ﬁ) (2-3-20)

The theory explained in section 2.2.2 is used to constrain the variables in the path integral and
then replace them with the equivalent symbols present in the reduced phase space. In this instance
we will replace the constrained Cartesian phase space variables with those from the phase space
for S1 using the relations (2.3.13). While the path integral variables are constrained, the centroid
phase space variables are not. The proposed centroid density is

pe= [ DeDp, 8o = 20) 80 = 10) (o — p20) Spye — pyo) exp(—STrl/)  (23:21)

where measures have changed, and the functional integral over the momentum is in fact a product
of sums. The centroid constraints are no longer functions of the Cartesian path integral variables

but have the form
Bh

ag = ; dra(p(T), pe(T)) (2.3.22)

9Refer to B.1
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and the imaginary time action undergoes the transformation

o .
Sir] = /0 dr [H — ipyi — ipyj] — S|7] = /0 dr [H — ip.] (2.3.23)
H= . (px +py) +V(z,y) > H= 27;}22 (pi - i) + V(p) (2.3.24)

The constant potential present in the kinetic term of the Hamiltonian may be treated as a constant
scaling factor since it is independent of the path integral variables. After the phase space reduction
the partition function is now

Z="Tr |exp| ; ! - j2—% T V(@) )| = e Tr [exp 2J2+V( ) (2.3.25)
mR mR

where the constant potential is again present. Since the centroid density is normalised by the
partition function these terms will cancel, so the resultant density will be identical to the case
where the Hamiltonian does not contain this term. The centroid formalism will always be invariant
under the addition of a constant potential term in the Hamiltonian. An issue now presents itself
when we try to undo the trace operation in the centroid density to try and obtain a QDO. The
presence of cross terms involving the angular position and momentum path integral variables
inhibits undoing the Trotter operation, which presents a theoretical issue for this method. In
order to generate the desired Hamilton-like equations of motion among the centroid symbols, we
conjecture that the symbol Hamiltonian is be replaced by the equivalent operator Hamiltonian in
the QDO using the operators from (2.3.18). The QDO is then proposed to be

~

be((e, Yer Dae: Pye) = / Ay dy iy gy 57T E0) et ye)

N 1 . 1 -
X exp (—ﬂH + i€, Rcos @ + iy Rsin g + inmﬁ{J, —sin @} + inyﬁ{J, cos cﬁ})
(2.3.26)

Whether the trace of this QDO is equal to the proposed centroid density is not yet known.
Potential issues are discussed in the conclusion to this chapter. One way to test this is to build
the centroid density using both the path integral definition (2.3.21) and as the trace of the QDO
(2.3.26) for comparison, though this has currently not been done. This QDO has been used in
all numerical calculations and computational results show that this QDO appears to return the
expected centroid phase space distributions for the Cartesian position and momentum operators
in our reduced Hilbert space

Te=Tr[0ck]  Yo=Tr[0ch]  Doc=Tr[0cPs]  Pye = Tr[0chy] (2.3.27)
Since Hamilton’s equations of motion for the quantum operators are
. . . 1 ) 5
%x - %[;&, ] = QmZRh (72 cos ¢] = — 5~ {J.sin ¢} = % (2.3.28)
d i N .
—Dy = =[Pz, H] = J V s = F 2.3.29
= 1l B =~ py}+h[ 5 (23.29)
for the z-direction and
d -
=5 R{J cos 9} = E (2.3.30)
d A i, -
—n [ — ~CC j— ’~ == F 2 . ].
dtpy 9 R{J’p }"‘h[v Dy] Yy (2.3.31)

22



for the y-direction, we can formulate a similar set using the centroid variables to use in CMD
calculations. Noting that both force operators are dependent on the position and momentum op-
erators, the associated centroid distributions are also not expected to be separable in the position
and momentum centroid variables and so the definition of the force operator (1.3.37) therefore
does not hold for the rotational formulation.

2.4 Computational Results

2.4.1 Numerical Structure

Due to the significant difficulty we faced in obtaining any analytic results, the bulk of the work
has been computational in nature. The production code used was written from scratch in C++
with linear algebra structures and operations provided by the Armadillo linear algebra package.
All operators are represented as matrices using some finite number of the momentum operator
eigenstates, {|j),7 € [~Jmazs-- -+ Jmaz]}, @s the basis. In this basis the momentum operator is
diagonal, and the raising and lowering operators are constant on the upper and lower diagonal,
respectively. Since all periodic potentials can be written using a Fourier series of sines and cosines,
we will need to represent these as higher powers of the raising and lowering operators

cos(m@) = % (Um + (UT)m) sin(me) = % (Um - (UT)m) (2.4.1)

A uniform grid is constructed for each of the four Fourier variables, and a matrix representation of
the centroid Hamiltonian is constructed at each grid point. Eigenvalue decomposition is performed
on the centroid Hamiltonian and the matrix exponentials then constructed. We can then replace
the quantum operators of interest with this object and so obtain Fourier space functions for the
centroid density and various centroid symbols. The continuous Fourier transform (CFT) can then
be performed along each Fourier variable axis to retrieve centroid distribution functions in terms
of the four centroid variables. If the phase space integral of the centroid density is not closely
equal to Z then the maximum value of all axes of the Fourier space are increased. Performing
the CFT using Riemann sums is very inefficient for a system with four dimensions so to greatly
improve computation time we used the method detailed in [32] which involves the use of two
forward and one inverse fast Fourier transforms to compute the one dimensional CFT. The one
downside is that the range of the output function is inversely proportional to the grid spacing of
the input function, and the grid spacing of the output is inversely proportional to the range of
the input by the following relations

a T as;

Aa = 2%"": bmax = 1= Ab= QWQ—‘ZQ Asize = Dsize (2.4.2)
where Aq gives the grid spacing, the ggi,e i the maximum point, gs,e is the number of grid points.
The variables a and b indicate whether the properties are associated with the input or output
function, respectively. Since the rotational centroid density is zero when the radial distance in the
position coordinates is greater than the radius of the system

pe =0, 22+y?>R? (2.4.3)

for non-zero 5 the only useful points are located within this radius. To obtain a fine grid spacing
within this radius would require the exponential of the centroid Hamiltonian to be built at ’a large
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number of points, which becomes impractical with a large number of dimensions in the Fourier
space. To circumvent this, we choose to build the exponential of the centroid Hamiltonian to a
maximum point in the Fourier space where it has sufficiently decayed. We can then increase the
input range by padding the matrix with zeroes before passing the function to the CF'T routine.
This will increase the number of grids points and therefore give us a smaller value for Ab while
leaving Aa fixed with only a minor increase in computation time. The accumulated errors from
performing this for each of the four dimensions in Fourier space results in some anomalies in the
centroid phase space distributions. Having built the centroid density and distributions for the two
force operators, we use the CMD algorithm to approximate the dipole autocorrelation function.
The system of Hamilton’s equations are computed using the explicit fourth order Runge-Kutta
algorithm.

2.4.2 Free particle on a ring

We begin by examining the results for the particle on a ring with no potential, where the Hamil-
tonian is given by

H = BJ? (2.4.4)

and where we have chosen h = 1, m = 0.5, R = 1 and therefore B = 1. The maximum radial
value in the centroid phase space should therefore be . = 1. Some centroid densities are shown in
Fig. 2.1 for temperatures 5 =2, 5, 8 and 12. The densities in the left column have been integrated
over the centroid momentum coordinates while those in the right column have been integrated
over the position centroid coordinates. We can see that the position distribution is uniform in ¢,
due to the lack of a potential in the Hamiltonian, but that the density is only non-zero within
the radius r. = R. The reason for this is that the thermal paths are confined to move on the ring
so the centroid of the thermal paths must be located within this arc. This is why the centroid
density is heavily localized near the radius of the ring in the low temperature limit where the
thermal paths are short. As the temperature increases the paths can wind around the circle, and
so the centroid is more likely to be located near the origin. It can be seen that in this case the
outer portion of the density becomes wider and moves towards the origin while another hump
begins to rise centred at the origin. It can be shown that the high and low temperature limit of
the position centroid density are respectively!'®

. =1
éli% pelZerye) = jz_:oo zma(rc —R) (2.4.5)
1
lim pe(ze, ye) = §(re 2.4.
Jim p (Tes Ye) S (re) (2.4.6)

where r, = y/x2 + y2, which is in agreement with what we observe in these systems. In the case
of the momentum distribution, when integrated over the position centroid variables, the shape
appears to be a Gaussian which which has a width directly proportional to the temperature and
a height inversely proportional to the temperature. We can surmise that in the low temperature
limit the density will approach a delta function, much like the position centroid distribution, so
that the phase space integral is equal to Z = 1. It is currently unclear what the limiting behaviour
is in the high temperature limit.

0Refer to section B.3.1
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We have also included cuts of the total centroid density at constant y. and p,. is Fig. 2.2.
In the right column y. is held constant and p,. is varied and in the left column py. is held
constant and . is varied. The plots demonstrate the correlation which exists between the four
centroid variables. This correlation frustrates attempts at efficient computation of the centroid
density since it cannot be decomposed into a product of centroid distributions, as is the case with
Euclidean space. Examining these cuts also gives us insight into the trajectories the centroid
will take through the phase space when performing CMD calculations. It is not possible for the
centroid to visit regions where the density becomes zero, so the shape of the non-zero regions gives
insight into how the centroid coordinates are correlated.

We can see that for y. = 0.6 the centroid density is zero outside the range x. € [—0.8,0.8] as
expected from (2.4.3). As the value of py. is increased the bulk of the density starts to accumulate
at the extremes of the z. axis and broadens along the p,. axis such that the density appears to
twist about the origin in the z. — p,. plane. This broadening is towards negative values of p,. for
positive values of ., and towards positive values of p,. for negative values of x.. This behaviour
in the centroid density demonstrates that as trajectories move closer to r. = R the momentum
density changes such that the trajectories are directed away from this barrier. The same trend
is seen when g, is at a constant positive value and p,. is made more negative. When y. is at a
constant negative value the correlation between z. and p,, is reversed. When the magnitude of
the py. coordinate value is increased the bulk of the distribution will move towards positive values
of pg for positive values of x., and towards negative values of p,. when z. is negative.

When p,. is fixed and the y. coordinate increased the range of the density along the x. axis
begins to shrink, as expected. The density also begins to broaden along the p,. axis, and this
broadening is again dependent on the z. coordinate. For positive values of z. the broadening is
towards negative values of p,. and for negative values of x. it is towards positive values of p,..
This broadening in the p,. axis is again to direct trajectories away from the barrier at r. = R.
We notice that as y. becomes closer to the radius of the ring and the range of z. begins to shrink
in turn that the x. dependence of the broadening along the p,. axis becomes less noticeable as a
result.

CMD calculations were also performed for the centroid symbol x.(t) at a variety of temper-
atures and the resulting centroid dipole autocorrelation results are displayed in Fig. 2.3, along
with the exact Kubo transformed dipole function. A time step of At = 0.01 was chosen for all
calculations which proved to give stable results. Since the CMD results are expected to converge
to the classical results in the 8 — 0 limit, we have also plotted this function as given by B.4.6
except the functions has been rescaled by 2(z.z.(0)) so that the time zero values match. We
do this since we only want to show that the CMD results will eventually match the decaying
exponential behaviour in the classical result. As can be seen in Fig. 2.3a the CMD results do
indeed match the rate of Gaussian decay expected from the classical autocorrelation function and
displays no recurrence. The drift of the CMD results away from zero here and in all other plots
in Fig. 2.3 is due to accumulated instabilities in the individual z.(t) trajectories. As temperature
is increased, the CMD results begin the match the exact result at very early times but quickly
dephase and decohere. Even at very low temperatures the CMD results have difficulty matching
the exact Kubo transformed correlation function to the first minimum, as can be seen in Fig. 2.3e.
The difference is very slight but still present even in Fig. 2.3f which has twice the 5 value. The
phase matching is also poor, with the CMD results matching the exact case for 0.75 oscillations in
Fig. 2.3d, 1.25 oscillations in Fig. 2.3e and 2.25 oscillations in Fig. 2.3f. That the CMD results are
so slow to converge to the exact results with decreasing temperature demonstrates the difficulty
the method has with capturing the quantum dynamics of the free particle on a ring.
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Figure 2.1: Position and momentum centroid densities for the free particle on a ring
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Figure 2.2: Centroid density for the free POR at constant y. and py.
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Figure 2.4: Position and momentum centroid densities for the Hamiltonian (2.4.7)
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Figure 2.5: Position and momentum centroid densities for the Hamiltonian (2.4.8)

2.4.3 Hindered rotor model

We now move on to systems with a periodic potential in the Hamiltonian, which are collectively
referred to as hindered rotor models. For consistency purposes we have taken A =1 and B = 1.
The first model under consideration has a potential with three wells and the following Hamiltonian

H=J?+2(1 - cos(39)) (2.4.7)

We again calculated the centroid density for the temperatures 8 = 2,5, 8,12, which are displayed
in Fig. 2.4. The left column has been integrated over the momentum coordinates and the right
column has been integrated over the position coordinates. The position density shows the same
behaviour as the free particle case, with the density being localized near the radius of ring in the
high temperature limit and showing a growing hump localized about the origin at progressively
lower temperatures. The localizing effect of the potential is also evident as the centroid density has
three humps located at ¢. = 0,27/3,47/3 corresponding with the location of the minima in the
potential. Although these peaks eventually disappear a distortion is still apparent in the density at
these points causing a triangular shape, though this too disappears with decreasing temperature.
The shape of the momentum distributions are seemingly unaffected by the potential and still
appear to be Gaussian in shape with a width which is inversely proportional to the temperature.
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We also considered a system with a strongly confining potential with only one well given by
the Hamiltonian

H = J? +10(cos(p) + 1) (2.4.8)

and the resulting centroid densities are shown in Fig. 2.5 for § = §8,12. We can see that the
confining potential is so strong that the position densities are very similar in both cases. It also
causes the position density to be strongly peaked at ¢, = 7 and very near the radius of the
ring. For both temperatures, the non-zero portion of the density are the width of one grid space.
The ripples in the density are artefacts from the Fourier transform. A test calculation was also
performed at 8 = 40 and the results for the position density were nearly identical, demonstrating
that a sufficiently strong potential can severely inhibit the bulk of the density making the expected
appearance around the origin of the centroid phase space in the low temperature limit. The
potential also results in the momentum densities becoming squeezed in the p,. direction. The
momentum distribution does broaden with a decrease in temperature, which is the expected
trend.

CMD calculations were performed for all given temperatures and both hindered rotor Hamil-
tonians, and despite having a correct ¢ = 0 value the dipole autocorrelation function was highly
unstable even for a small time step. As a result, no comparison of CMD and exact Kubo trans-
formed correlation functions are shown for the hindered rotor models. The issue is with the
centroid force fields, which we expect to become infinitely repulsive at the radius of ring since the
centroid should not be allowed beyond this point in phase space. This is problematic for calcu-
lating the centroid trajectories; if they get too close to the radius of the ring and have sufficient
momentum the centroid will sometimes clip outside the ring on the next time step and avoid the
repulsive force field. If this occurs to a sufficient number of orbits the centroid correlation function
results become unusable. The system is therefore stiff, meaning that smooth and stable results
can only be achieved when the time step is taken to be extremely small. In our case this would
also necessitate a larger number of grid points for the force fields so that the centroid trajectories
can move closer to the ring. Since this would increase the computation time and memory, we
wish to approach this problem by using an implicit method rather than explicit method for the
integrator. Explicit integrators use current and past positions in phase space to compute the next
time step while implicit integrators also require knowledge about the next position in phase space.
To determine the position of the next time step using an implicit integrator therefore requires use
of a root finding algorithm which will also increase computation time, but should allow us to
better avoid any instability by restricting the search to phase space points located within the ring.

2.4.4 Summary and future work

In this chapter we have successfully extended the centroid formalism to systems which can be
considered to inhabit constrained spaces. This includes rotational motion and internal torsions
within molecules. We have seen that this necessitates considering the constrained space as be-
ing embedded in some Euclidean space, and using the number of centroid phase space variables
associated with the Euclidean space. The centroid densities for the operators will also no longer
be separable in the phase space coordinates, so the force fields had to be generated from the
force operators. Performing the exact centroid dynamics for the free particle on a ring yielded
a dipole time correlation function which was exactly equal to the one generated using a finite
dimensional matrix representation for the quantum operators. We also tested the CMD approxi-
mation by introducing parametric dependence into the centroid force symbols in order to calculate
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the approximate dipole autocorrelation function. Only the CMD results for the free particle are
currently usable, but these show that the CMD approximation will have difficulty capturing the
exact nature of quantum mechanical motion on a ring. A recent formulation of rotational RPMD
has shown good results for a particle on a ring system with a highly confining potential at a high
temperature [33,34| and we hope to replicate these results using our formalism.

We now discuss in the issue presented in section 2.3.2, that is whether

?
IOC(':EC? Yec, Pxcs pyc) =Tr 5c($07 Yey Pxcy pyc) (2~4~9)

for the proposed quantities. We assume that the content of the QDO is correct since it generates
the desired equations of motion, so the issue then is with the centroid density. The terms coupling
the position and angular momentum operators in the QDO makes the process of rewriting the
trace as a path integral difficult. It seems likely that the constrained momentum operators will
generate additional phases proportional to the Fourier variables 7, and 7, which are not present
in p.. This discrepancy may be a result of us constraining the Hamiltonian

A | R o
H= o (P2 +p2) + V(2,9) (2.4.10)

instead of the effective centroid Hamiltonian

H = % (ﬁi +]§g2/) +V(z,9) — ZE.%' — i%y — Z‘pr — iﬁpy (2.4.11)
The additional momentum terms will effect the Dirac brackets of the system and therefore the
constrained phase space symbols. Preliminary work has been done dealing with this issue, but is
not shown in this thesis. Another potential problem may come from the functional integral over
the momentum. In the path integral the angular momentum coordinates should still only take
on integer values, however, when we generated the constrained phase space symbols the classical
angular momentum symbol was used. The classical angular momentum can be any real number,
so the question is whether the functional integral is an integral over the all of the reals or a sum
over all of the integers. Again, this is an open problem. We note that if we were to only consider
the position centroid constraints, then the statement

pe(e,ye) = Tr [&(xc, yc)] (2.4.12)

is true assuming the angular momentum functional integral is in fact a product of sums'!. The
reason is that the Dirac brackets are totally independent of any position dependent potential,
which includes the position centroid constraints.

We have also worked out the constrained operators corresponding to motion on a 2-sphere,
which is equivalent to the motion of a linear rigid rotor which has no orientation. The constrained
operators are given in section B.2 where the action of the position operators on the |l, m) basis
was found in [35]. The proposed QDO for the motion of a particle on a 2-sphere of radius R to
given by (B.2.22). The centroid phase space is naturally 6-dimensional, which will pose significant
problems for our method of performing test calculations.

Lastly, we present a scheme for connecting the motion of the rigid rotating tops to motion
on a constrained surface. The motion of the rigid tops is associated with the group SO(3) and

HRefer to section B.3
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is generally parametrized in terms of the Euler angles. The topology of SO(3) is that of a half
3-sphere in R*, with antipodal points on the boundary. Quaternions may also be used to describe
the motion of rigid bodies; these are associated with the group S, the 3-sphere, which forms the
boundary of a ball in R*. The group S® therefore acts as double cover of SO(3), with antipodal
points on the 3-sphere mapping to the same Euler angles. Use of the 3-sphere is preferable to
that of the half 3-sphere since we do not have to account for the discontinuous boundary. It
follows from the method laid out in this chapter that the centroid phase space would therefore be
8-dimensional. Work has been done to determine the constrained phase space variables in terms
of the hyper-spherical coordinates, but the mapping to Euler angles has not yet been completed.
This approach assumes that all three moments of inertia are identical, that is where the motion
corresponds to a spherical top. The 4-dimensional surfaces corresponding to the spherical top,
where only two of the moments of inertia are identical, and the asymmetric top, where no moments
of inertia are the same, will likely be different, and is currently presumed to be a 3-ellipsoid. We
note that the method described in this chapter is not limited to motion on n-spheres, but can be
extended to other constrained spaces such as ellipses and tori.
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Chapter 3

State projected centroid quantum
statistical mechanics

3.1 Projection operators in the centroid formalism

The formulation of centroid dynamics as presented in chapter 1 was defined for the canonical
ensemble, where the temperature, volume and number of particles were constant. We will now
adapt the centroid formulation for the microcanonical ensemble where instead the energy, volume
and number of particles are fixed. Specifically, we wish to study the statistical mechanics associ-
ated with the normalized state |¢) with associated energy level E,.'2 To do this we construct a
density operator associated with this pure state

Py = [) (¥ (3.1.1)

which is idempotent and a projection operator. In particular, we will be interested in the case
where the projection is onto an eigenstate of the system Hamiltonian, which has some special
properties that will not prove to hold for projection onto an arbitrary pure state. For now, we
use the fact that the eigenstates of the Hamiltonian form a complete basis for the Hilbert space,
and write the state [¢) in this basis

[9) = enlxn) (3.1.2)

where the set {¢,} are complex numbers satisfying Z len|? = 1 and {|x,)} are the eigenstates of

n
the Hamiltonian with associated eigenenergies { E),,}. The normalisation constant associated with
the microcanonical ensemble is

Zy =T [ PPy | = (e |p) = 3 Jen |27 (3.1.3)

We can now define the centroid density for the microcanonical formulation, also called the state
projected centroid density,

pgw) (qC)pC) =Tr [@C(QCapC)ﬁw} = <¢|¢C(QCapc)W]> (3.1.4)

12Tt is noted that since a mixed state may be represented as a linear combination of pure states, p = . p; |#) (],
the following work would also apply to mixed states even in the case where it is not a projection operator by simply
using a linear combination of the results for each pure state
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which by construction will have the correct phase space average

dged ‘,
Zw—// 970 5 (ges pe) (3.1.5)

This centroid density can in general contain regions of negative density and so is no longer guar-
anteed to be a positive semi-definite function and is no longer separable in the momentum and
position centroid symbols. From here we could naively define the state projected version of the
QDO as

(%w)(quc) = Sc(%ypc)ﬁzb (wrong) (3.1.6)

which is not Hermitian unlike the QDO for the canonical ensemble. This will result in a loss of
consistency when defining the centroid symbols due to an ordering ambiguity since the QDO and
projection operator possess a non-zero commutator in general; thusly

A. # Tr [5C(qc,pc)75¢fl] #+ Tr {75¢(§C(qc,pc)fl} (3.1.7)

The correct method, as shown in Roy and Blinov [36], is to Kubo-transform the projection operator
with the effective centroid Hamiltonian H', see (1.3.16), as follows

S h [ e i ! g1 o
0 (ge: pe) = W)/ / d¢ dn e'e e [/ due~1-whH Pwe_“BH} (3.1.8)
2mpe (ge, Pe) /=00 /= 0

Though the work in [36] was for exchange operators for particles following Bose-Einstein and
Fermi-Dirac statistics, the general results apply to the case of our state projection operators and
so this paper forms the theoretical basis of this chapter. The state projected centroid density
remains unchanged due to the cyclic property of the trace which effectively cancels the Kubo
transform. The time dependent QDO is also defined in the same way as in equation (1.3.24). It
can be shown that the consistency equations for the position and momentum operators, (1.3.17)
and (1.3.18), still hold regardless of the projection operator

g =Tr [Sﬁw) (qc,pc)c}} (3.1.9)

pe = Tt 60 (g, pe)| (3.1.10)

The definition of time evolved centroid symbols for g. and p. and their equation of motions still
hold under state projection, so the formulation of CMD is the same. In general, the time dependent
centroid symbol for an operator A is now defined as

At ey pe) = Tr |50 (1 g, pe) A (3.1.11)

where the superscript is used due to denote state projection. The definition of the centroid force
(1.3.37) does not hold any longer since it relied on the separability of the centroid distribution
in the momentum and position symbols. When performing CMD calculations then we must
use the more general definition of the centroid force as the centroid symbol associated with the
force operator. The centroid force will is also uniquely determined by the Hamiltonian and the
projection operator. While the linear position and momentum centroid symbols remain the same
in the case of state projection, the same cannot be said for the centroid symbols corresponding
to operators which are a nonlinear combination of the canonical operators. So, while the force
operator may be a function of the position operator in general, the distribution in the state
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projected centroid phase will not be constant along the centroid momentum axis. This can cause
problems in the case when the state projected centroid density oscillates wildly between areas with
positive and negative density, since the force will not be well defined near the crossover region.
We also note that in the case of the high temperature limit, 3 — 0, that the state projected QDO
becomes

. i SIS L 1 e e
lim 0% (qe, pe) := — / / d¢ dn et ginpe [/ duy =W EETHID) P | —ulia+inp)
=0 27pe (qes pe) V=00 0

(3.1.12)
and so the associated centroid density in this limit is
lim %) (e, pe) = / / e dn'Tx [0, | (3.1.13)
B8—0
We can immediately establish a connection with the Wigner distribution function, defined as
1= . 2ipy/h
Wy(q,p) = / dy(q —y|Pyla +y)e wy/ (3.1.14)
mh J_
e (0q+p) /Iy, [ gilod+mp) /b
= dor dr ~Hoat /Iy (il T)/n 3.1.15
(QWh)2/—oo/—ooUT€ T e Py ( )

The high temperature centroid distribution and Wigner distribution function are then related as
follows

lim p{*) (e, pe) = 27 Wy (ge, pe) (3.1.16)
B—0

3.2 Microcanonical correlation functions

Due to the inclusion of the projection operator via a Kubo transform in the QDO, the following
state projected centroid correlation function

Beace)® = 5 [ [~ MR e p) B AP 1) (3:21)
P

where B, is linear in the position and momentum centroid symbols, is no longer related to the
single Kubo transformed correlation function, but instead to the double Kubo transform of the mi-
crocanonical correlation function.'® The microcanonical ensemble real time quantum correlation
function is defined as

(BA(t))®) = %Tr [me—ﬂff BA(t)} - Zl¢ (lePH BA(H)|v) (3.2.2)

In the case of the double Kubo transform both the stationary operator B and the state pro jection
operator Py undergo a Kubo transform

(BA(t ))ED)K) Zld)Tr[e ’BH/O du (/uldv B(—ivBh)Py(—iufh) +/Oudv 75¢(—iu5h)3(—ivﬂh)>fl(t)]
(3.2.3)

Z—wTr [e BH / ‘i /u "a B(iwh)m(wﬁh)/i(t)} (3.2.4)

3Refer to section C.4
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For the canonical ensemble it was possible to undo the Kubo transform by transforming to fre-
quency space, multiplying by a common frequency factor, then transforming back to time space.
In the case of the double Kubo transform it is not always possible to define a common frequency
factor, see section C.5.2 where it is shown to be impossible for projection onto an arbitrary state
as the frequency factors are different for each peak in the spectrum and therefore require knowl-
edge of the energy eigenstates. However, it is possible to define a common frequency factor in the
case where 7% is a sum of projection operators each of which projects onto an eigenstate of the

Hamiltonian R X
Po=> cnPn=_ cnlxn) (Xal (3.2.5)

The results here therefore generalise the results from [37], where two projection operators were
used to project onto the symmetric and antisymmetric energy eigenstates. Working in the basis of
the Hamiltonian’s eigenfunctions, the relationship between the two Fourier transform correlation
functions when the projection operator is of the form (3.2.5) can be shown to be!#

2 A A
Q(eghiﬁfwﬁ)hw - 1)f{<BA(t)>%)K)}(w) (3.2.6)

and so the relationship between the correlation functions is

R 1 o0 . hiw)? o0 s
(BAM)©® = - /_ = B;ﬁ B)hw — /_ W BA) G 627
However since establishing a physical connection between the double Kubo transformed correla-
tion function, and hence state projected CMD results, and the exact correlation function cannot
generally be done without solving the TISE performing state projected CMD is not always useful
for determining the dynamics of microcanonical ensembles. We do know however that in the case
where the projection operator is the identity operator the double Kubo transform reduces to a
single Kubo transform, which can be undone in general as shown in section (C.4.37). Therefore if
state projection is performed onto a each individual state from a known complete basis, which are
not necessarily the energy eigenstates, the sum of the double Kubo transform correlation functions
will give the regular Kubo transform correlation function.

FUBA() W} w) =

3.3 Results

3.3.1 Computational setup

The program was written from scratch in C++ using the Armadillo linear algebra library. All
operators here are constructed as matrices in the basis of the QHO number eigenstates using
normal ordered combinations of the creation and annihilation operators. The eigenvectors of
the Hamiltonian in this basis representation are used to construct the state projection operator.
The rest of the program is identical in structure to the one described in section 2.4.1 with the
exception of the Fourier space function of the centroid symbols, except the operator exponential
of the centroid Hamiltonian was traced with the projection operator for the centroid density. In
the case of the centroid symbols the Kubo transform had to be performed, so these functions
where instead defined on a grid

ﬁwefﬁuglfle*ﬂ(“*l)gl u=k/k, k=0,...,k (3.3.1)

M Refer to section C.5.1

38



where & is the grid size of the interval [0, 1]. The Kubo transform integral was computed using a
Riemann sum, with the grid size chosen to be k = 50.

3.3.2 Quantum harmonic oscillator

The state projected formalism is first applied to the quantum harmonic oscillator. We will be
working in the basis of the QHO eigenstates, called the number eigenstates and denoted by
{In),n € N}, so it useful to express all operators in terms of the creation and annihilation
operators. First recall that the Hamiltonian for the QHO is

ﬁ—ﬁ2+1 262 = o (ata+ 2 (3.3.2)
=5 tomw e = ala+ g .3.

where a' is the creation operator and & is the annihilation operator. The force operator corre-
sponding to the QHO system is

F = 2imw?@®/2,p) = —mw?q (3.3.3)

o
and so given that the consistency conditions for the position and momentum operators still hold
under the state projection, the associated static force symbol is

FY) = —mw?q (3.3.4)

which is independent of the state we are projecting on to. The equation of motion for ¢.(t) can
then be determined analytically by solving Hamilton’s equation of motion, which will yield

Pec .
t; = t)+— t 3.3.5
4e(t; ges Pe) = qe cos(wt) + o sin(wt) ( )

This result is independent of whether we make the CMD assumption or not, and so the QHO is the
one case where the exact centroid dynamics and CMD results are equivalent. This is a result of the
force operator being proportional to the position operator, which means the corresponding force
symbol will be proportional to the centroid position symbol. The CMD approximation usually
results in a loss of information about the time evolution of the force symbol since the force symbol
loses its explicit time dependence and there are no additional equations of motion included to
allow for the time evolution of the centroid symbol. To accurately capture the dynamics of the
system one would need another differential equation to accurately capture the time evolution of
the force symbol, and another to account for the time evolution of this equation, etcetera. In
general this would result in an infinite number of extra differential equations, however since the
position symbol has an equation of motion included in the set of Hamilton’s equations for the
centroid symbols these additional equations of motion are redundant, so we can terminate this
hierarchy for the QHO knowing that no information is lost in using CMD. Since the equation of
motion for ¢.(t) is independent of the state projection, the position autocorrelation function will
always be given by

dq. dp. dq. dp.
(Geqe(t))®) = <COS (wt) / / g 75 P9 (e, pe)geqe + sin(wt) / / 1 gp p qc,pc)qcpc>
(3.3.6)
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so the phase space integrals will only set the amplitude of the correlation function. The state
projected centroid densities can also be analytically solved for the QHO system, and we present
the results in the case of projection onto a canonical coherent state with eigenvalue z'°

(Z)( )— ’Bhw 1 _ 2 _ ﬂ +L % 2+ 1 2
Pe Mol = Gun(Bhw/2) T+a P\ 1+a ) 7P L+a)\2n %™ 2mwn

X exp<1 i - <\/ 27;?0 Re(2)qc + 1/ % Im(z)pc>> (3.3.7)

16

and also for projection onto an individual QHO eigenstate with quantum number n

(n) _ B (=D T L el (it=aY 4
pc (QC7pC) - Slnh(ﬁh{,&/Q) 1 _|_ «a € p|: <5h¢d + ) | C|2:| <1 + ) Ln(l _ a2| C|2>
(3.3.8)

A selection of eigenstate projected centroid densities are presented in Fig. 3.2 for the parameters
h=1,m =1, and w = 1. It is noted that the functions are entirely even in ¢, and p., and from
this it can be deduced that the second integral in (3.3.7) will evaluate to zero as both ¢. and p.
are odd functions. Equation (3.3.6) can then be simplified to

dq. dp,
(4eqe(t)) ) = cos(wt)—— qu // 9e 2P )W) (qe, pe) Gete (3.3.9)

So for our chosen parameters we expect the answer to be a cosine with period 27. CMD calcula-
tions were performed for a total time of t = 20 with a time step of At = 0.1 and the results are
presented in Fig. 3.3 along with the results using exact quantum dynamics, and as expected the
CMD results are identical.

3.3.3 Quartic well

We next consider a Hamiltonian with only a quartic anharmonic potential term

R P2 4
H=—4+d4§ 3.3.10
o + d4q ( )

The force operator for the quartic well is then of the form

. 3/2
n 1 A A ~3 h \3
hd4[q D) 4dyG” = —4dy <2mw> (a+a") (3.3.11)

The state projected centroid densities for the lowest three eigenenergies are shown in Fig. 3.4,
where we selected the parameter values h =1, m =1, w = 1 and d4 = 1/4 and the temperatures
8 = 1,8 in order to match those from [37]. The centroid densities are no longer symmetric under
rotation in g. — p. plane as was the case in with the QHO, though this is difficult to discern from
the plots since the anharmonic term is weak. CMD calculations were performed next with a time
step of At = 0.0025 and a total time of ¢ = 40 for 8 = 1 and ¢ = 100 for § = 8 and the results
shown in Fig. 3.5. We can see that the 8 = 1 correlation functions show better matching for
the phase and amplitude in the case of projection onto higher energy eigenstates with some slight

15Refer to section C.1
16Refer to section C.2
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drifting from the exact results, though the results are very quick to decorrelate. The g8 = 8 CMD
results are a poorer approximation to the exact results for higher energy eigenstates. The CMD
results for the ground state match the exact phase for roughly 5 oscillations as seen in Fig. 3.5b
while the CMD results for the first excited state results only match for about 3 oscillations, see
Fig. 3.5d. The results for the second excited state at 8 = 8 are included in Fig. 3.5f despite the
presence of numerical errors which proved to be very persistent. Although not noticeable, the
time zero value for the CMD results is exact, but the individual trajectories proved to be unstable
even at a very short time step.

3.3.4 Double well

The final system under consideration is the double well, which has the Hamiltonian
N
H = "— +dy@® + dyg* (3.3.12)
2m
and associated force operator

1

= — 52 i p = — q— 53 = — T —_ _— T 3
F h[dgq + d4q ,p} 2d2q 4d4q 2d2“ B) w(a—f—a ) 4dy <2mw> (a+a ) (3313)

For the numerical computations we again selected parameter values from [37], which correspond
toh=1,m=1 w=1,dy =—1/2 and dy = 1/10. The state projected centroid densities are
presented for the lowest three energy eigenstates at § = 1,8 in Fig. 3.6. CMD calculations were
performed with a time step of At = 0.0025 for a total time of ¢t = 40 for § = 1 and ¢t = 100
for 5 = 8 and the results are displayed in Fig. 3.7. In the case of the 8 = 1 results we can see
the results becoming progressively better for higher energy eigenstates, however the results still
fail to match the exact results to the first local minimum and as such are very poor though this
is expected for the double well. The results for 8 = 8 are reversed like the quartic well system,
with the ground state CMD results matching the exact results better than the first excited state.
The results in Fig. 3.7f are again a result of instability in the CMD trajectories which would
not disappear, and so cannot be analyzed further. It was expected that the energy levels above
the central maximum in the double well would perform better since tunneling would not occur,
though it is unclear why this would not be the case at lower temperatures.

In an attempt to better understand the effect of the two wells on the centroid dynamics we
also show the time evolution of the centroid distribution pgl)(qc, Pe) - qe(t; qe, pe) for B = 1 using
exact centroid dynamics and CMD in Figs. 3.8 and 3.9. The g, axis is on the horizontal and the
pe axis is along the vertical. The ranges for each axis are ¢, € [2.5,2.5] and p. € [1.5,1.5]. Since
we do not expect the centroid trajectories to cross the point where the density become zero we
can deduce from Fig. 3.6¢ that there are two regions of motion here, one in the centre of the plane
where the density is negative and everywhere outside this region where the density is positive.
The times shown span ¢ = 0 to ¢ = 20 which is almost the period of one oscillation in the exact
results, see Fig. 3.3c. We first note that the minima of the double well are located at ++/5/2. The
centroid density is greater than zero for q. = im, and we see initially in the ¢ = 0 densities
in Fig. 3.8 that the bulk of the density in this region is just slightly offset from this position. As
time progresses, the exact centroid trajectories never cross the pgl)(qc, pe) = 0 boundary resulting
in two regions of motion. Generally speaking, in the exact results we see the two blobs of positive

and negative density swirling counter-clockwise about the origin of the phase space. The same
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behaviour is also present in the CMD plots, but we can see in the CMD densities in Figs. 3.8
and 3.9 that a well is also present which traps some of the trajectories. As time progresses these
trajectories move around in this well while the rest rotate counter-clockwise about the origin. This
well in the phase space is very nearly centered at p. = 0 and ¢. = 4+1/5/2, indicating that this
is a lingering effect of the double wells. For this system the energy of the first excited eigenstate
is slightly above the hump in the middle of the potential so the poor performance of the CMD
simulation is not due to tunneling by the first excited eigenstate.

Lastly, we combined the energy eigenstate projected CMD position autocorrelation functions
to obtain an approximate of the Kubo transformed position autocorrelation function. Results are
shown for § = 1,8 in Fig. 3.1 where we also show the results obtained using exact quantum dy-
namics, regular CMD and symmetry-adapted CMD (SA-CMD). SA-CMD was introduced in [37],
and as previously stated involved projecting onto the symmetric and antisymmetric eigenstates

Ps=7 3 hablul  Pa=g 3 b (3.3.14)

n even n odd
and then recombining the results

Zs

<ch0(t)>(SA) = 7<ch0(t)>(5) + %(quC(t»(A) (3.3.15)

Here we also recombine the state-projected CMD (SP-CMD) results as follows

(aeael) 7 = 37 2 aeae()" (33.16)

n

For the 8 = 1 case the double Kubo transformed autocorrelation functions for the lowest ten
eigenstates are used, and for the 8 = 8 case we recombined the results for the the lowest four
eigenstates. As can be seen, the SA-CMD results are slightly better than those from regular CMD
but they still fail to match the exact result to the first local minimum in both cases. The SP-CMD
results are a bit better and do match the exact results to the first minimum in the g = 1 results
before failing, which is unexpected given the generally poor results seen in Fig. 3.7. The § =8
SP-CMD results are very slightly better than that SA-CMD results, and it is expected that the
two will converge in the low temperature limit where the entire population is in the ground state.
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Figure 3.1: Comparison of the Kubo transformed position autocorrelation function as computed
using exact quantum dynamics, CMD, symmetry-adapted CMD (SA-CMD) and state-projected
CMD (SP-CMD) for the double well system with § =1 at top and 8 = 8 below.
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Figure 3.2: State projected centroid densities for the quantum harmonic oscillator with tempera-
tures 8 = 1,8 for the three lowest energy eigenstates
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(a) B =1, ground state (b) B =8, ground state

(c) B =1, 15 excited state (d) B =8, 15 excited state
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(e) B =1, 274 excited state (f) B =8, 21 excited state

Figure 3.3: Double Kubo transformed state projected position autocorrelation functions calculated
using exact quantum dynamics (red) and CMD (blue) for the temperatures 8 = 1,8 and the three
lowest energy eigenstates of the quantum harmonic oscillator
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Figure 3.4: State projected centroid densities for the quartic well system with temperatures
8 = 1,8 for the three lowest energy eigenstates
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Figure 3.5: Double Kubo transformed state projected position autocorrelation functions calculated
using exact quantum dynamics (red) and CMD (blue) for the temperatures § = 1,8 and the three

lowest energy eigenstates of the quartic well system
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Figure 3.6: State projected centroid densities for the double well system with temperatures § =
1,8 for the three lowest energy eigenstates
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Figure 3.7: Double Kubo transformed state projected position autocorrelation functions calculated
using exact quantum dynamics (red) and CMD (blue) for the temperatures 5 = 1,8 and the three
lowest energy eigenstates of the double well system
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Figure 3.8: Time evolution of p.(qc, pc)qc(t) using exact centroid dynamics (left column) and CMD
(right column) at times ¢ = 0,2,4, 6 (figures are in descending order) for the double well system
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Figure 3.9: Time evolution of p.(qc, pc)qc(t) using exact centroid dynamics (left column) and CMD
(right column) at times ¢ = 8,12, 16,20 (figures are in in descending order) for the double well
system.






Chapter 4

Conclusions

In chapter 2 a general method was devised to formulate centroid statistical mechanics for systems
undergoing rotational and torsional motion using the theory of constraints initially laid out by
Dirac. This was worked out in detail motion on any n-dimensional ellipsoid with an arbitrary
position dependent potential. The case of a particle moving on a ring was used as a test, and
centroid densities were generated for the case of free motion as well as motion in the presence
of periodic potentials. These centroid densities were not separable in the each of the centroid
coordinates, as is the case for centroid densities of systems in Fuclidean space. The CMD results
for the free particle case gave a dipole autocorrelation function which showed closer agreement
with the classical autocorrelation function at higher temperatures. Limits were worked out to
show that the high temperature classical limit of the dipole autocorrelation function does not
have the recurrences as are expected with the high temperature limit quantum results, as seen
in section B.4. As temperature was decreased the results better matched the expected quantum
Kubo transformed autocorrelation function, but still decorrelated rapidly and quickly drifted out
of phase with the exact result. The CMD results for the hindered rotor models were not given
due to numerical instability of the x.(t) trajectories, and therefore as of now only equilibrium
properties can be successfully computed.

In chapter 3 we extended the used of projection operators in the centroid formalism to the
case of state projection. We saw that in the case of state projection the centroid density is no
longer positive definite and is again not separable in the position and momentum coordinates.
Analytic results were obtained for the QHO, which demonstrated that the CMD results are again
exact for this system. Equilibrium and dynamical properties were also obtained for the quartic
well and double well systems. The recombined correlation functions for the double well showed
improvement over the CMD and SA-CMD results. It was also shown that it is in general not
possible to undo a double Kubo transformed time correlation function without prior knowledge
of the eigenenergies to modify the height of the peaks in the Fourier transform spectrum.

4.1 Future work

The initial attempts at computing time correlation functions for the hindered rotor model were not
successful due to numerical instabilities in the CMD trajectories. Obtaining useable results will
necessitate use of an improved integrator along with a finer grid force field. The case of a hindered
rotor with a highly confining potential is another matter, since it is difficult to obtain a grid fine
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enough to accurately represent the highly localized centroid density. We will therefore tackle
this case by approximating the centroid density for highly confined systems as a one dimensional
Euclidean centroid density since the position and momentum densities are effectively squeezed
in one direction. Once this work has been completed we hope to perform CMD calculations
for multiple interacting rotors. We also note that motion on a circle is identical to motion of a
particle in a one-dimensional Euclidean space with periodic boundary conditions, and so we hope
to extend the CMD method to optical lattices. The next step is to move to higher dimensions,
and here the first step is to test the centroid formalism for motion of a particle on a sphere.
Significant optimizations will need to be made for the storage of the centroid densities, since the
memory demands for higher dimensional objects will grow exponentially with each additional pair
of position-momentum centroid variables. The motion of the rotating tops is the final goal, but at
this stage the map between the Euler angles and the hyperspherical angles has not be constructed.

A new integrator must also be implemented for the state projected CMD calculations given
the instability seen in some of the autocorrelation functions. We also wish to perform simulations
with increased degrees of freedom which includes particles moving in a multidimensional Cartesian
space and collections of coupled systems. We also wish to connect this work with current methods
for computing low temperature and ground state dynamics.
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Appendix A

Introductory Material

A.1 Consistency equations for centroid symbols

Here we wish to show that the associated centroid phase space distributions for the position and
momentum operators, ¢ and p, are ¢. and p., respectively. We will show this in general for the
centroid distribution of an arbitrary operator A

pe(Ac) = Tr {/ Clge_ﬁﬁ+i§A€_i§Ac] (A.1.1)
oo V2T
The goal then is to show that the following consistency equation holds
A= ! Tr [/ dge_ﬁﬁ“'i&/‘e_igAcfl] (A.1.2)
pC(AC) —00 27T

The addition of other centroid constraints will not affect this derivation, so the results are easily
generalized. This derivation depends on the application of the product rule and the cyclic property
of the trace. We begin by writing

/OO dg <8ei£Ac> Tr [ef,BfIJri&A} n /OO dE _ica, <8Tr [eBHH&AD

—oo V2T 85 —00 V2T 85

e ATy {e_ﬁﬁﬂffi] ‘Z (A.1.3)
E=—=z

The centroid is assumed to be an entirely real and even function of A., implying that trace of the

exponential of the effective centroid Hamiltonian is also a real and even function of £. Further

assuming that it is Fourier integrable implies that the function decays to zero in the £ — +oo

limit, so that the left hand side of (A.1.3) is independent of the undefined behaviour of e~%4¢ at

the boundaries and goes to zero in both limits. We are aware that this argument is not rigourous

but the analysis required is beyond the scope of this thesis. Moving on, we must now solve both

sides of

CdE [0 _jea, _BH+ieA] _ A ieac. | O _phtica
/_OO Wer <8£6 >Tr[e } = —/_Oo 7271'6 Tr 8—56 (A.1.4)

We first solve the left hand side

T dE (0 _iea, —BH+iEA] _ _ . /OO A€ e, _BA+vieA] _ .
/_OO on ((%e > Tr[e } = A, . me Tr [e } = —iAcpc(Ae)
(A.1.5)

= lim
2—00 2
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We can evaluate the right hand side using the following operator derivative identity [38] to evaluate
the derivative within the trace

8 _[A 1 _(1_ )i 8.Z—/ — i
3 € /0 e 3¢ du ( 6)

Using the cyclic property of the trace this expression can be simplified

0 Ll _ ! 7(17u)ﬁ ai’ —ul _ ! 7L aL
Tr[e ]——Tr /0 e ae du ——Tlr/0 8)\alu

o\
The right hand side is then

_/wdf —Z&AcTr[a —ﬁfmﬂ :/Oo s ‘ZSACT&"[ ﬁff”ff‘aag (—ﬁﬁJriﬁfl)] (A.L8)

;0L

=-—Trl|e N (A.1.7)

o V2T 23 V2
= z/i \j%eiéAcTr [eiﬁﬁ”i&‘%fq (A.1.9)
The final result is then
—iAupe(A) =i /_ Z j%e—ifAcTr {e—ﬁﬁ“@‘iﬁ] (A.1.10)
A= ({40) /_ Z ;%e_iEACTr [e—5H+ifAA] (A.1.11)

and thus the consistency equation holds. It follows that the centroid distributions for the operators
G and p are ¢, and p., respectively.

A.2 Kubo transformed correlation functions

The followmg derivation only holds for operators which are a linear function of ¢ and p, i.e.
B = Byl + B1§ + Bap, which will by definition have the centroid symbol B, = By 4+ B1g. + Bop..
Since we are generally interested in correlation functions involving the position or velocity this
restriction is not limiting. The correlation function for two centroid symbols is then

> dq. dp,
(BeAc(t; qes pe)) = / g FIL) Pe(Ges pe) BeAc(t; ge, Pe) (A.2.1)
/ dqedpe /°° dfd77e_igqce—inpcTr[e—ﬁfl/ez‘tﬁ/ﬁﬁe—itﬁ/ﬁ (A.2.2)
2rh oo 2T

For the By term, the integrals over ¢. and p. can be immediately performed to yield delta functions
V2m(§) and V27w (n), respectively. Performing the integrals over £ and n reduces the centroid
Hamiltonian to the system Hamiltonian, H' — H. We therefore have

/ dqc dpc 0/ hdgdne_igqce_mpc Tr [e_ﬁﬁ’eitﬁ/hﬁe_”ﬁ/ﬁ] (A.2.3)
oo 2m
—BO / dgdné(fﬁ(n)Tr [efﬁﬁ/eitmme%m/h} (4.24)
_ —BH 4
_ZBOTr [e A(t)} (A.2.5)
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The result here is the correlation function between the identity operator and the operator /1(75)
Next, for the g. term we can perform the integral over p., which will be replaced by the delta
function v/27wd(n). The integral over 7 is then performed, the result being that the centroid
Hamiltonian is simplified to only include the & term. We must then evaluate

1 [ dg.df i
<qCAC(t;QC7pC)> = Z/ q27ﬂ_£ e £chc Tr |:6 BH+ 5(1./4(15) (A26)

We now use the following Fourier transform property

b - dx
n _—iwe _ 2 "5(”) A2.7
/_ xre o = \/7’7'('2 (W) ( )

and the following property of the distributional derivative of the delta function

/_ (@) f()de = — /_ " 5(0) () da (A.2.8)

to evaluate the two integrals. The correlation function can now be written

(geAc(t; ge, ) = —% /Z C§T5(§)Tr[<§§ ﬂH%q) A(t)} (A.2.9)

We now make use of equation (A.1.6) to evaluate the derivative

i[> d e N\ (B —ice) 2
@Aﬁ%@%ZZ/ ST [ due 0GR 2 (57 — igq) e Ay
—00 ™ LJO g
(A.2.10)
°° df [ () (BA—igd) 5wl i) |
- due” V7 “Dge SUA(L) (A.2.11)
L/O

1
duTr{/ e (- ”)ﬁH(ﬁ *“ﬁHA( )} ;/0 duTr{efﬁH(j(—iuﬁh)fl} (A.2.12)

0

where in the previous line we have used the standard notation for time evolution of an operator
and we say the correlation function has been Kubo transformed. The centroid correlation function
is therefore equal to

1
(@:Aclt:ac.p0) = (GAO) e = 5 [ duli(=iugn)A) (A2.13)

The same steps can be performed for the momentum operator to retrieve

<pcAc(t§ QC)pC)> = <ﬁA(t)>(K) (A'2'14)

Therefore it follows that for an arbitrary operator A and operator B which is a linear function
of the position and momentum operators, the centroid correlation function is equal to the Kubo
transformed correlation function

A A

<BcAc(t; QCapc» = <BA(t)>(K) (A'2'15)
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A.3 Undoing the Kubo transform

We wish to establish a connection a connection between the usual quantum time correlation
function and its Kubo transformed version. This is easily done when working in the basis of the
Hamiltonian eigenstates. We begin with the regular correlation function

ity i) .
1 . . )
= 37 e (xal Blxm) Ol Al ) (=B (A.3.2)

Performing the Fourier transform of the correlation function yields
> A 1 —BE, A N E., - E,
FUBAWD)}w) = > e P Gl Blxim) (xml Al xn) 6 0 = ="—" (A.3.3)

Expanding the Kubo transformed correlation function in the basis of the energy eigenstates gives

(BA() ) ::% / 1 dun«[e—ﬁff eubH fo—ubH A(t)] (A.3.4)
0

1 B L s . B
=gZe - / du P ) (3 Blxn) (il Ala) €0 =P00 - (A.3.5)

o~ 6F eP(En—Em) _ 1 - t(Em—En)/h
ZZ BB = En) (Xn| Blxm) (Xm|Alxn) e Em=Fr (A.3.6)

(A.3.7)

Taking the Fourier transform gives

. oB(En—Em) _ ) A R,
F{BA()) (k) Hew ZefﬁE E_E)l (Xn|B|xm) (Xm\A|Xn>6<w — EhE>

(A.3.8)

—Bhw

1 - € —1 s A Epn — By
=Z2.e /3&_57 On| Blxom) Oem|Alxn) 5<w - h) (A.3.9)

We can see that this is simply the Fourier transform of the usual correlation function multiplied
by a constant frequency factor; the relation between the two Fourier transform is then

FUBAMNN@) = -2 FUBA®D) 0} () (4.3.10)

Undoing the Fourier transforms then gives us the following relation between the two correlation
functions

N 1 o0 . o0 A
(BA(®) = o / dwe“"tlﬁihiu dt' e (BA()) ) (A.3.11)
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Appendix B

Constraints

B.1 Constraining to an n-dimensional ellipsoid with a position
dependent potential

Here we show how to constrain a system moving in R"*! space to the n-ellipsoid. We will use
Einstein notation for this section. Since all indices are Latin characters, we are working with
spatial coordinates. The distinction between covariant and contravariant indices is not applicable
here; the use of this notation is merely convenient. A symbol with an upper index, ¢*, represent
column vectors and symbols with a lower index, g, represent row vectors. The object A’ i 1S a
matrix, quite literally a column vector whose entries are row vectors. Repeated indices denotes a
contraction, so ¢®py, is a dot product of vectors while A’ ; represents a trace. The Poisson bracket
may then be written as

of dg df 0Og
== - = B.1.1
First we consider the Lagrangian with a Lagrange multiplier term
m ...
L="4¢"0 =V +M(a/a) a = 1) (B.1.2)
where the equation for the n-dimensional ellipsoid is
2 2
k ay U
1:(%)qk:%+a;¥+... (B.1.3)
(1) )

where ¢ are the Cartesian coordinates and a are the lengths of the semi-principal axes. Since the
Lagrangian is independent of A the (n + 2) x (n + 2) Hessian with respect to the velocities will
have one row and one column of all zeros and will hence be singular. The total Hamiltonian in
this case is

1
Hr = o —p'pe +V + M(a/a*) qs = 1) + u’py (B.1.4)
where u” is an additional Lagrange multiplier term, and it is understood that the potential term

V is purely dependent on the position coordinates ¢*. The primary constraint is naturally that
the momentum for the Lagrange multiplier be zero

p1=pr~0 (B.1.5)
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Now we may generate the consistency conditions for this constraint in doing so generate additional
constraints

é1=—((¢/a*)Fqe — 1) — ¢9 = (q/a®) g — 1~ 0 (B.1.6)

bo = 2 (q/a%) p s s = (q/a2)*pr ~ 0 (B.1.7)

m

The effects of the potential become noticeable in the consistency equation for the third constraint

. [
b3 = |(a/a) i G+ V + Ag/a) (B.1.8)
m P
p
= 2% [(a/a®), o' pilp + 0/ lpws Ve + Ma/a®) Flws (a/®) allp (B.1.9)
(12 k
= PSP (2o - an(g/a') g (B.1.10)
a?)k m
o gu = PLEEPE T a2y mig/at) g~ 0 (B.1.11)
where we define 0y := 9/9q¢*. The consistency condition for ¢4 will fix the value of u* and
terminate the series of constraints
P (p/a®)rpr  m 2\k 4Nk P'pi 231 A
Py = |——— — —(q/a”) OV —mA(q/a™) qr, =— + V + A(q/a”) q; + u"p) (B.1.12)
2 2 2m P
1 2\k 2,1 1 2\k l ANk plpl P
= 5l0/a”)"p, V + Ma/a”) alp — 1 [(a/a) 0V, p'pi]p —m | Ma/a®) qr, 5 + u"pa
P
(B.1.13)
k
= —(p/a®) 0V — 2\ (a/a*)"pi = %0k ((a/a®)' 0V ) = 27 (a/a")*prc — mu(g/a*) g ~ 0
(B.1.14)
= ——— L (/a2 a + axa/ad e+ Lo, (/) av) (B.1.15)
m((q/a*)*qr) 2 .
We can now construct the C' matrix using the Poisson bracket
0 0 0 m(g/a*)*q
0 0 2(q/a*)*q 20a/ape
C = o Ak (p/a*)*pr+2mA(q/a®)"qx B.1.16
0 2((]/@ ) qk . 0 - +%(q/a2)k8k((q/a2)lalV) ( )
_m(q/azl)qu —2(q/a4)kpk —(p/a*)*pr—2mA(q/a®)" g 0

—5(¢/a*)*0k((a/a®)' OV)

The determinant of this matrix is det C' = 4m?((¢/a*)*qx)*. The inverse therefore exists and is

1
[ . —
2m((q/a*)'q)*
—(p/a*)Fpr,—2mA(q/a®)*q Ak Ak
(p/at) X (g/a®)* mjaaaatyay)  (4/0)Pe —2(a/a") g
p/a*)"pr+2mA(q/a®)"q ANE
X |+ (g/a) 0u((a/a?) 0, V) 0 —mla/a®)"qx 0 (B.1.17)
—(g/a*)*py m(q/a*) g 0 0
2(q/a*)*qr 0 0 0
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We can now work out the Dirac brackets between the various position and momentum coordi-
nates. The position variables only have a non vanishing Poisson bracket with ¢3 and ¢4, but
the corresponding matrix elements in C~! are zero so the Dirac bracket between two position
variables is simply the Poisson bracket

[, aklp = [ arlp = 0 (B.1.18)

The momentum variables have a non-vanishing Poisson bracket with all the constraints except ¢;.
If we ignore the elements of C~1 which are zero, then the Dirac bracket between two momentum
coordinates is

[P, pilp = [0/, prlp — (C™1)%007, @3] plda, prlp — (C1)%5 [0, dalplds, pilp (B.1.19)
= W <[P]a (a/a*)’ab]pl(a/a®) pes il P — [P, (Q/CZQ)CPC]P[(q/a2)bqb’pk]P)
(B.1.20)
1

= W ((p/a®(q/a®)i — (g/a®) (p/a*)k) (B.1.21)

We now consider the Dirac bracket between a position and momentum variable

[/, pk]p = s ol P — (C71)%5[d7, 93l pld2, il P (B.1.22)
= - 2(q/i4)lql [, (a/a®)’po] pl(a/a®) e, pr) P (B.1.23)
=8 — Co7atyg (8/9 /@) (B.1.24)

where §’ i is the Kronecker delta tensor. Finally, we will evaluate the Dirac bracket between the
A Lagrange multiplier and its conjugate momentum

A, oalp = [\ oalp — (CTHYIN 1] ploa, palp (B.1.25)
1
=14+ — (= YA A =0 B.1.26
+ m(q/a4)lql( m(Q/a’ ) Qk’)[ ap)\]P[ 7p/\]P ( )
The Dirac brackets between all other variables and A and p) are also zero. These terms may
therefore be strongly set to zero; the total Hamiltonian is then
PFpr. :
Hr=——+V(¢) (B.1.27)

2m

where the Dirac brackets between the constrained variables in the reduced phase space are

[qj,qk]D =0 [qj,pk}p = (5jk — @/;%(Q/GQ)j(Q/GQ)k

W oulo = o (0/*V (a/*)i — (a/a®Y (p/a®)) (B.1.25)
(¢/a*)'q

We can see that the inclusion of the position dependent potential term in the Lagrangian had
no effect on the Dirac brackets between the phase space variables. We also note that while the
dimension of the original phase space was 2(n+2) due to the inclusion of the Lagrange multipliers
in the Lagrangian, since we generated 4 constraints the restricted phase space will have dimension
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2n which is to be expected for the n-ellipsoid. The results for motion on an n-sphere may be
retrieved by taking the length of all semi-principal axes to be the same value a* = R,

g\ .

in which case the Dirac brackets reduce to

_ L

[ ax]p =0 [ prlp = 72 (5, R* — ¢ q) . prlp = % (P ax — &' pr) (B.1.30)

B.2 Constraining the particle to the 2-sphere

We can use the results from section B.1 to extend the centroid formalism to a particle moving on
a 2-sphere with radius R under an arbitrary potential. The set of Dirac brackets for the restricted
phase space variables {x,y, 2, pz, Py, p-} can be obtained by subbing these variables into equation
(B.1.28). In the classical phase space on the sphere the position variables are ¢ € [0,27) and
6 € [0, 7], each with an associated conjugate momentum p,, and py, respectively. The conjugate
momenta may be written in terms of the velocities of the angle variables as follows

po = mR20 pp = mR?sin® 0 (B.2.1)

In this case quantum analogues of the conjugate momentum are not used due to issues quantizing
pg. Since the angular momentum operators are used instead to describe the motion of a particle
on a sphere, we will use the classical versions of these operators

L, = —pgsinyp — p, cot  cos ¢ L, = pgcos p — p, cot O sin ¢ L,=p, (B.2.2)

to allow for easy quantization of the constrained phase space variables. We begin by postulat-
ing that the expected position operators are the spherical coordinate versions of the Euclidean
positions with the radial component fixed

x = Rsinfcos g y = Rsinfsinp z = Rcosf (B.2.3)

Using the Poisson bracket

of g O0f 0g Of 0g  Of Og
919 9] °99, 9)9 999 B.2.4
F9le = 5 p, " ope o T 96 s Ops 00 (B.2.4)

and expressing the relations (B.1.30) in spherical coordinates allows us to determine the expression
for the momenta in the reduced phase space coordinates

1 1

Py = ﬁ(zLy —yL,) = E(pg cos f cos ¢ — py, csc b sin @) (B.2.5)
1 1

Dy = ﬁ(xLZ —zL,) = E(pg cos 0 sin ¢ + p,, csc f cos @) (B.2.6)
1 1
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When converting the reduced phase space symbols to operators, we also demand that the Heisen-
berg equations of motion for the position operators still hold so that the CMD equations of motion
remain self consistent. It can be worked out that the restricted position operators are

i = Rsinfcosp = RX, (B.2.8)
j = Rsinfsinp = RX, (B.2.9)
7= Rcos¢ = RX. (B.2.10)

and the restricted momentum operators are

5= sz (2,20}~ (5, 1)) = 5 (1% B} — (R L)) (B2.11)

Py = 2R2 (8.2} — (5. Eb) = 5 (1% B2} = (X, B} (B2.12)
pr = TRz (7 Lo} — {3, 1,}) = % (%10} — (X0 L,}) (B.2.13)

The L, operators are the usual angular momentum operators for the sphere and the X, operators
act as position operators. The commutation relations for this set of operators are

(X5, X, =0 [Li, L) = ili€tmnln  [Li, Xim] = ihepmnXn (B.2.14)

where €}y, is the Levi-Civita symbol and the where the set ({,m,n) can take the values (1,2,3) =
(z,y,z). It is convenient to work in the usual |I,m) basis when building a matrix representation
for these and other operators, and in order to work out how the operators act in the z and y
directions it is easiest to construct ladder operators using the definitions

X,=X,+iX, X =X,-iX, Ly=L,+ilL, L =1L,—il, (B.2.15)

Using the commutation relations and the knowledge that the angular momentum operators act
on the |l, m) basis states as follows

Ly jl,m) = /(I —m)(I+m+1)|l,m+1) (B.2.16)
L_|l,m)y=+/(I+m)(I—m+1)|l,m—1) (B.2.17)
L. |l,m) = m|l,m) (B.2.18)

then it can be worked out that the position operators act on this basis in the following manner

. - mi—m—1) (tm+2)(+m+1)
X*”’m>_\/(2z—1)(2z+1) ‘““’””‘\/ Qitn@ty TLmED

(B.2.19)

. B (l+m—1)(1+m) (l—m+1)(l—m+2)
XJ“m__¢(m—mm+nFLm_D+¢ Gty  tbmob

(B.2.20)

. [ =m)(I+m) I—m+1)(I+m+1)
X |l,m) = \/(2l D@+ 1) |l —1,m) +\/ @I+ D)2 +3) |l+1,m) (B.2.21)

Using the method described in chapter 2, the QDO for the particle on a sphere system may then
be built by replacing the position and momentum operators in the 3-dimensional centroid QDO
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with these restricted Hilbert space operators. Computations may then be performed using finite
dimensional matrix representations in the |l,m) basis. Using the method from Chapter 2, the
QDO for motion on the 2-sphere is then

A~

50(];67 Yey Zes P mpy ¢y Pz C) = /dgil? dfy dfz dnl‘ dny d77z e*i(§z$c+£yyc+§zzc) eii(nzpfc+77ypyc+nzpz«2)
x exp(=BH + 6T + iy + €% + ingy + iy + 05 )
(B.2.22)

B.3 The position centroid density for a particle on ring

If we only wish to consider the position centroid density for the particle on a sphere we begin with
the unconstrained density

pel(er o) = / DaDp (e — 20) 6(ye — yo) exp(—S[I/h) (B3.1)

and applying the method from Chapter 2 retrieve the following density

pe(Te,ye) = /D@ngo 6(ze — 20) 6(ye — yo) exp(—S[r]/h) (B.3.2)

dé.d€, _;

I v
X exp <_h/ dr [H(p¢,g0) — iPpp — z% Rcos ¢ — Z—Rsmnp >
0

3.3)
The proposed QDO corresponding to this position centroid density is then
(T, ye) / / Bally ifeametenye) gy (—Bfl + ing R cos ¢ + in, Rsin @) (B.3.4)
The classical and quantum Hamiltonians here are
H=Bpi+V(p) H=BJ*+V(p) (B.3.5)
where the potentials are both 27-periodic. We now wish to establish that
pete, ye) = Tr [SC(:L‘C, yc)] (B.3.6)

We begin with the proposed centroid density, and write the trace as an integral over the angular
position eigenstates

2m
T [futeese)] = [ deto toto)ldeloe wllow) (B.37)
The resolution of the identity for the angular position eigenstates and angular momentum eigen-
states are
21 00
1= [T leelde 1=3 i) (B38)
0 Pt
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Assuming that we can use the Trotter factorization'” we decompose the exponential of the effective
centroid Hamiltonian into position and momentum dependent parts

TI‘ CUc,yc //dfxdéy —i(ExTetEyye)

x lim dgom) (el (6(_6Bj2)/N (=AV(¢ )“%RCOS“’JFWRSIW)/N) |

N—oo Jo ©(0))

(B.3.9)

We now insert resolutions of the identity in the form of the angular position eigenstates between
each of the terms in this product, and the resolution of the identity formed by the angular
momentum eigenstates between the exponentials. A general element in this expansion is then

— j2 - . — 5)+1ng R cos p+i sin @
(s [€TPBIIN 500y (| el BY (P Fime Recos rimy Rsin@)/N| o5 (B.3.10)

= eXp[(—ﬁBh%fk))/N} exp[(—=BV (@) + ine R cos py + iy Rsin gy ) /N {0 ei1) ) ) G |00k))
(B.3.11)

—exp|(—BIBR2j3 + V(io(s))] + i Rocos o) + iy Rsin o )/N] e lm e Tem) (B.3.12)

We now introduce the parameter e = Si/N, and recombine the individual terms in the expansion

]\}im (9l (e(—ﬂsz)/Ne(—BV(cp)JrWRcos<p+myRsm<p)/N) 20) (B.3.13)
— 00

27 00 00

. 1
:]\}gnoo ; deo(o)dgp(l) - d‘P(N—l)' Z s Z
J(0)y=—0  J(N-1)=TX
N-1
X exp _< DOk jk)—zhjkw—in—m}%cosgo —z—Rsmgp
h — )2 J (k) (k) c 3 (k) 3 (k)

(B.3.14)

For notations sake we will define a functional measure for the angle variables

27
/DQp:N@OOkl:[O/O sy (B.3.15)

and similarly a compact way of writing the many sums over the discrete angular momentum

variables
1 N-1 fe')
Dp, = lim (B.3.16)
[t e 113

We now make the identification that we are in the limit € — 0 and so substitute in the derivative

iy P ~ P _ 9T+ e) — ()
€

e—0 € e—0

= Q) (T) (B.3.17)

where we have used an imaginary time unit 7. The sum in the exponential is a Riemann sum and
so can also be replaced by a Riemann integral over the imaginary time unit in the ¢ — 0 limit,

"We could perform the time-slicing procedure, but the answers are equivalent in this case
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which must run from 0 to gh

N-1
. € . o PR — PR M /) .
ll_rf(l]ﬁ kgo (H(SO(k),J(k)) - Zh](k)f - ZFRCOS k) — ZEyR sin ‘P(k))
L
=— / dr [’H(g@,pcp) ipop — i “Rcosp — % R sin go] (B.3.18)
h Jo 5 p

We have replaced the discrete momentum with the label hj;) = p, for consistency purposes. It
should not be confused with the classical angular momentum, which is a continuous quantity.
Putting everything back together we have the result

TI‘ xcvyc //dgzdgy —i(§aretEyye)

I v
X /D@Dp@ exp [h/o dT[H(@,p@) — P — i%Rcosgp — zgRsln cp”

(B.3.19)

which is what we wanted to show.

B.3.1 The free particle on a ring position centroid density

We now consider the case of centroid density for the free particle on a ring. We begin by performing
a change of coordinates on the Fourier variables £, and &, to polar coordinates as follows

§o =&rcosly &y =& singy (B.3.20)
This allows us to to rewrite the centroid constraint terms as follows

Excosp + &y sing = &, cos(¢ — &) (B.3.21)

The Fourier integrals then change to

/:: /: dfxdéy:/()oo &rdé, /027r déo (B.3.22)

The integral over one of the ¢4 is then

2
/0 " i G —d1) giRér coslipgs) —€0)/ Ny

2m—¢
:eie(j(k)j(k—n)/ " 0eiQ(k)(j(k)*j(k—n)eiRérCosa(k)/NdQ(k) (B.3.23)
&o

where we have made the coordinate change ;) = @) — &p. Since the integrand is 27-periodic
we can change the limits of integration back to [0,27). We will now make use of the following
integral definition of the Bessel function of the first kind, hereafter called the Bessel function,

1 2
Jn(2) = /0 el nétzcos9) g, (B.3.24)

2™
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The integral over 6;) may be readily evaluated to yield

27
e €00 —J (k- 1))/ eie(k)(j(k)_j(kfl))eiRgrCOSe(k)/Nde(k):(Z'e_ife)(j(k)_j(k—l))z/]rj(j<k)_j(k71))(RgT/N)
0

(B.3.25)
The phase factor for each link will cancel, even at the end points due to the cyclic property of the
trace. The path integral is then independent of the Fourier angle, so we can perform the integral
over &. First we also rewrite the centroid phase space coordinates in polar coordinate form

Te = T¢ COS Qg Ye = T SIN Q¢ (B.3.26)
so we need to evaluate the following integral
2m ) . 2
) et mneggy = [T < pr(rr = 2n0lrc6)
0 0
(B.3.27)

The centroid density is therefore independent of the angular coordinate, as would be expected for
the free particle. The centroid density may now be written in the following form

N 00 i
—BBR2j2 /N
pC(TC) - Ignoo dgr &r JO Tcgr Z 5](@ Jv)y H Z € ](k)/ J(j(k+1)_j(k>)(R€r/N)

0 J(Ny==00 L k=0 J(ky=—00 i
(B.3.28)

[N—1 00 BB N i

- J\}gnoo dfr & Jo(resr) Z 69<0 I Z € 7o J(j(k)—j(k+1))(R€T/N)

0 J(ny==00 L k=0 Jj(ky=—00 i
(B.3.29)

where the Kronecker delta is required to ensure that the k¥ = 0 and kK = N angular momentum
variables are identical. We can simplify this form in the high and low temperature limits.

The low temperature limit
In the low temperature limit the following term
li L 5B S B.3.30
Jim eXp[—N/J’ kzo J(k)] (B.3.30)
is only non-zero when the sum of the angular momentum variables is zero, which is only the case

when each term j) is zero since they can only take non-negative values. Only the j) = 0 term
from each sum will survive and we can immediately write the low temperature limit as

N-1

61320 pe(re) = /0 dg Jo(rety) lim H Jo(RE,/N) (B.3.31)

The Bessel functions can also be eliminated in this limit by repeated use of

lim Jy(x) = lim Jo(1/y) =1 (B.3.32)
z—0 Y—00
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So the product is of Bessel functions merely evaluates to one. We are then left to evaluate the
Hankel transform
d(re)

27,

Bh_{r;o pe(re) = /Ooodﬁr Jo(re&r) = (B.3.33)

Converting back to Cartesian centroid coordinates gives us the equivalent high temperature limit

Bh—?go Pe(Te, Ye) = 6(2c)d(ye) (B.3.34)

which is only non-zero at the origin, 22 + y2 = 0.

The high temperature limit

In the high temperature limit it can be seen that the exponential terms will go to one, so the
position centroid density may be written as follows

hmpc(rc = hm / dé, & Jo(&rre) Z 53(0)](1\7) H Z Jj<k) ](Hl))(R&«/N)

Jany=—0° k=0 j(ey=—00
(B.3.35)
We can evaluate the product the sums of products of Bessel functions using the Bessel addition
theorem

w(z+y) = Z Jim (y) (B.3.36)

m=—0oQ

However, we must first reindex our infinite sums to use this theorem

Z T —ser1) EBIN) TGy =) (& RIN)

J(k)y=—00
Z Jh(k) (Rgr/N)J(j(k,lrj(kﬂ)fh(k))(R&/N)
= J(j(k:fl)_j(k«kn) (2R§T/N) (B.3.37)

In this way the product of N Bessel functions may be condensed to a single Bessel function by
evaluating N — 1 sums. Due to the cyclic nature of the indices, upon performing the N — 1 sum
the result is a Bessel function of order 0. We are therefore left with a single infinite sum which
cannot be eliminated

éir% pelre) = lim d@ & Jo(re&y) Z Jo(NRE,/N) (B.3.38)
— —0 Jo
J(oy=—00
- / 06 0 Jo(rets) Jo(RE) (B.3.30)
]_—OO
=1
=) 5 0(re = R) (B.3.40)
j=—oc0 €

so that we have an infinite number of delta functions located at the radius of the ring.
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B.4 Correlation functions for the free particle on a ring

B.4.1 Classical system

We wish to compare the § — 0 limit of the centroid dipole autocorrelation function for the free
particle on a ring with the exact result. The classical Hamiltonian for this system is

= By, (B.4.1)

and we can then determine the exact time evolution of the dipole moment cos¢(t) using the
following system of differential equations and initial conditions

d pe(?) d
7P =", 00 =0 Zpu(t) =0, py(0) = p, (B.4.2)
Solving these yields the solution
Dy
t) = t B.4.3

and so the equation for the time evolution of the dipole moment is

cos p(t) = cos (nf]éz t) cos(p) — sin (nf}% t) sin(yp) (B.4.4)

The classical dipole autocorrelation function is then given by integration over the entire phase
space

/ dpq;/ dpe” Ppj,/2mR? cos p cos ¢(t)

2
/ dpso/ dip e~ P2/ m

1 t?
= 2exp< 2ﬁmR2> = 2exp< B,8> (B.4.6)

Here we can see that the system decorrelates more rapidly with an increase in temperature, and
in the 8 — 0 limit we have

(B.4.5)

(cospcosp(t)) =

1/2 ift=0
lim (cos ¢ cos p(t)) = B.4.7
lim (cos o cos (1) {0 e (B.4.7)
B.4.2 Quantum system
The Hamiltonian operator for the free particle on a ring is
¢ J?=BJ? B.4.8
2mR2 ( )
The partition function for this Hamiltonian is
72 > -2
7 = Tr{e_BBJ i| = Z e_ﬁB] = 793(0, e_ﬂB> (B49)
Jj=—00
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where -
U3(z,q) = Z ¢ ez (B.4.10)
j=—00

is one of the Jacobi theta functions. The dipole autocorrelation function for this system is

1 X - .
(cos @ cos p(t)) = ETr[e_ﬁBﬂ cos @e’Bﬂt/h cos L,ZJe_ZB‘]Zt/h} (B.4.11)
1 & . N ips A .
=1 e BB (U + UM BPYNT 4 UY|j) e 1B U/N (B.4.12)
j=—00
1 (o]
- Z o—BBj (6iB(j+1)2t/h_’_eiB(jfl)Qt/h) o—iBi?t/h (B.4.13)
j=—00
1 oo
_ Eez’Bt/h Z o—BBj <62iBjt/h+e—2iBjt/h> (B.4.14)

j=—o00

Using the fact that both sums are identical we can combine them to retrieve

1 . 0 PN
(cos pcos p(t)) = ﬁe’Bt/h Z ¢~ BB 2iBjt/h (B.4.15)
j=—00
9 (Bt/h e*ﬁB)
1 . 3 )
— _!Bt/h (B.4.16)
2 ﬂg (0, e_ﬁB>
The Kubo transformed dipole autocorrelation function for this system is
1 1 A, A 2, . 2 . 7
(cos ¢ cos @(t»(K) = ETr [/ du e BBI uBJI? (og @e*“BJQeZBJQt/h cOS @ezBJ2t/h:| (B.4.17)
0

1 & 1 , . . " o A
_ E Z / du e—ﬁB]2e(u—zt/h)Bj2 <]|(U + UT)e—uBJzezBJ2t/h(U + UT)’j>
4 0

j=—00
(B.4.18)
L S~ [ gy eBB7 umit/ B ((—(umit/WBG1? . ~(umit/DBG—1)?
—MZ/due Jmelumt J(e“’ J +e Ut J )
4 0
j=—o00
(B.4.19)
= LeiBt/h i e~ BBj? €2iBjt/h1 — e PRI 4 6721'Bjt/h1 — e~ AB(=2j+1)
47 = BB(2j + 1) BB(—2j + 1)
(B.4.20)
Since both sums are again identical we can combine them
1. o0 1 — BB+
~ 5t _ =~ iBt/h —pBBj* 2iBjt/h B.4.21
(cos @ cos (1)) (k) 57°¢ Z e e BT ( )

j=—00

We now wish to compare these two quantum autocorrelation functions to the classical autocorre-
lation function in the 8 — 0 limit. This is equivalent to the e=#B — 1 limit, and so the following
limit of the Jacobi theta function will prove useful

Egi U3(z,q) = m(z/7) (B.4.22)
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We define the Shah function, also known as the Dirac comb, as

[e.e]

m(t) = i t—j)= Z e?mikt (B.4.23)

j=—00 Jj=—00

where it follows that m(0) = 6(0) and therefore the limit of the partition function is 6(0). The
Shah function has the useful sampling property

F@mt) = > f(7)(t - ) (B.4.24)

j=—o0

Although the appearance of the Dirac delta distribution in the limits is problematic, we will still
be able to derive physical meaning from the results. The high temperature limit of the dipole
autocorrelation function is

) . Lo Lm(Bt/7h)
éﬁ)(coscpcos o(t)) = 300 (B.4.25)
— Q;@ei’gt/ﬁjzzoo 5(j — Bt/nh) (B.4.26)

Since the function is only non-zero when Bt/7h is an integer, the complex exponential will only
ever be non-zero when e®8/" = +1. Assuming that the delta functions will cancel at these points
allows us to retrieve the following limiting case for this correlation function

1/2 if Bt/mh is even
[lgin%<cosg?7cos P(t)) = ¢ —1/2 if Bt/mh is odd (B.4.27)
H
0 otherwise

We now compute the high temperature limit of the Kubo-transformed correlation function

. L _ b iByn S 2iBjt/h

éﬂ)(cosgocos St k) = 26(0)6 jg_ooe (B.4.28)
b i N g
= 26(0)6 jE_oo(;(] Bt/7h) (B.4.29)

and so the limit is identical to the regular correlation function

1/2 if Bt/mh is even
g’ir%(cos@cos o)) k) = —1/2 if Bt/7h is odd (B.4.30)
_>
0 otherwise

We note that even in the high temperature limit the classical and quantum cases of the free
particle on a ring are different, with the quantum version experiencing periodic recoherence. We
have not ruled out that this result is a product of some error when taking the limit.
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Appendix C

Projections

C.1 Coherent state centroid density

Here we derive the centroid density when the projection is onto a coherent state of the QHO.
Recall that the definition of the QHO coherent states is

Z \F In) = e~ 3¢ |0) (C.1.1)

where z is any complex number. We first split the operator exponential of the effective centroid
Hamiltonian ¢
A A .S oA /N
H :=H—i>4q—i=p (C.1.2)
B B
into a product of operator exponentials using the results from section C.3, specifically (C.3.4)
where the operators are reordered with (C.3.44)

. e Py Bhw—1 . —Bhw_q . . . e—Bhw_q .
e—ﬁhw(N—s-%)—i-iV*&—&-iVéT _ 7|V‘2%6“’ Bhw laTe_thw(N—i_%)elea (C13)
where we have defined
h
Vi= —— imw C.14
5o (€ + i) (C.1.4)

To work out the coherent state density we will need to use the fact that the coherent state is
the right eigenvector for the annihilation operator, and hence the left eigenvector for the creation

operator A
alz)=zlz)  (zla" = (2|2 (2IN|2) = 2P = |(n]2) (C.1.5)

It is also useful to show that

e = et 5o O oy (©16)

m,n=0
P 0626)\ n
—_— Z(’n‘) (C.1.7)
n=0 ’

= exp(—\z\Q (1 — e>‘>> (C.1.8)
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The diagonal matrix elements of (C.1.3) in the coherent state representation can now be worked
out

. —Bhw - —Bhw N —Bhw
_ , _|y|2¢€ +Bhw—1 L 1_e B At 1 . 1—e ~
(e P |2y = e TG (e i e Bhe(N4g) o e 8 (C.1.9)
—Bhw _ _ _
_1,,2e +Bhw—1 . 1 _—Bhw . —Bhw ~
— e P2 MG o e g (z]e PN ) (C.1.10)
—Bhw _ _
—|v|2 & +Bhw—1 . 1_—Bhw P 2 _Bh
e Phw/2, | B2 o' Bhw (vz"+v Z)e*|z| (1—e=Phe) (C.1.11)

Reintroducing the original parameters, the matrix element is

e Bhw _
- _ _(_h 2 mwﬁ +Bhw—1
<z‘e—ﬁH’|z> :e—,Bh/.u/Qe—(l—e Bhw)|z\26 (Grp &+ %)< (Bhw)2

—e—Phw mwhl e~ Bhw .

6V Tz e (=42 in 157 2) (C.1.12)

e—ﬂﬁw/2e—(1—6_ﬂh“’)\z|2

Ignoring the constant term , we can now perform the Fourier integrals

// dé’dn 2mw§2+mwh 2)%6_i5(:€c_ ﬁl zﬁw (z+z )) _Z-n(pc_ /%ml,%;fﬁwi(z*_z))
(C.1.13)

2 SR (1, L LT 1—e_Bhe (z+2%) 2+ EPT, E i i(z*—2) :
— (ﬁhw) e 4(e—Bhw 4 Bhw—1) [ Bhw mwh Pe Bhw
e P 4 Bhw — 1

(C.1.14)
— Bhw 2 —Bhw 2
(Bhw)? i [(Re(ac“%hfﬁ Re(2)) -+ (Im(ae) 5" m(e)) }
= T (C.1.15)
—eiBhw 2 w 2 hw e Bhw * *
(P () e SR e (o)
e Pw + Bhw — 1
(C.1.17)

where we have substituted the position and momentum centroid symbols for a complex ladder

operator centroid symbol
mw 1
= — 1.1
e 2h (qc + mwpc) (C.1.18)

Subbing the constant term back into (C.1.16) we can simplify further and so retrieve an expression
for the coherent state projected centroid density

P (ac, af)

2 ,—Bhw/2 _ _(1—eTBRwy2 (Bhw)2 o Bhw(l—e=Bhwy
(g;iw) e e_(l_efﬁhw)lzpe ‘Z| ( —Bhw { Bhw—1 e T e Bhe 1 ghw— 1| ac| e e PR ghu— 1(Zac+z ac)
e P + Bhw — 1

(C.1.19)
hw 1 2 9 2
= Sinh(ﬁﬂﬁw/Q) 1+ a &P <— 1+ a\ZP) exp<— <5hw + 1—i—a>|ac|2> exp<1 a(za: + z*ac)>
(C.1.20)
Bhw 1 2
T sinh(Bhw/2) 1+ a P (—Bhelac|?) exp <—1+alz - aclz) (C.1.21)
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We have introduced a new parameter « into our final results to better relate the results to those
from [21]| where it appears frequently to compactify the results obtained for the QHO

- phwy 2
o= coth( 5 ) i (C.1.22)

We can write this in the usual centroid symbols as

(2)  Phw 1 2 9 B 2 m s 1
e (qc’pC)_sinh(Bhw/%1+aexp< 1+a2‘>exp< (5 Tiva) on % T st

X exp(1 i o (U 2777;(,‘1 Re(2)gc + 1/ % Im(z)pc>> (C.1.23)

where we can see that the distribution is a Gaussian centred at the amplitude of the coherent
state and is entirely real and positive. Recalling that the coherent states form an over complete
basis, the resolution of the identity is

1
1=— /dzz |z) (2|, where d?z = dRe(z)dIm(z) (C.1.24)
T
Integrating over all coherent state centroid densities gives us

: / 2% (gey pe)
v

2
- Bhw 1 ( 7T(1+a)> eHTa(H»%)2(21;LLM 2+mwhpc) 7(ﬁrw+l+ia)(?;q3+2mwhpc)

~ wsinh(Bhw/2) 1+ a 2

(C.1.25)
_ Bhw me 1,
~ 2sinh(Bhw/2) eXp<_Bh” < on e 2mwhpc>> (C.1.26)

which is indeed to usual centroid distribution for the QHO.

C.2 Number state representation centroid density

We will derive the number eigenstate representation of the Fourier transform of the centroid

density
o0 o d d -
™ (e, pe) :_/ / higﬁn (n|e®™"|m) (C.2.1)

To do this we will use the diagonal elements of the coherent state representation, which was
derived in the previous section and the fact that the number eigenstate representation of an
arbitrary operator, A, may be obtained from the coherent state representation via the following
relation |39, pp. 102]

A 1 am o™ 2
(nfAjm) nlm! 0z*™ 9zm ( (1Al >) =0 (C22)

Subbing in the result from the previous section this then becomes

Pe = il sinh(Bhw/2) 1+ a© 927" §rm

(nsm) 1 phew 1 (Bt 22 0" O™ (e—zz*(—Hi) i(zazwac))
C
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For temporary compactness when taking the derivatives, we define two intermediate constants

2 2 11—«
= 1T+a Tia " Tra (C24)
and the expression we differentiate becomes
an 8m * * *
e o) c29
z=0
We make a useful change of coordinates to retrieve
m+n ﬁ|a ‘2 3” 8m ke —_ :u’
2 exltel’ _—_ __—__pT== h E=VAz—-— C.2.6
€ 521 5am € y where z ﬁac ( )
E=— U5
which we immediately replace with the 2D Laguerre polynomial, defined as follows [40]
. « 0" O™ .
Ln’m(z,z ) = (—1)n+m622 @azime #z (C27)
= (=1)™m! 2" LI (22%) (C.2.8)
= (—=1)"n! 2™ L) (52%) (C.2.9)

where L,(Ca) (x) is the associated Laguerre polynomial. It follows that (C.2.6) may be written as

2 =k
(1) mIN"2" e X lacl =22 gnm [ (n—m) (mzx)
Ezf\%ac
n—m 2
=(—1)"mIA"2" (_\%ac> ngl—’")(’;\ac\?) (C.2.10)

Replacing the two constants (C.2.3) now becomes

! hiw (=)™ (1 —a\" 2 nomeo 2 N2 4
() _ M P (Bt £20)lacl? f (n—m) 2
pe n! sinh(fhw/2) 1+« <1—|—a> <1+aac> c v " 1—a2|ac|

(C.2.11)
_ l‘ Bhw (_1)71 1—a\" 2 a min@—(ﬂﬁw-{—l%})mcl?L(mfﬂ) 4 |a |2
V m!sinh(Bhw/2) 1 +a \1+a l+a ¢ " 1—a2"°
(C.2.12)

In the case where we have some general projection represented in the number eigenstate basis as

[e.9]

P= S pnlm) (o (©213)

m,n=0

then the associated state projected centroid density is

pc(‘]capc): Z Cm,npgn’m)(ckvpc) (0214)
m,n=0
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Number eigenstate centroid projection
In the case of projection onto a single number eigenstate the density reduces to

(n) __ B (D" L 2 Vel (e (A e
P (der Pe) = sinh(Bhw/2) 1+ « P Bhw + 1+a ac] 1+a Ln 1 —a2’a6’
(C:2.15)

Calculating the high temperature limit gives

1 mw 1 mw
lim p™ (g, pe) = (—1)" 2 pi—— 2| L, |4 p? 2~ 21
lim, o¢ (ges pe) = (—1) exp[ <p02mwh+qc o7 Peg—— T4 5r (C.2.16)

and here we immediately notice the relation

lim pgn)(%apc> = QWhWn(QCapc) (C.2.17)
B—0

where W, (ge, pe) is the Wigner function for the n'" eigenstate of the QHO. To determine the low
temperature limit we note that the o parameter tends to 1 and so in this case all state projected
centroid densities are 0 except for the ground state, which is simply a Gaussian

1 1
. 0 2 2
ﬁhﬁ\rgo PO = exp [—% <quc + mw}%)} (C.2.18)
Integration of this over the centroid phase space yields a partition function of 1 as is expected
in this limit. Summation over all the state projected centroid densities should yield the expected
density for the QHO. First we make use of the generating function for the Laguerre polynomials

o0

1 tx
> ' Ly(z) = e (C.2.19)

n=0

We therefore have that ¢t = o=
a+1

2
so that 1 —t = ——. Using this we can write
a+1

> i - P L (ot zlacr g (e 1N [ 4 o
nzopc (4e:Pe) = SR BRo) T el (S ) Lyl (C220)

n=0
L B 1 (a1 (e e~ (5 (350 (Pl
_sinh(ﬁhw/2)1+a< 2 >e * e ( ) (C.2.21)
__ P sl
2 sinh(Bhw,/2)

which is indeed the canonical centroid density for the QHO.

C.3 Splitting the operator exponential

When obtaining analytic results for the quantum harmonic oscillator, it is useful to have a more
workable form of the operator exponential

o~ B0 [2metma? [2) +igq+inp (C.3.1)
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which we rewrite as )
e—ﬁﬁ/.u(N—l—%)—&—iu*d—i—iudT (C.3.2)

where we redefine the Fourier variables as

h
V=l (& + imwn) (C.3.3)

Our goal is then to prove that the following equality is true

—Bhw —
e |zl rphw1 S S RS E el
e—,Bﬁ/.uN+zu*a+zuaT —e || (Bhw)?2 e—,Bh/.uNeZVe Bhw afew* %ﬁw @ (C34)

To accomplish this an expansion related to the Baker-Campbell-Hausdorf formula known as the
Zassenhaus formula will be used. This states that given two objects X and Y which generate a
Lie algebra £(X,Y), the exponential e*X*Y) may be decomposed as

oo
€>\(X+Y) — e)\Xe)\Y H e)\nC,L(X,Y) (035)

n=2
where A € C and C,,(X,Y) € £(X,Y) is a homogeneous Lie polynomial in X and Y and of degree
n. For clarity, a completely general form of (C.3.2) will be used so that we instead have to solve

o e 14r—e Col—e— A A1 .

e)\N—',—qoL—‘rroﬂL — "z eANe 5 7"ﬂee,\ qa (C.3.6)
where A, q,r € C. Using the QDO creation and annihilation operators as the base, a more
convenient set of operators is defined

. 7 Al —ad Al

X=N y.=29t g Tetre (C.3.7)
A A

where despite the lack of “hats” the objects are understood to be operators. Recalling the known

commutation relations for the QDO creation and annihilation operators

[N,a]=-a [N,al|=at  [a,af)=1 (C.3.8)

and taking the Lie bracket [-, -] to be the commutator, the Lie algebra generated by X and Y is
therefore 9
X,Y]=2 [X,Z]=Y [V,Z]= g =k (C.3.9)

The Lie polynomials in the Zassenhaus expansion for this group of operators are

1
L 7 Comii= ———Y 4 o C.3.10
(2m)! T TR (€.3.10)

where pop,11 is a constant that is only recursively dependent on the coefficients for the operator
terms in the Lie polynomials. To show that these statements are true we use the recursive
definition for the Lie polynomials from [41]

1 —1)o+tin . . .

(io,il,...,in)efn
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S, is defined as the set of (n + 1)-tuples of non-negative integers with the following properties

10+t + 204+ +nip=n (C.3.12)
ig+ i1+ 20 +---+ji; >j+1 forj=0,...,n—-1 (C.3.13)
im =0 ifm>n/2 (C.3.14)

Here ad’} is referred to as the adjoint representation of the Lie algebra, which may be defined in
terms of the Lie bracket as follows

ad}iB=[A,ad”y 'B]  ad4yB=[A,B] ad%B=B  ad},,B=ad}B  ad},B=k"ad}B

(C.3.15)
where A and B are arbitrary operators, n is a non-negative integer, and k is a scalar. In our case
these terms will simply generate a series of nested commutators. We will prove the statements
(C.3.10) using strong induction with the recursive definition of the Lie polynomials (C.3.11). We
first prove for the even and odd order Lie polynomial base cases, n = 2,3. According to (C.3.10)
these should be

1 1
Cy = —§Z C3 = EY + U3k (C.3.16)

To show that (C.3.11) is consistent for the even base case, we first determine that the set of tuples
is 4 = {(1,0)}. We then have

_ 1 (— 1)Z°+“ i adid
(’Lo,’bl)Efl
_ 11 ad)-adk Y C.3.18
- 21'0' X (C-3.18)
——|X,)Y] = —fZ C.3.19
LX) =1 (©3.19)

which is in agreement with the base case. Next for the odd base case, the set of tuples is #o =
{(2,0,0),(1,1,0)}. The Lie polynomial is then

1 (_1)io+i1+i2 ; ; ;
Co=3 > il 2dé,adyadyy (C.3.20)
(i0,i1,i2) €2

1 1 0 9 1 Lo

- § 2|0|Olad adYadXY 1|1|0|ad adYadXY' (C.3.21)
1

~3 (2“&2 * ade) (C.3.22)
1 1

=6 ta" (C.3.23)

which is agreement with the base case, where it has been determined that pus = 1/3. Now that
we know the base case is in agreement, we assume (C.3.10) works for all Cf, k < n and must now
prove it holds for the next greatest even integer 2m > n and odd integer 2l + 1 > n. We begin
with the even case. Using the properties (C.3.15) and the inductive hypothesis, the even order
Lie polynomial may be written as

10+'“i2m—1

CQm_f > ﬁadszll)Y---ad"j%Zadi}ad?gY (C.3.24)
sz 1 m me !
1 (_1)io+zzl:1i2k—1 2m—-1 1 ik o . . .
=5 P P — 11 o ady™ ! -+ -adZadjad’lY (C.3.25)
ng 1 k=1
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We now examine the two cases which can arise when 7 is even or odd:

o If iy is odd then adi)%Y = Z. In this case the only non-vanishing terms are those where
19 = 0,V2k < 2m because the only terms which may appear in this Lie polynomial are
proportional to Z or k since we know that ad’,Z = 0 and ad;x = 0 for some non-negative
integer r. The terms in the Lie polynomial with iy odd are then

1 (=1)or2izaioe (00 L\ s
— - 4k ik (.3.26
2m iolinVig! - - 1! I1 2k —1)! ady ( )

k=1
There can be at most one non-zero commutator with ¥ because ady.Z = Z and ad} Z = &
while adyZ = 0 for » > 2, so we have > ;" iop—1 = {0,1}. If the sum is 1 then only one
of the igr_1 terms would be non-zero and equal to unity. From (C.3.12) we require that
io + (2k — 1) = 2m — 1, so this tuple is not possible since 2k — 1 and iy are both odd and
cannot sum to an odd number. If the sum is 0, then only the iy term is non-zero and by
(C.3.12) we must have that ig = 2m—1. Therefore, when i¢ is odd there is only one non-zero

term .
1 (=1)nt0 < 1 0o, 1
a0 \ U (@) )27 = 5% (©321)

e If iy is even then adé%Y = Y. In this case the only non-vanishing terms are those with
iok—1 = 0,V 2k — 1 < 2m because the only terms which may appear in this Lie polynomial
are proportional to Y or k since we know that ady Y = 0 and adjx = 0. The terms in the
Lie polynomial with iy even are then

i m—1 i
! S L) it oo
2m iglinlig! - - igm_o! (IH (Qk)u> )adz’“ PY (C.3.28)

At most only one commutator with Z will be non-zero because ad%Y =Y and ad,Y = —x
while ad,Y = 0 for 7 > 2, so we have 7" igx = {0,1}. If the sum is 0 then ig = 2m — 1
which generates an invalid tuple since g is even. If the sum is 1 then only one iy is non-zero
and it is equal to 1. However by (C.3.12) we must have ig + k = 2m — 1 which is again
not possible since 7o and k are even. It follows that there are no non-zero terms in the Lie
polynomial when iy is even.

The only non vanishing term in the Lie polynomial corresponds to the tuple where ig = 2m — 1
and all others are 0. The Lie polynomial Cs,, is therefore

1
Com = —5 =72 (C.3.29)

and so we have proved (C.3.10) for the even order Lie polynomials so we now move to the odd
case. Using the properties (C.3.15) and the inductive hypothesis, the odd order Lie polynomial
may be written as

(_1)io+---izz

1 ) ) ‘ 4 '
C = dl2l delfl . d’LQ dzl dZOY 0330
" 2l+1; P B A = SR ¥ A G ( )
21
i Lo 21
1 (_1)10+Zk=1 iok—1 1\ % 4 i ‘ ' .
g _ d22l d2l—1 d’LQ dll dzOY 0331
21+1; io!- - - igy! kl:[l k! adz aly adzadyady ( )
S —

Again we examine the two cases which can arise when iy is even or odd:
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e If 75 is odd then adg%Y = Z. In this case the only non-vanishing terms are those where
1o = 0,V 2k < 2] — 1 because the only terms which may appear in this Lie polynomial are
proportional to Z or k since we know that adZ = 0 and ad%x = 0. The terms in the Lie
polynomial with iy odd are then

1 (_1)104_22:12%71 1 R ZZ: i2k—1
20+ 1 igliglig! -+ - dg_q! H (2/<: —1)! adY 1 4 (0'3'32>

k=1

At most only one commutator with ¥ will be non-zero because ady,Z = Z and adj,Z = &
while ady Z = 0 for r > 2, so we have 22:1 iok—1 = {0,1}. If the sum is 0, then by (C.3.12)
we have 19 = 2l but this contradicts the assumption that ig is odd so this is not a wvalid
tuple. If the sum is 1 then one other term io;_1 will be equal to 1, and in this case we
have ig + (2k — 1) = 21 which is possible since both iy and 2k — 1 are odd. In this case the
only non-zero terms for odd iy are those which are proportional to s since we must have
i9k—1 = 1. We must also recall that by (C.3.14) that igr—1 = 0 if (2k — 1) > [, so that the
non-zero term in this case is

]

1
20 +1 ; (20 — 2k + 1)!(2k — 1)! (C.3.33)

o [f ig is even then adg%Y =Y. In this case the only non-vanishing terms are those where
iok—1 = 0,V 2k —1 < 2] — 1 because the only terms which may appear in this Lie polynomial
are proportional to Y or k since we know that ady Y = 0 and ady -« = 0. The terms in the
Lie polynomial with ¢g even are then

. ) ;
1 (—1)“) 1 2k S

k=1

At most only one commutator with Z will be non-zero because ad}Y =Y and adLY = —&
while ad7Y = 0 for r > 2, so we have 22:1 ior = {0,1}. If the sum is 0, then by (C.3.12)
we have i¢g = 2] which is possible since iy is even making this a valid tuple. If the sum is 1
then one other term 79 will be equal to 1, and in this case we have ig + 2k = 2] which is
possible since both ig and 2k are even. There will therefore be one term proportional to Y
where ig = 2[! and a number proportional to x where ig = 2(I — k) and where according to
(C.3.14) that igr, = 0 if 2k > [. The non-zero terms in this case are

[5]-1

1 K 1
@+ Ad+i kzl (21— 28)1(2R)! (C.3.35)

We can now combine the non-vanishing terms from above to retrieve Cy;1
l !
[3]-1 3]

1 K 1 K 1
= Y — C.3.36
Cor41 (20 4+ 1)! 20+ 1 kz_; (20 — 2k)1(2k)! + 20+ 1 ; (20 — 2k + 1)!(2k — 1)! ( )

l

by A 3 S (C.3.37)
20+ 1) 20+ 1 & (20 — k)!k! o

1 K (DD —20)%\ 1
20+ 1)!YjL 20+ 1 < 2(11)2(20)! ) =@t 1)!Y+M2l+1/‘6 (C.3.38)
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and so we have proved (C.3.10) for the odd order Lie polynomials. The formula for g1 is not
dependent on previous terms so we cannot say that it is correct using induction. We now have
the following formula for the operator exponential

AX+Y) G 2k+1 AX ' Azmt AZmt2

e = exp K}Z A H2k+1 | € H eXp<(2Tn_’_1)'Y> eXp<—(2Tn_+_2)'Z> (0339)
k=1 m=0

which may be written using creation and annihilation operators again using the established defi-

nitions

N . > 2m 2m+1
AN+ga+rat _ _rqA AN H A A A A A gl
e q =e q e eXp(M(qa —+ ra )) exp<(27n+2)!(qa ra ) (0340)

m=0
where A is a proportionality constant
o0
A= QZAZk_lung (C.3.41)
k=1

We must now split the operators containing the creation and annihilation operator, moving all
the creation operators to the right and all the annihilation operators to the left. To do this we
use the Zassenhaus formula (C.3.5) again, though because of (C.3.8) only the second order Lie
polynomial is non-zero

eq&:tr&T _ eirfﬁ 014 £7q/2 (C.3.42)
We must also make use the following lemma of t he Baker-Campbell-Hausdorff formula
= 1
eXe¥ = exp(Z k!ad]}(Y) eX (C.3.43)
k=0

to slide the operator exponentials past each other. For the operators under consideration here
these are

qga rat

at ad V _aé Y V NV raf At V
e%e — o' o9 ar e)\Neqa — ed¢ ae)\N eANera — reta eAN (0344)

Using these two formulas we can rewrite (C.3.40) as

6)\]\7+qd+r&T

B eTquTquAN ﬁ o )\2m B )\2m+1 ,raT o A2m N /\2m+1 ;
- P\em+D!l ™ @m+2) P\em+t " 2mr2)) !

m=0
(C.3.45)

where we define the sum




to to compactify the result. We can now reorder all of the creation and annihilation operator
exponentials; the infinite product in this case becomes

ﬁ exp((@ﬁ N (2?71?;)!) TdT) eXP((@fr Tt (2?71?;)!) qé) (C.3.47)

m=0
== (,}j] exp((—l)k(k i\i_kl)!r&T)> (E exp(aj_\ll)!qd)> (C.3.48)
= exp<1 _;A raT> exp<€>\ A_ 1qd) (C.3.49)

where the constant = is double sum

© /\2k: )\2k+1 e )\Qm )\2m+1
== kzo <(2k: NN TR CY 2)!) mzk;l ((Qm T @mt 2)!) (€.3.50)

)\2k )\2k+1

= O_OO ((2k+ - (2k+2)!> ilo ((2m+ it (2m+2)!>

)\2m )\2m+1

(C.3.51)

which is obtained by combining the constant terms which come from repeated use of the formula
(C.3.44). We can now write

\ ~ ~t = G o1—e? ~t o1 .
e)\N+qa+ra :erq(AJrQJr_)e)\Ne sora'  Sxqa (C352)

The last step is to sum the constants we have collected so far
fA)=A+Q+E (C.3.53)

though this is difficult to simplify by hand or with a computer algebra system. We instead
approach this final step in a different manner by using the following result from Jang and Voth [21]

e(Qes pe) / /Oo dfdn o~ 164c g—inpeTy, | =B (N+1/2)+i&q-+inp (C.3.54)

o P Bhw( B2+ p?)
o Bhw/2)e 302+ o (C.3.55)

Making the appropriate replacements, A = —hw,

to find the value of the polynomial function f(\).
(C.3.2)

r =1iv, ¢ = i*, we can evaluate the trace of

Tr =B (V+1/2)+iva+ i”‘ﬁ] _ /2P BN Ty [ =Bl giv el i a5
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Focusing purely on the operator portion we have
o0 hw —Bhw

o Bhw —Bhw By
Tr [e_m“”NeW e e TEme | = E (n]ePMoN VB @ ™ ama % p) (C.3.57)
=0

- Z Bl < —v e, ) ( _ﬁm> o i!k)! In — k) (C.3.58)
_ Z o~ Bhwn Z Z m (iyeﬂfw _ 1) ( —Bfw) \/(n _ ZT)L!!ZZ - k)!5n4,n7k (C.3.50)

1=0 k=0
o Bhem n! s Gl —1 1 =Bl ¥
‘Z Z e M ) (€360
_ 6—5ﬁwn n (_1) v 2COSh(ﬁhw) -1 ¥
_Z Z (k> i <2| | R > (C.3.61)
— e—,@ﬁwn QCOSh(ﬁm) -1
Z Ln ( | (Bhw)? ) (C.3.62)

using the definition of the Laguerre polynomials. We can use the generating function for the

Laguerre polynomials,
o

1
> " Ly(z) = 1—6—“0/@—@ (C.3.63)
n=0 —t
to write (C.3.62) as
N . ” = n cosh(fhw) — 1
o Bhw/2 o~V f(Bh )Ze Bhuwny <2|V|2((Bhw))2> (C.3.64)
n=0
—Phw - cosh(Bhw) — 1
_ B2 i) L o e €7 cosh(B
e e 1 _ o—Bhw exp ( ‘V‘ 1 _ eBhw (,Bhw)2 (0365)

__ v —|vf? L—e + f(Bhw) (C.3.66)
= 2sinh(Bhw/2) TP\ T\ T(Bhw)? "

Replacing v with (C.3.3) we can solve the Fourier integrals to retrieve the centroid distribution

€0 B mwh ) (1=
2sinh ﬁfw)/2/ / et exp <_ <2’mw£ 2 77>< (Bhw)? —i—f(ﬁhw)))

(C.3.67)

h | — =Bl 7 (25242 + mop?)
I R g < hw) < | — ¢ T mwhPe C.3.68
Zsinh(Fh/2) ( (e T ) 4 (e + 1) e

1 1 — e=Bhw - ~1 mw 5 1
T 2sinh(Bhw,2) < (Bhw)? +f(5h‘”)) exp (1(6 B | () <2h Ge mwhpc>)
(C.3.69)
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Since (C.3.55) and (C.3.69) must be identical, we merely have to solve

o = (Lo 4 s ) (©370)
= .3.70
(Bhw)?
—1 4 e Pl 1
f(Bhw) = C.3.71
) = oy B (€3
e P 4 Bhw — 1
Bhw C.3.72
f(pnw) = (©3.72)
We can now return to (C.3.2) expression and can finally write the final result
1 - ot 7|V|2€7Bhw+5ﬁw_1 1 . Phw_yq T s » 1—e—Bhw
e—ﬁfl/.u(N+§)—zV a—ival _ (Bhw)2 e—ﬁfl/.u(N+§)elV Bhw @ e“’ Bhw @ (0373)
which may be generalized to
Mtgaral _ ari25e AN 1= at Solg (C.3.74)

and so we can state that (C.3.4) is absolutely true.

C.4 Double Kubo transformed correlation function

The followmg derivation only holds for an operator which is linear combination of § and p, i.e.
B = Aol + B1§ + Bop, which by definition will have the centroid symbol B, = By + B1q. + Bape.
Since we are mostly interested in position or velocity autocorrelation functions, this restriction is
not limiting. The correlation function of the centroid variables is then

1 dQC dpc
<BcAz(:w)(t; GesPe)) = Z1Z1/ o h p(w)(QQPC)B A( )(t§ qe, Pe) (C.4.1)
_ Zi o0 dq2c d}fc B /OO hd£ dne—iche—inpc
 J—o0 T
1 o S,
x Tr [/ due~I-WBH' D o—ubH e’tH/hAe_”H/h} (C.4.2)
0

where H’ is defned by (C.1.2). For the By term, the integrals over ¢. and p. can be immediately
performed to yield delta functions v/27(¢) and v/276(n), respectively. Performing the integrals
over ¢ and n reduces the effective centroid Hamiltonian to the system Hamiltonian, H — H. We
therefore have

0o 00 1 . N N N
1 dqc dp. Bo/ hd5 N —igqe y—inpe [/ du 6—(1—u)BH/75¢e—uﬂH’eitH/hAe—itH/h]
0

Zy ) 2w oo 2T
(C.4.3)
1 o U
—B()Tr [/ du e_(1_“)BH73¢e_“BHe”H/hAe_”H/ﬁ] (C.4.4)
Zy 0
N 1 . .
:ZBoTr[e_BH/ dqu(—iu,Bh)A(t)] (C.4.5)
(4 0
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This is merely the correlation of the identity operator with A(t) where there projection operator
has been Kubo transformed. Turning to the ¢. term, we can immediately perform the integral
over p., which will be replaced by the delta function v/276(n). The integral over 7 is then easily
performed, the result being that the effective centroid Hamiltonian is simplified to only include
the £ term. We are then left to evaluate

@) L [* dged€ _ig, " - (- 0GA—i€d) P —u(BA—icD) 4
(@AY (t5geype)) = Zw o ge Tr ; due Pye A(t)
(C.4.6)
We can now use the Fourier transform property

/ Vor 2" em @ dx = i"/210™) (z) (C4.7)

and the following property of the distributional derivative of the delta function

/_00 §(z)f(x)dx = — /_00 5(z) f'(z)dz (C.4.8)

to evaluate the integrals over g. and . Our correlation function may now be written

(@A) (£ e, pe)) = / dg o(¢ 85 [/ du e~ A-WBH—€)p —u(BH—iD) ()| (C.4.9)

We must now make use of an operator derivative identity from Wilcox [38] to evaluate this
derivative

9 —al _ ¢ —(a—u)L ai’ —ul
ne = /Oe 7 € du (C.4.10)

and in conjuncture with the regular properties of derivatives, evaluate the derivative over £. Hence

. 1-u .
O —(-wyBA-iga) _ _ / e(u0@i-ie)) D g jes e—oBi-icd g, (C.411)
23 0 23
1—u N N
i / ¢~ (1mu=0) (BHI+i€d) g —o(BH+iEd) gy, (C.412)
0
and so 9 "
S w(BH~i€q) _ ; / o~ (w0 (BH=itd) 5 —v(BHI=itd) g, (C.4.13)
3 0
The integral over £ is easily performed; the resulting correlation function is then
1—u
<‘jA(t)>%)K) 7TI‘ |:/ du/ dve (1—u— U)Bqu 'uﬁHere uBH ZtH/hAe th/h:|

+ ZLTI" |:/ du 67(17U)BH’]51/) /u do e,(ufv),BH (j evBHeitH/hAeitH/ﬁ]
P 0 0
(C4.14)

The inclusion of the Kubo transform in the QDO means that the centroid correlation function is
equal to the double Kubo (DK) transformed state projected quantum correlation function, i.e.

(6e AL (8 e, pe)) = (@A) (o, (C.4.15)
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The expression for (G A(t ))E D)K) may be condensed using the standard Heisenberg notation for
time evolution

. rl 1—u
(GAW®) (D) = leTr [e“ffo du ( /0 dv (—ivBR)Py A(t — iush)

#Py(iusn) [ dvi-ivmAw) | (€410

Redefining u+ v — v in the first integral and changing the limits of integration to (u, 1) we arrive
at the more familiar form

e 1 . .
(GA) (D) = Zld}Tr [e_ﬂH /0 du < / dv §(—ivBh)Py(—iuBh)A(t)
- /0 ’ dvﬁw(—iuﬂh)q(—ivﬂh)fi(t)ﬂ (C.4.17)

The steps for the correlation function involving p. follow in much the same manner and yield the
similar relation

(AW (8 e, pe)) = (PAD) (C.4.18)
Returning briefly to the By term, we note that

- )
leBoTr ¢ / duPy(—iuph) A ()] (C.4.19)
Z—wBoTr /du/ dva —tufh)A ()] (C.4.20)
Z—wBoTr__ﬂH /0 du < /u dv Py (—iuBh) + /0 udvm(—iuﬁh)) A(t)] (C.4.21)

r N 1 1 . . u . . .
Z—wBoTr _e*ﬁH /0 du < /u dv I(—ivBh) Py(—iuBh) + /0 dv Py (—iuBh) I(—ivﬂh)) A(t)]

(C.4.22)

which is allowed since I (—ivph) = I. Combining the three double Kubo transforms gives us the
desired result (valid only for operators of the form B = Byl + B1G + Bap)

(BAW) (1 e, pe)) = (BAW) (D, (C.4.23)

or equivalently

1 [ dgedpe ()
Zy | 2mn *

:Zd}"ﬁ"[e—ﬁﬁ /0 ' ( /u v B(—ivBh) Py(—iush) + /O ’ dvm(—iuﬁn)é(—wﬁm) A(@]
(C.1.24)

(q07 pc) B, A£w)(t§ Qmpc)

For computational purposes, it is convenient to change this expression from being evaluated using
numerical integration involving matrices to simple nested sums; it is easiest to work in the basis
of the eigenstates of the Hamiltonian. Inserting resolutions of the identity in the form of sums
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over the outer product of the eigenstates between the exponentials of the Hamiltonians and the
operators yields the expression
A D (¥)
(AB(1)) p
1
< ,BEk/ du </ dv VB Er—Er) guB(Ei—Em) yit(Em—Ey)/h <Xk;|B|Xl><Xl|P¢|Xm><Xm|A|Xk>
¢kl

" /0 d D BB ) it B =B <xk|m|xl><xzrB|xm><xm|Ar><k>>)

(C.4.25)
The integrals are then performed
1 1 - Em —BE, —BE - E?n
eﬁEk/ du/ dv eVB(Er—E) JuB(Ej—Em) _ 1 <e om — e PH + e PP —ef >
0 B(E, — E) \ B(Ei— Ep) B(Ey, — Ep)
(C.4.26)

1 —BEy _ ,—BEm —BE, _ ,—BEm
e—ﬂEk/ du /u dv e"BEx—E1) goB(Ei—Em) _ € foe e P —e >
0 0

1
B(Ei— En) < B(Em—FEx) | B(Er—Em)
(C.4.27)

The double Kubo transformed correlation function is then

(BA®) Dy,
1 1 e=BEm _ o=BEi  o—BEyx _ o—BEm
 Zy %(B(EkEl) ( B(E; — Ep) * B(Ey — En)

e BEr _ o—BEm e BE: _ o—BE

1
B(E— Ew) ( B(Em—Ey) | BEr—B)

><xk\B|xl><xlrﬁw|xm><xmrfi<t>|xk>

+

)mwﬁwxl><xl\Brxm><xm|A<t>rm)
(C.4.28)

Since the indices are arbitrary in the sums we can swap the indices k <> m in the first term of the
sum; the correlation function is now

Aaon@w) 1 1 e BE: _ o=BEm  o—BEr _ o—BE
BAON o = 7, 2 e (FEaE  Fm )
% ((xml Bla) QalPybord el AW®) )

o+ Okl Pl) (al Blxm) Ooml A(8) ) )| (C.4.29)
Under the assumption that 7%, B and fl(t) are Hermitian operators we can write

(xm  BIxa) (Xt Pyl Ol A xam) = Okl Paslxa) (il Blxm) OxmlACE) k) (C.4.30)

The more compact form is therefore

—BE), _ . —BEm —BEy _ ,—BE;
NN ¢ ¢ ‘ ‘
(BA(t )>(DK) Zw Zﬂ Ez En) < B(Ey — Eg) + B(Ex — Ey) )

x (xklPlxa) (il Blxm) (aml A x) (C.4.31)
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Using this result we can then compactly write the double Kubo transform as a single double
integral

<BA(t)>8§>K):Z2¢ [ pi / du / dv B(—ivfh) Py(—iuph) A ()} (C.4.32)
Ziﬁ[ _Bﬁ/o d“/o dv%(—iwh)é(—ivﬁh)ﬁ(t)] (C.4.33)

If we consider the case where the projection is the identity operator the double Kubo transform
will reduce to a single Kubo transform, corresponding to the canonical ensemble

(BA(){Dyey=Tr |~ / du ( / dv B(—ivBh)T(—iuBh)A / dvZ(—iuBh)B (—z’v,@h)/l(t)ﬂ
) (C.4.34)

_Ty|ehH /0 du ( /u o B(—ivBh)A(t) + /0 "o B(—z’vﬁh)/i(t))] (C.4.35)

= Tr|ePH / o B(—ivﬁh)fi(t)} (C.4.36)
— (BA(t))(x) (C.4.37)

If we have a set of eigenvectors which forms a basis for the Hilbert space, {|¢y)} with associated
normalization constants {Z,, } for their microcanonical ensembles, then the sum of all double
Kubo transform correlation functions renormalized by Z,,/Z therefore recovers the single Kubo
transform correlation function for the canonical ensemble.

C.5 Undoing the double Kubo transform

C.5.1 Eigenstate projection

The double Kubo transformed correlation function between two arbitrary operators can be undone
in the case that the projection is a sum of individual projection operators onto eigenstates of the
Hamiltonian

P=> pnlxn) Xal =D pnPn (C.5.1)

Here we just study the case of one eigenstate; the general case can be retrieved by taking a linear
combination of the results. We recall the correlation function for the microcanonical ensemble in
question is

(BA(1) ) ::ZiTr [Py BA() (C.5.2)
w
Tb > e P (il Pylxa) (al Blxm) (xml Alxe) e Fm=Eil/h (C.5.3)
k,l,m
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In the case of an eigenstate projection this may be further simplified

BAON = - 3 e uln) i) QalBln) GenlAl) B0 (5.4
k,l,m
= PP N " e PBRGy n6n 0 (| Blxm) (xm | Al i) €/ Fm = Ei)/ (C.5.5)
k,l,m
=" (XnlBlxm) (xml|Alxn) e Em=Em/n (C.5.6)

The Fourier transform of the eigenstate projected correlation function is therefore

FUBAM)™He) = X bl Blon) (bl (- 222 E) ey

m

Now turning to the double Kubo transform correlation function, we use the sum version (C.4.31)
already derived, and sub in our projection operator

e_ﬁEk — e_/BEm e_ﬁEk _ 6_BEZ 5 5 B A
+ nvn m m t
(g gy )t DBl (A )

(C.5.8)

_ 2€ﬂEn Z 1 G_IBEn — e_ﬁEm . _B8E, <Xn|B|Xm><Xm’A|Xn> it(Em—FEn)/h
2 B(B, — B) \ BB — B

(C.5.9)

e PEm=En) — 1 4 B(Ey — Ey)

=22 (B(Em —En))?

m

(| Blxm) (x| Al xn) € Fm=End/1 (C.5.10)

We know perform the Fourier transform on this object
f{<BA<t>>§“>K>}<w>

B(Em—En) _ ) A B
=22 G Bl ) o (- ) e

e WM—I—ﬂhw—l

=2 P S bl Bl ) 8 (1 - ) (©5.12)

We notice that the sum in the Fourier transform of both correlation functions are identical and
so they differ by a common frequency factor

(Bhw)?
2(e=PMw 4 Bhw — 1)

FUBA®) ™ }Hw) = FUBA®) ) Hw) (C5.13)

Undoing the Fourier transform, a direct relation may be established between the microcanonical
correlation function for an eigenstate and its double Kubo transformed version

A A o . 2
(BAE)™ = /_ e Bhiﬁf“ghw_l) / ate (BAD) T, (C.5.14)
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C.5.2 General state projection

We now check to see under what conditions the double Kubo transform correlation function can
be undone when the projection operator is an arbitrary pure state; from there the formalism can
be extended to cover any mixed state. In the basis of the Hamiltonian’s eigenstates the pure state
projection operator can be written as

Py=7"cieylxa) (xul = Z!cx! Xa) (Xal + 5 ZC ey Ixa) Oyl + Gea Ixy) (xal - (C.5.15)
Y x#y

which will have diagonal elements which can be connected to the normal projected correlation
function as detailed in the previous section. We recall that the frequency factor connecting the
Fourier transforms of the correlation functions was

(Bhw)?

e B =) (C.5.16)

and for consistency purposes it is desirable that the constant be the same for the off-diagonal
elements as well. In deriving any additional restrictions on the possible operators, we will ex-
amine the off-diagonal elements of the projection operator when constructed in the Hamiltonian
eigenstate basis

Py = auy |xa) Oyl + ey IXy) (Xa (C.5.17)

where summation over all possible z and y is implied. Starting with equation (C.5.3) the regular
correlation function is

A A 1
<BA(t)>(¢) = Z Z e PE (g 20y + OOk y0z.1) <Xl|B‘Xm> <XW‘A|XI€> t(Em—FEg)/h (C.5.18)
k,l,m
1 B . ) |

0% (g Blxin) (il Aly) BT (€519

and the corresponding double Kubo transformed correlation function can be obtained from equa-
tion (C.4.31)

(BA®)){py)
2 o e PBe _ e=BEm  g=BE: _ o=PEy
%2 ( ! )l Blonbcn ) BB
ZTZJ m 5(Ey - Em) ﬁ(Em - Ex) B(E:c - Ey)
a* e PBy — e=BEm BBy _ e_ﬁE’C>
+ + B A t(Em—Ey)/h
B(Ey — Em) ( B(Ey — Ey) B(E, — E,) (X | Blxm)(xm| Alxy) €
(C.5.20)
From here we will define
G(Xa Xy) = (Xal Blxm) (Xm|Alxy) (C.5.21)

in order to compactify the notation. The goal now is so show, given a completely general projection
operator, if any restrictions must be placed on the operators A and B such that (C.5.14) is always
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satisfied. We begin by using the Fourier transformed versions of the correlation functions

e P 4 Bhw — 1

2 (Bl F{BA®) "} (w)
1 e PEm 4 (B(Ey — Ey) — 1)ePPe Epm— E,
= Zw; [204 62<Em—Ez)2 g(Xanx)(S(w— 77? )
e_ﬁEm m — — e_ﬁEy m —
= e

The Fourier transform of the double Kubo transform correlation function is then
FUBA®) P Hw)
2 Z [ a <e_'8Ex — e BBm  o=BEs _ e_'BE-U> a( )5( Emn — Ex)
= — + » Xa W=
Zy “~ |B(Ey — Em)\ B(Em—E.) = B(E.-E,) ) WX h
o* e*BEy _ e*BEm efﬁEy — eleEl m — E
5 :

B(Em—EB,) | BB, —E.) >Q(X”’<y)5<“’ Ehﬂ
(C.5.23)

The peaks in this spectrum will only overlap in the case where the eigenenergy differences F,,, — E,,
and F,, — E, are equal. Since we are assuming that the states are not the same when E,, = E,
this can only arise when the eigenenergies are degenerate, but this contradicts the assumption that
the projection operator is totally general. In the case that E,, # E,, then the energy differences
must be the same but this is only guaranteed to happen for the QHO where the eigenenergies are
evenly spaced. Our goal is then to check that the amplitude of each individual peak in frequency
space is related to the amplitudes from the double Kubo transform correlation function via the
same frequency factor, and the final result follows from taking a linear combination. We must
therefore match terms in the Fourier transforms, choosing an arbitrary peak at F,, — E,

1 —BEy _ ,—BEm -BE; _ ,—BE —BEm Em _ E.’E —1 —BEy
<e e L8 e y) _e —i—(ﬁz( )2 Je (C.5.24)
B(Ey - Em) B(Em - Em) B(Eﬂc - Ey) ﬁ (Em - E:v)
which can be rearranged to give
0 :eiﬁEz((Em - Ex)2 - (Ey - Ex)2 - /B(Em - Ex)(Em - Ey)(Ey - E:c))
+ e PEm(B, — E,)? — e PBy(E, — E,)? (C.5.25)

This equation is only solvable in the case where E,, = E,, E;,, = E,, or £, = E,, and so in general
we require that one of our observables is simply the identity, otherwise the frequency factors are
dependent on the eigenenergies. We can conclude that it is not always possible to make a direct
connection to the regular correlation function without knowledge of the eigenvalues of the system.
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