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Abstract 

Accurate and timely information on road weather and surface conditions in winter seasons is a necessity 

for road authorities to optimize their winter maintenance operations and improve the safety and mobility 

of the traveling public. One of the primary tools for acquiring this information is road weather 

information systems (RWIS). While effective in providing real-time and near-future information on 

road weather and surface conditions, RWIS stations are costly to install and operate, and therefore can 

only be installed at a limited number of locations. To tackle this challenging task, this thesis develops 

various different approaches in an attempt to determine the optimal location and density over a regional 

highway network. The main research findings are summarized as follows. 

First, a heuristic surrogate measure based method (SM) has been developed. Two types of location 

ranking criteria are proposed to formalize various processes utilized in the current practice, including 

weather and traffic related factors. Consideration of these two types of factors captures the needs to 

allocate RWIS stations to the areas with the most severe weather conditions and having the highest 

number of traveling public. A total of three location selection alternatives are generated and used to 

evaluate the current Ontario RWIS network. The findings indicate that the current RWIS network is 

able to provide a reasonably good coverage on all location criteria considered. 

Second, a cost-benefit based method (CB) has been proposed to give an explicit account of the potential 

benefits of an RWIS network in its location and density planning. The approach has been constructed 

on a basis of a sensible assumption that a highway section covered by an RWIS station is more likely 

to receive better winter road maintenance (WRM) operations. A case study based on the current RWIS 

network in Northern Minnesota show that the highest projected 25-year net benefits are approximately 

$6.5 million with cost-benefit ratio of 3.5, given the network of 45 RWIS stations.  

Third, a more comprehensive and innovative framework has been developed by using the weighted 

sum of average kriging variance of winter road weather conditions. Methodologically, the formulation 

of the RWIS location optimization problem is foundational with several unique features, including 

explicit consideration of spatial correlation of winter road weather conditions and high travel demand 

coverage. The optimization problem is then formulated by taking into account the dual criteria 

representing the value of RWIS information for spatial inferences and travel demand distribution. The 

spatial simulated annealing (SSA) algorithm was employed to solve the combinatorial optimization 
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problem ensuring convergence. A case study based on four study regions covering one Canadian 

province (Ontario), and three US states (Utah, Minnesota, and Iowa) exemplified two distinct scenarios 

ïredesign and expansion of the existing RWIS network. The findings indicate that the method 

developed is very effective in evaluating the existing network and delineating new site locations. 

Additional analyses have been conducted to determine the spatial continuity of road weather conditions 

and its relation to the desirable RWIS density based on the case study results of the four study areas. 

Road surface temperature (RST) was used as a variable of interest, and its spatial structure for each 

region was quantified and modelled via semivariogram. The findings suggest that there is a strong 

dependency between the RWIS density and the autocorrelation range - the regions with less varied 

topography tend to have a longer spatial correlation range than the region with more varied topography.  

The approaches proposed and developed in this thesis provide alternative ways of incorporating key 

road weather, traffic, and maintenance factors into the planning of an RWIS network in a region.  

Decision on which alternative to use depends on availability of data and resources. Nevertheless, all 

approaches can be conveniently implemented for real-world applications.  
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Chapter 1 

INTRODUCTION 

1.1 Background 

During winter months, many regions in the US and Canada often experience a high frequency of 

inclement weather events, which can have a detrimental impact on the safety and mobility of motorists. 

Generally, road collision rates increase dramatically during inclement weather conditions due to 

degradation of visibility and traction on the roadway. A study by Goodwin (2002) indicated that in the 

United States, more than 22% of total collisions occurred during winter weather conditions, while a 

study by Qiu and Nixon (2008 a) revealed that snow storms would increase the collision rate by 84%. 

Ontario Road Safety Annual Reports (MTO, 2001-2010) show that vehicle collisions occurring during 

wet, slushy, snowy, and icy conditions accounted for up to 27.5% of total collisions. Wallman (2004) 

found that the average collision rate during a winter season would be 16 times higher in black ice 

conditions than in dry road conditions. 

There is also extensive evidence showing that inclement winter events can significantly affect traffic 

mobility. A study by Liang et al. (1998) found that snow events would reduce the average operating 

speed by 18.13 km/hr, while Kyte et al. (2001) showed that snow could cause up to 50% reduction in 

speed. A comprehensive analysis by Agarwal et al. (2005) indicated that snow events at various severity 

levels caused 4.29-22.43% and 4.17-13.46% reductions in capacity and average operating speed, 

respectively. More recently, 1Kwon and Fu (2011) and 2Kwon et al. (2013) confirmed that winter 

weather events could negatively affect the mobility of road users; they established an empirical 

relationship between road conditions, and capacity and free-flow-speed (FFS) of urban highways. Their 

findings indicate that slippery roads can reduce the capacity and FFS by 44.24% and 17.01%, 

respectively. In general, snow storms that typically result in poor road conditions are strongly related 

to high collision rates, reduced roadway capacity, and reduced vehicle speed (Wallman and Å ström, 

2001; Datla and Sharma, 2008). 

                                                      
1 Kwon, T.J., and Fu, L. (2011). Effect of Inclement Weather Conditions on Macroscopic Traffic Behavior. Paper presented at the 9th  

International Transportation Specialty Conference, Canadian Society for Civil Engineering, Edmonton, AB., 2011. 
2 Kwon, T.J., Fu, L., and Jiang, C. (2013). Effect of Winter Weather and Road Surface Conditions on Macroscopic Traffic Parameters. 

accepted for publication in Transportation Research Record: Journal of the Transportation Research Board, National Research Council. 
Washington D.C. 
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To minimize these safety and mobility impacts caused by winter weather events, an effective snow and 

ice control program is required to deliver various winter road maintenance services such as snow 

plowing, sanding, and salting. Not only can efficient and effective winter road maintenance programs 

reduce the risk of vehicle collisions but they can also vitalize and promote traffic movement. Fu et al. 

(2005) and Usman et al. (2012) showed with strong statistical evidence that lower rates of collisions on 

roads are associated with better road surface conditions that could result from improved winter 

maintenance operations such as anti-icing, pre-wetting, and sanding. Qiu and Nixon (2008) explored 

direct and indirect causal effects of adverse weather and winter maintenance actions on mobility in the 

context of traffic speed and volume. Their findings confirmed that plowing and salting operations have 

significant positive effects on increasing the speed at which it is safe to drive. 

While winter road maintenance is indispensable, it entails substantial financial costs and environmental 

damage. North American transportation authorities, for instance, expend more than $3-billion annually 

on winter road maintenance activities such as doing snow removal and applying salt and other 

chemicals for ice control (Ye et al., 2009; Highway Statistics Publications, 2005). Use of these 

chemicals has become an increasing environmental concern because they could contaminate the ground 

and surface water, damage roadside vegetation, and corrode infrastructures and vehicles. To reduce the 

costs of winter road maintenance and the use of salts, many transportation agencies are seeking ways 

to optimize their winter maintenance operations and improve the safety and mobility of the traveling 

public.  

One approach to improving the decision-making process for road maintenance is to make use of real-

time information (i.e., for monitoring the current road conditions) and forecasts (i.e., for predicting the 

near-future road conditions) through utilization of innovative technologies such as road weather 

information systems (RWIS). This thesis is particularly concerned with a problem of locating RWIS 

stations in such a way that the benefits to maintenance personnel and road users can be maximized. 

1.2 Road Weather Information Systems (RWIS) 

RWIS can be defined as a combination of advanced technologies that collect, transmit, process, and 

disseminate road weather and condition information to help winter road maintenance (WRM) personnel 

make timely and proactive winter maintenance decisions. The system collects data using environmental 

sensor stations (ESS), and nowcast and forecast roadway-related weather and surface conditions. 
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Implementation of this information not only enables the use of cost-effective WRM but also helps 

motorists make more informed decisions for their travel.  

There are two types of RWIS ESS (hereafter referred to as RWIS station as they are being used 

interchangeably), namely, stationary and mobile. A stationary RWIS station is installed in situ within 

or along a roadway and collects data at a fixed location, while a mobile RWIS station is installed on a 

patrol vehicle and collects data as it travels along the road network. Due to their different data collection 

mechanisms, the stationary system provides high temporal but low spatial coverage, while the mobile 

provides low temporal but high spatial coverage. Therefore, the information collected on road 

conditions between RWIS stations must be interpolated and/or generated using other sources (Ye et al., 

2009). An RWIS station discussed in this thesis connotes a stationary station, which typically consists 

of atmospheric, pavement, and/or water-level monitoring sensors that constantly (every 10-15 min) 

collect road weather and surface conditions measurements. Furthermore, each RWIS station reports 

road surface condition status based on current observations: areas that experience hazardous road 

surface conditions (HRSC), which include snow/ice warning, ice warning, wet below freezing, and 

frost, are flagged for a prompt remedial winter maintenance action, as summarized in Table 1-1. 

An RWIS generally consists of pavement and atmospheric sensors, remote processing units (RPU), 

central processing units (CPU), and communication hardware (e.g., wired and wireless) as depicted in 

Figure 1-1. The most visible components of stationary RWIS are roadside towers equipped with an 

RPU, to which pavement and atmospheric sensors are connected. Measurements from a typical RWIS 

station include but are not limited to air and pavement temperatures; wind speed and direction; 

(sub)surface temperature and moisture; precipitation type, intensity and accumulation; visibility ; dew 

point; relative humidity; and atmospheric pressure (Manfredi et al., 2008). While not commonly 

included as part of an RWIS station, water level sensors are deployed in flood-prone areas to monitor 

site-specific characteristics and conditions. Some stations are also equipped with live webcams to 

provide information on conditions at the sensor location. These measurements from RPU can be made 

available directly via a dynamic message sign (DMS) to alert road users of any hazardous road 

conditions, and/or transmitted to a server where all data from remote locations are processed, compiled, 

and sent to the end users. Forecasting services from external sources may be combined with the RWIS 

data to generate short-term road surface temperature and condition forecasts. RWIS data can also be 

accessed directly by maintenance personnel via, for instance, web interface for monitoring and 

analyzing real-time site-specific road conditions and trends, and acquiring the latest forecasts.  
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Table 1-1: RWIS Surface Condition Status Definition  

(adopted from Mn/DOT SCAN Web, 2015) 

Surface Condition Status Description 

Snow/Ice Warning 
Continuous film of ice and water mixture at or below freezing (32oF / 

0oC) with insufficient chemical to keep the mixture from freezing 

Ice Warning 
Continuous film of ice and water mixture at or below freezing (32oF / 

0oC) with insufficient chemical to keep the mixture from freezing 

Wet Below Freezing 
Moisture on pavement sensor with a surface temperature below freezing 

(32oF / 0oC) 

Frost 
Moisture on pavement at or below freezing (32oF / 0oC) with a 

pavement temperature at or below the dew point temperature 

Ice Watch Thin or spotty film of moisture at or below freezing (32oF / 0oC) 

Snow/Ice Watch Thin or spotty film of moisture at or below freezing (32oF / 0oC) 

Chemical Wet 
Continuous film of water and ice mixture at or below freezing (32oF / 

0oC) with enough chemical to keep the mixture from freezing 

Wet 
Continuous film of moisture on the pavement sensor with a surface 

temperature above freezing (32oF / 0oC) 

Damp Thin or spotty film of moisture above freezing (32oF / 0oC). 

Trace Moisture 
Thin or spotty film of moisture above freezing (32oF / 0oC). Surface 

moisture occurred without precipitation being detected. 

Absorption at Dew Point Currently not detected 

Dry Absence of moisture on the surface sensor 

Other Conditions not explicitly included in this table 

No Report The surface sensor is not operating properly and requires maintenance 

Error  The surface sensor is not operating properly and requires maintenance 



 

5 

 

Figure 1-1: Major components of an RWIS station 

Since the advent of sensor based-RWIS technologies in European counties between late 1970s and 

early 1980s, the system has gradually earned recognition for being a primary tool to aid and improve 

WRM operation decisions. Subsequently, the system was extensively adopted and used across Europe 

and North America as a means to enhance road weather and condition monitoring and prediction 

capabilities.  

 

1.3 Current Practices on RWIS Network Planning 

Transportation agencies that are interested in installing RWIS stations often face two relevant questions: 

how many RWIS stations should be installed to cover the road network and where should the new 

RWIS stations be placed.  Answering the first question is equivalent to determining the optimal density 

and spacing of RWIS stations, i.e., determining the number of stations that are required to provide an 

adequate coverage of a region of interest. Despite of the importance of this problem, there are few tools 

and guidelines currently available guiding the decision process. A single reference most widely being 

adopted is the RWIS sitting guideline developed by FHWA in 2008, which recommends an average 
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spacing of 30-50km along a roadway (Manfredi et al, 2008). However, this recommendation appears 

to be originated from the existing practice and experience with little scientific justification.  Intuitively, 

the number of RWIS stations required for a region depends on the spatiotemporal variability of the 

region. Regions with winter weather conditions of high spatial variability would require a higher 

number of RWIS stations than those with uniform weather conditions. Currently, authorities 

responsible for RWIS planning have no reference available to assist them deciding the optimal density 

for their regions.  Their decisions are primarily dictated by available budget with no information on the 

adequacy of their RWIS network thus the cost effectiveness of their investment. 

In comparison, the problem of selecting suitable locations for a given number of RWIS stations has 

received relatively more attention recently because of its critical role in governing the overall 

effectiveness of the sensor suite and the representativeness of its observations on various road weather 

and conditions. As part of a Federal Highway Administration (FHWA) study, Manfredi et al. (2005) 

proposed a heuristic process for choosing the location of RWIS stations. First, weather zone maps that 

show regions exhibiting similar weather characteristics or patterns (i.e., regional representativeness) 

are examined with the support of meteorologists. Regional representativeness in this context refers to 

an area that experiences uniform and stable road weather and surface conditions such that it minimizes 

the possibility of adverse local weather effects and influences from other non-weather factors including 

heat, moisture, and wind barriers. Once the regions are determined in accordance with regional site 

guidelines, local maintenance personnel are consulted to identify the unique characteristics of each 

region and provide a general assessment of potential candidate locations. In this stage, planners ensure 

that the station would be located to satisfy road weather information requirements. Examples of these 

requirements include: 

1. Areas with poor road surface conditions (RSC) such as historically cold spots that are likely 

to create slippery conditions, or spots likely to experience significant drifting snow, 

2. Low-lying road segments where surface flooding may occur, 

3. Areas with low visibility due to, for instance, a large local moisture source, and 

4. High-wind areas with frequent occurrences of hurricanes along a confined valley or ridge 

top. 
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Other than those mentioned above, there are other local sitting considerations such as power, 

communication, aesthetics, safety, and security.  

Thermal mapping (TM) is a technique that has been applied to determine the location of RWIS stations 

at some of the hot-spots described above (Gustavsson, 1999). TM is a process of identifying the 

variation pattern of pavement surface temperature along roadways by creating road surface temperature 

(RST) profiles. TM makes it possible to precisely identify cold trouble spots (i.e., potential location of 

RWIS stations) that may require more frequent monitoring and additional maintenance treatments 

(Zwahlen et al., 2003).  Nevertheless, it requires substantial amount of time and effort, particularly for 

cities that are in need of a large-scaled implementation, posing a significant limitation of its 

applicability at the regional level. 

Fu and Kwon (2012) conducted a survey (see Appendix C) to review and examine the current best 

practices for locating RWIS stations. In this survey, most of the North American survey participants 

stated that they would consider requirements similar to those mentioned above (i.e., hot spots such as 

ice and frost) when there was a need to install an RWIS station. The survey also revealed that 

participants would consider other non-weather-related requirements, including highway class, collision 

rate, traffic volume, and frequency of winter maintenance operations including salting and plowing. 

These results indicate that in locating RWIS stations transportation agencies would consider not only 

the meteorological representativeness but also the potential number of users - travelers who would be 

served.  The survey further showed that making a decision on where to locate a station generally entails 

a series of discussions and interviews with many individuals including meteorologists, traffic engineers, 

regional/local maintenance personnel, and other industry experts. Despite such efforts, there are always 

tradeoffs in choosing one location over another because a location which satisfies one site condition 

may not be optimal for another site condition. For example, an area with high winds may not have 

significant snow accumulation. Another important factor to consider when installing an RWIS station 

is the proximity of power and communication utilities to ensure that the data could be obtained and 

processed in real time. Furthermore, RWIS station deployments are always constrained by tight budgets 

(Buchanan and Gwartz, 2005).  
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1.4 Factors Affecting Road Surface Conditions 

Information on spatial variation of road surface conditions (RSC) along a roadway is deemed essential, 

particularly for highway authorities and road users to know when and where hazardous conditions are 

likely to occur during adverse winter weather events. Likewise, this information is critical when 

determining candidate RWIS locations as it helps delineate hot-spots as emphasized earlier (e.g., cold 

and icy).  

The variation of RSC over a road network is affected by many factors, ranging from atmospheric and 

climatic, to geographical and topological.  For example, the likelihood of having black ice or frost is 

determined by the energy receipt and loss at the road surface (Shao et al., 1997). This energy flow is 

affected by a number of factors, namely, atmospheric conditions (e.g., cloud cover, wind speed, and 

precipitation type and rate), climate patterns in both micro and macro levels, geographical features (e.g., 

vegetation cover and presence of buildings/obstructions), topographical settings (e.g. mountainous, flat, 

or rolling), and traffic. In addition, locational attributes such as latitude, longitude, elevation, distance 

to coast, and relative topography have been shown to affect RSC by a significant amount (Eriksson and 

Norrman, 2001). Vehicular traffic is another important contributing factor: an increased volume of 

slowly moving vehicles can produce temperature differences of up to 2 oC (White et al., 2006). These 

factors collated together can cause a considerable amount of variation in RSC from one location to 

another; for instance, winter RST during night-time can fluctuate as much as 10 oC along a regional 

roadway (Shao et al., 1996).  

As mentioned earlier, a thermal mapping technique can be utilized to quantify the spatial variations of 

nocturnal RST on any given stretch of roads. This technique has long been in favor of local RWIS 

planners who could amicably examine thermal fingerprints and install RWIS stations at common 

trouble spots. However, thermal mapping can be very laborious and costly due to its nature requiring 

in-situ data collection, it remains a challenge to adopt and apply this technique for mapping spatial 

variation over large regional road networks, which is required for RWIS network planning. Therefore, 

it is essential to develop an effective methodology for representing and mapping spatial variation of 

RSC as an input to the RWIS location optimization process. 
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1.5 Problem Statement 

While effective in providing valuable information, RWIS stations are expensive to install and operate 

and, therefore, can only be deployed at a limited number of locations. Considering the vast road network 

that often needs to be monitored and the varied road conditions that could develop during winter, RWIS 

stations must be placed strategically to ensure they are collectively most informative in providing the 

inputs required for accurate estimation of the road weather and surface conditions of the whole highway 

network. Currently, however, there are significant gaps in knowledge and methodology for effective 

planning of RWIS stations over a regional road network. The following paragraphs summarize the 

limitations of the current methods and the needs for new approaches to the problem of locating RWIS 

stations: 

¶ The current RWIS deployment schemes are mostly heuristic, dependent heavily on subjective 

opinions of maintenance personnel with the lack of rationales and consistencies for choosing one 

location over another when determining RWIS sensor sites. Thus it is critical to formalize those 

heuristic approaches being adopted in practice such that the process of locating RWIS can be 

more systematic.  

¶ While the heuristic approaches for choosing sensor locations are intuitive and reflection of field 

experts, an ultimate approach would be to take a full account of the costs and benefits of an 

RWIS. There are a few RWIS cost-benefit studies conducted in the past; however they do not 

provide systematic evidence of prospective monetary savings from RWIS installations. As such, 

it is necessary to develop an RWIS cost-benefit model by establishing a clear relationship 

between the various criteria being used in practice and their associated benefits to RWIS stations, 

and use such models to delineate new potential RWIS stations locations so as to maximize the 

benefits to all RWIS users. 

 

¶ As discussed earlier, RWIS information makes possible to perform proactive winter maintenance 

operations such as anti-icing, which reduces the amount of time required to restore the roads to 

clear and dry state at lower costs. Since the largest portion of RWIS benefits lies in the use of 

RWIS information, it is sensible to locate the stations in such a way that would produce the most 

accurate prediction on the RSC of the entire network. This is similar to the problem of 
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maximizing the monitoring capabilities of a sensor network, which requires addressing the 

challenge of developing correlation patterns of RSC based on the spatial RWIS measurements.  

 

 

1.6 Objectives 

As described, road authorities currently follow a laborious and time-consuming, yet subjective and ad-

hoc process when deciding RWIS station locations. Furthermore, decisions on suitable RWIS locations 

can often become challenging, given that multiple factors must be considered. The primary goal of this 

thesis, therefore, is to develop and evaluate alternative approaches for determining the optimal RWIS 

station locations over a regional highway network. This thesis has the following specific objectives: 

1. Formalize various heuristic approaches for determining the candidate RWIS station locations 

by incorporating criteria being considered in practice, and evaluate the implications of 

alternative location selection criteria. 

2. Construct a cost-benefit based approach to the problem of finding the optimal location of RWIS 

stations by taking an explicit account of the benefits of RWIS information such as reduced 

maintenance costs and collisions. 

3. Develop a spatial inference based approach such that the resulting RWIS network provides the 

optimal sampling pattern by considering the spatial variability of key RSC variables (i.e., 

hazardous road surface conditions) and interactions between candidate RWIS station locations. 

4. Evaluate the existing RWIS network, make recommendation of new potential RWIS station 

locations using the proposed methodology, and demonstrate the effectiveness and applicability 

of the proposed methods through case studies. 

5. Develop guidelines for determining the optimal RWIS network size (density or spacing) 

based on the spatial variability of road weather conditions of a region. 
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1.7 Organization of Thesis 

This thesis consists of five chapters. The remaining thesis is organized as follows:  

In Chapter 2, a literature review is presented covering current RWIS station location selection practices, 

RWIS benefits and costs, geostatistical analysis for spatial inference, and facility location models.  

Chapter 3 describes the proposed methodology which consists of three distinctive methods including 

surrogate measures (SM) based approach, cost-benefit (CB) based approach, and spatial inference (SI) 

based approach.  

Chapter 4 first presents a sensitivity analysis of the optimization parameters, and describes the real-

world case studies, which encompass study areas, data descriptions and processing, and application of 

the three methods developed herein. 

Chapter 5 highlights the main contributions of this research and potential extensions for future research. 
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Chapter 2 

LITERATURE REVIEW 

In past decades, several RWIS station location selection strategies have been explored and developed. 

Some have used heuristic measures while others have considered the variability of weather conditions 

for locating RWIS stations. However, there still exist some research gaps and challenges that are 

associated with designing an optimal RWIS network at a regional level. This Chapter provides the 

literature review on the past efforts on locating and/or optimizing RWIS stations using different location 

criteria. 

This chapter is divided into four parts. In the first section, previous studies on RWIS station location 

selection strategies are presented. In the second part, past studies demonstrating the RWIS benefits and 

costs are described. The third section explains a kriging method for making spatial inference, which 

forms a foundation for developing an approach that maximizes the monitoring capabilities of an RWIS 

network. Finally, the fourth section discusses the discrete facility location problems and several solution 

algorithms.  

 

2.1 RWIS Station Location Selection Strategies 

As previously discussed, the existing guidelines and current best practices that most transportation 

agencies have adopted for deciding where to locate RWIS stations may not be optimal and can often 

be challenged. Despite these challenges, very few studies have been conducted to address RWIS 

location problems.  

Eriksson and Norrman (2001) undertook a study on optimally locating RWIS stations in Sweden where 

they identified conditions hazardous to road transport as a criterion for locating RWIS stations at the 

regional level. In their study, they identified 10 different slipperiness types using one winter season of 

RWIS data, and linearly regressed each type with location attributes including latitude, longitude, 

elevation, distance to coast, etc. With the resulting regression model, they mapped out the occurrences 

of each slipperiness type over the entire study area. Candidate RWIS sites were recommended based 

on the estimated slipperiness counts and four different landuse groups. Although their proposed method 

seems to provide a good reference for analysis of station locations with respect to various locational 
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attributes and landuse types, it is a heuristic approach considering only one location criterionðroad 

weather condition. In addition, those authors did not provide much explanation/justification as to how 

their four landuse groups such as forest/water, open/water, forest, and open areas were determined. 

Such a categorization scheme is deemed subjective and thus scientifically less persuasive.  

Another study by World Weather Watch (2009) conducted climatological study on determining RWIS 

station locations. Focusing on the general guidelines adopted by many transportation agencies, this 

study reviewed micrometeorological variations by investigating local physiography, topography, 

temperature, and snow precipitation amount in a small study area. The study also took into account 

hotspots that require regular monitoring as identified by the maintenance personnel. By combining all 

those factors, a list of high-risk sites were identified as the recommended locations for new RWIS 

stations in the region.  

Alberta Department of Transportation conducted a similar but more inclusive study, in which a new 

approach was proposed to determine the location of RWIS stations by identifying and analyzing the 

RWIS-deficient regions (RDR) and by following general budget guidelines, respectively (Mackinnon 

and Lo, 2009). Similar to what the general guidelines suggest, their approach consisted of two parts: 

macro or regional assessments, and micro or local assessments. In the macro assessment phase, they 

took into account several factors when determining the RDR, factors such as traffic loads, accident 

rates, climatic zones, availability of meteorological information, and discussions with regional road 

maintenance personnel and key stakeholders. In the micro assessment phase, among the selected 

subsets of new potential RWIS locations, a final site was selected by conducting detailed field visits to 

ensure site suitability and project feasibility, for example, by ensuring appropriate sensor selection and 

configuration, conformance with budget, and access to power.  

These two studies, while logical in methodology, lack scientific and systematic formulation of 

justification on how all those factors/criteria are put together to determine the potential high-risk sites. 

More importantly, both studies did not provide a clear linkage between the considered criteria and the 

purposes of RWIS stations. For instance, the latter study included accident rates as one of their potential 

location selection criteria, but did not establish a solid rationale as to why such a criterion should be 

given a priority when choosing a new location. Without a valid justification/explanation on why each 

location selection criterion is considered and utilized, incorporation of such selection criteria in the 

studies cannot be legitimized. 
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Two recent studies by Jin et al. (2014) and Zhao et al (2015) attempted to address the RWIS location 

problem using a mathematical programming approach. Jin et al. (2014) used weather-related crash data 

and converted to a Safety Concern Index, using which the locations providing a good spatial coverage 

were identified as optimal locations. Zhao et al. (2015) applied the concept of influencing area to 

capture the effects on weather severity and traffic volume, and delineated a list of potential RWIS 

stations locations with the distance to existing RWIS stations considered explicitly. While the spatial 

variability is partially accounted in these two studies, the effect of distance and spatial patterns 

associated with a particular region are not fully utilized, and furthermore, the models presented do not 

account for the ultimate use of RWIS information for spatial inference.  

Currently, the majority of provincial and municipal transportation agencies rely heavily on the 

experience of regional/local maintenance personnel for determining the potential RWIS station 

locations. All of the information (e.g., historically icy spots) is put together through a series of face-to-

face meetings with key stakeholders and field experts to narrow down various candidate locations to a 

manageable size and decide based on the budget availability. Finding a solution through this process is 

laborious and time-consuming. Hence, a method, which formalizes all these heuristics for the purpose 

of locating candidate RWIS stations, is of high priority. 

 

2.2 RWIS Benefits and Costs 

As stated briefly earlier, information available from RWIS, for instance, detailed and tailored weather 

forecasts, can provide substantial benefits to users. Before RWIS technology was introduced, highway 

maintenance agencies reacted to current road conditions or forecasts obtained from only the publically 

available weather sources. Road patrollers were typically sent out to check road weather conditions, 

and when roads became icy or snow-covered, maintenance personnel were notified. This type of 

reactive response was inefficient and expensive in both time and materials (Boselly, 1992). On the other 

hand, RWIS provides information that offers proactive ways of doing business, and therefore, more 

efficient and cost-effective WRM operations can be realized to promote faster and safer road conditions. 

Table 2-1 identifies and summarizes the benefits of using RWIS-enabled winter maintenance practices.  
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Table 2-1: RWIS-Enabled Winter Maintenance Practices and Associated Benefits 

(adopted from Boon and Cluett, 2002) 

RWIS-Enabled 

practices 

Associated Benefits 

Anti-icing Å Lower material costs 

Å Lower labor costs 

Å Higher level of service (improved road conditions), travel 

time savings, and improved mobility 

Å Improved safety (fewer crashes, injuries, fatalities, property damage) 

Å Reduced equipment use hours and cost 

Å Reduced sand cleanup required 

Å Less environmental impact (e.g., reduced sand/salt runoff, improved 

air quality) 

Å Road surfaces returned to bare and wet more quickly 

Å Safe and reliable access, improved mobility 

Reduced Use of Routine 

Patrols 

Å Reduced equipment use hours and cost 

Å Improved labor productivity 

Cost-Effective 

Allocation of Resources 

Å Reduced labor pay hours 

Å Reduced weekend and night shift work 

Å Improved employee satisfaction 

Å Reduced maintenance backlog 

Å More timely road maintenance 

Å Increased labor productivity 

Å Overall higher level of service 

Å More effective labor assignments 

Provide Travelers Better 

Information 

Å Better prepared drivers 

Å Safer travel behavior 

Å Reduced travel during poor conditions 

Å Fewer crashes, injuries, fatalities and property damage 

Å Increased customer satisfaction 

Å Improved mobility / reduced fuel consumption 

Å Safer, more reliable access 

Additional Benefits Å Share weather data for improved weather forecasts 

Å Support the development of road weather forecast models 

Å Insurance companies by determining risks of potential weather impacts 

Å Use for long-term records and climatological analyses 
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When tailored road weather forecast information is available from RWIS, it becomes possible to predict 

near-future road weather conditions. With such information, anti-icing chemicals can be applied before 

a snow-storm hits, to prevent or minimize the formation of the bonded snow and ice layers (C-SHRP, 

2000). When snow and ice are prevented from bonding to the road surface, the surface becomes less 

slippery, thus increasing traffic safety and mobility. Since the treatment is done proactively, a smaller 

amount of chemical is required to prevent the bonding than when applied to existing snow and ice 

layers, and thus reducing the environmental impact. According to more than 100 case studies, anti-icing 

in conjunction with RWIS can result in substantial cost savings, particularly from reduced 

material/labor/equipment usage (Epps and Ardila-Coulson, 1997).  

Another potential benefit of implementing RWIS technology is reduction in the need for routine patrols 

for monitoring road conditions (Boselly, 1993). With the availability of RWIS information, the number 

of routine patrols can be reduced significantly by directly observing the site conditions without visiting 

the site in person; the camera sensor becomes the eyes of road maintenance supervisors, who can now 

monitor the current situation of the site in a remote area without exhausting the use of road patrols. 

Having a smaller number of patrols results in reduced equipment usage and improved labor productivity 

(Boon and Cluett, 2002). 

Cost-effective allocation of WRM resources is also possible by using site-specific road weather and 

condition information available from individual RWIS stations. Road maintenance supervisors can 

better mobilize the available crew and equipment in terms of time and location. This efficiency can lead 

to more effective labor assignments, thus increasing labor productivity and improving employee 

satisfaction (Ye et al., 2009).   

RWIS makes it possible to disseminate information on current and near-future road conditions via 

websites and dynamic message signs so that travellers can make better decisions on when, where, and 

how to travel. A recent study on RWIS and vehicle collision rates showed that a well maintained RWIS 

network significantly reduces collision rates (Greening et al., 2012).  

Implementing RWIS technology can also improve weather forecasts by the sharing of weather data 

available from RWIS. Use of additional weather information from individual RWIS stations can 

enhance future weather prediction capability by generating more accurate forecasts. Insurance 

companies can also benefit from using RWIS data to help determine risks of potential impacts from 
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foreseeable weather events. Furthermore, state climatologists and other organizations such as 

government and university can use RWIS data for long-term climatological analyses and for the 

development of road weather forecast models (Manfredi et al., 2005).   

Some of the abovementioned benefits, particularly the foreseeable savings from anti-icing techniques, 

have been evaluated quantitatively through cost-benefit analyses in a limited number of past studies. 

The Strategic Highway Research Program of the National Research Council initiated a research project 

in 1991 to evaluate the cost-benefit effectiveness of RWIS (Epps and Ardila-Coulson, 1997). The 

authors investigated the potential for reducing collisions and minimizing material, equipment, and labor 

costs when anti-icing operations were done before an anticipated adverse weather event. Their study 

concluded that under certain conditions, the implementation of RWIS and anti-icing strategies could 

result in cost savings to highway agencies and reduce collisions by up to 15 percent. Their study also 

claimed that areas not under RWIS coverage would have ice- and snow-covered pavements for 

approximately 50 percent of the time, compared with about 40 percent of time for areas under RWIS 

coverage.  

Another study performed in Milwaukee, Wisconsin evaluated the effectiveness of WRM operations 

and the associated economic implications for motorists (Hanbali, 1994). The study found that traffic 

collision costs and traffic severity during inclement weather conditions could be reduced by as much 

as 88 percent and 10 percent, respectively. In addition, the benefit-to-cost ratio of winter maintenance 

operations was 6.5 to 1.  

A more recent study by McKeever et al. (1998) introduced a systematic method for highway agencies 

to evaluate the costs and benefits of implementing RWIS technology based on a synthesis of the 

preceding results. The authors developed a life cycle cost-benefit model to account for direct costs (e.g., 

RWIS installation, operating, and maintenance costs), direct savings (e.g., patrol, labor, equipment and 

material savings), and social cost savings (e.g., collision cost savings). The findings suggested that the 

incremental net present worth of installing a single RWIS station would be $923,000 over a 50-year 

life cycle. These foreseeable benefits were calculated based on some site specific conditions (i.e., 

weather, traffic, and maintenance) with the assumed uniform reduction rate, hence would not be 

applicable to other sites (McKeever et al., 1998). 
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As pointed out earlier, one of the main RWIS benefits is its ability to allow an agency to transition with 

confidence to an anti-icing strategy. From late 1980s to early 1990s, many US transportation agencies 

documented the benefits of RWIS driven anti-icing operations. Although the approaches undertaken to 

quantitatively assess and/or estimate the benefits are largely vague, they provide a good indication of 

RWIS benefits associated with anti-icing operations. Table 2-2 summarizes the findings reported by 

individual agencies.  

While the aforementioned studies provide some quantitative evidence that implementing RWIS is cost-

effective relative to having no RWIS, especially by the use of RWIS enabled anti-icing operations, the 

methods used in these studies are limited in several ways with the inability to quantify the sole benefits 

of RWIS being the primary one. This is a challenging task because in practice, in addition to the RWIS 

information, many other sources of information are often used in the maintenance decision making 

process. Thus, there is a need to develop an approach for determining the benefits associated 

exclusively with RWIS that can be incorporated into a cost-benefit based model for finding the most 

beneficial RWIS location.  

Table 2-2: Cost Saving Resulting from Anti-Icing (adopted from Boselly, 2001) 

Agency Reported Cost Savings 

Colorado DOT 

¶ Sand use decreased by 55%. All costs considered, winter 

operations now cost $2,500 per lane mile versus $5,200 

previously. 

Kansas DOT 
¶ Saved $12,700 in labour and materials at one location in the 

first eight responses using an anti- icing strategy. 

Oregon DOT 
¶ Reduced costs for snow and ice control from $96 per lane 

mile to $24 per lane mile in freezing rain events. 

Washington DOT ¶ Saved $7,000 in labour and chemicals for three test locations. 

ICBC (Insurance 

Corporation of 

British Columbia) 

¶ Accident claims reduced 8% on snow days in Kamloops, BC: 

estimated savings to ICBC $350,000-$750,000 in Kamloops 

¶ Potential annual savings of up to $6 million with reduced 

windshield damage. 
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2.3 Kriging for Spatial Inference 

In designing an environmental or meteorological monitoring network, development of efficient 

planning procedures is deemed a fundamental task for accurately understanding the spatial variations 

of, for instance, hazardous road surface conditions (HRSCs), which can be readily estimated using 

RWIS information (refer to Table 1-1). The problem can then be formulated as an optimal monitoring 

network design where the primary concern is to locate a given set of RWIS stations such that the best 

possible estimation results are guaranteed. Such problem formulation can be justified under a 

reasonable assumption that the more accurate the RWIS estimation measurements are, the more benefits 

are likely to be obtained by utilizing various efficient winter maintenance operations (e.g., anti-icing).  

Kriging is a geostatistical technique widely used in optimizing a monitoring network. The technique is 

able to provide a best linear unbiased estimator (BLUE) for variables that have tendency to vary over 

space (Yeh et al., 2006). The main idea behind kriging is that the predicted outputs are weighted 

averages of sample data, and the weights are determined in such a way that they are unique to each 

predicted point and a function of the separation distance (lag) between the observed location, and the 

location to be predicted. In addition, kriging provides estimates and estimation errors at unknown 

locations based on a set of available observations by characterizing and quantifying spatial variability 

over the area of interest (Goovaerts, 1997). 

Previous studies in a variety of different fields revealed the applicability and usefulness of geostatistics 

as a tool for an optimal selection of sites for monitoring environmental (e.g., groundwater) and 

meteorological (e.g., average air temperature) variables. For example, a number of authors used the 

geostatistics technique to optimize the groundwater observation wells by delineating the locations 

having maximum kriging error variance (Prakash and Singh, 1998; Cameron and Hunter, 2002; Nunes 

et al., 2004; Nunes et al., 2007; Yeh et al., 2006; Brus and Heuvelink, 2007). Another study conducted 

by van Groenigen et al. (1999) employed a heuristic optimization approach namely simulated annealing 

(SA) to determine the optimal soil sampling schemes for obtaining the minimal kriging variance. 

Another study by Amorim et al. (2012) addressed the problem of planning a network of weather 

monitoring stations observing average air temperature. The authors used the geostatistical uncertainty 

of estimation and indicator formalism to consider in the location process a variable demand surface, 

depending on the spatial arrangement of the stations, where the optimal set of locations were determined 

by incorporating two heuristic methods such as simulated annealing and generic algorithms.  
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The following sections introduce the kriging paradigm and three of its most important variants: simple 

kriging, ordinary kriging, and universal kriging. 

2.3.1 The Idea of Kriging 

Kriging is a generic term coined by geostatisticians for a family of generalized least-squares regression 

algorithms in recognition of the pioneering work of a mining engineer, Danie Krige (1951). Kriging 

provides estimates at unknown locations based on a set of available observations by characterizing and 

quantifying spatial variability of the area of interest. Let x and xk be location vectors for estimation point 

and a set of observations at known locations, respectively, with k = 1, . . . , m, and Z be a variable of 

interest. Based on m number of observations, we are interested in estimating a condition at any given 

location, denoted by ).(ĔxZ The expression of a general kriging model is as follows (Goovaerts, 1997): 
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where m(x) and m(xk) are expected values (means) of  the random variables Z(x) and Z(xk), and kl is a 

kriging weight assigned to datum Z(xk) for estimation location x.  

The kriging estimator varies depending on the model adopted for the random function Z(x) itself. All 

kriging variants share the same goal of finding weights kl that minimize the variance of the estimator:  
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The random field, Z(x) can be decomposed into two components namely residual component R(x), and 

a trend component m(x), and expressed as )()()( xmxRxZ += with R(x) interpreted as a RF having a 

stationary zero mean and covariance CR(h): 
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where h is a lag or separation distance between the observed points, and CR(h) is the residual covariance 

function, which is typically obtained from a semivariogram model, ).(hg Under a second order 
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stationarity assumption (i.e., constant mean, and covariance is dependent solely on distance vector h 

between any pairs of points), the following expression is satisfied (Goovaerts, 1997): 

 

                                                   )()()0()( hSillhChC RR gg -=-=                    2-4 

where Sill denotes the semivariance value for large lag distances where spatial autocorrelation between 

the data appears to be very small thus negligible. Therefore, the semivariogram that is used in the 

kriging system represents the residual component of the variable of interest. Each of three main variants 

of kriging can be distinguished according to the model considered for the trend component, m(x). 

2.3.1.1 Simple Kriging (SK) 

Simple kriging (SK) assumes the mean, m(x), to be known and constant over the entire study area as 

depicted in Figure 2-1. Black dots appeared in this figure can be measured values of, for instance, any 

environmental or meteorological variable. The centerline represents the mean of the measurements that 

are constant over the global domain (i.e., 0 to 40) whereas the vertical dashed lines delineate arbitrary 

local segments or boundaries.  

 
Figure 2-1: An example of Simple Kriging (SK) 
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With such assumptions, Equation 2-1 can be rewritten as: 
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where )(Ĕ xZSK
and )(xSK

kl are SK estimate at and vector of SK weights for the estimation point, x.  

This estimate is then unbiased since %ὤὼ ά π, such that %ὤ ὼ %ὤὼ ά. 

The estimation error, ὤ ὼ ὤὼȟ can be regarded as a linear combination of random variables 

representing residuals, R(x) at the estimation point and R(xk) at the data point: 
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where Ὑὼ ὤὼ ά and Ὑὼ ὤὼ ά. Using the variance rules, the estimation error 

variance )(2 xEs at site x is shown in Equation 2-7 (Olea, 1999): 
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The optimal SK weights, which minimize the estimation error variance, are subsequently obtained by 

taking the derivative of Equation 2-7 with respect to each of the SK weights and setting each derivative 

to zero. This leads to the following system of equations (Goovaerts, 1997): 
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Since SK assumes the constant mean, the covariance function for Z(x) can be explained in the same 

way that for the residual component, R(x), i.e., C (h) = CR (h), the SK system can be written directly in 

terms of C(h): 
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The SK error variance is then given by: 
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For a more compact display of the results, Equation 2-9 can be conveniently expressed in a matrix form 

as  
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is the matrix of covariances between data points, and 

[ ]TmSK xxCxxCg ),(),( 1 3=
 
is the vector of covariances between the data and estimation points. 

Once the SK weights are determined via Equation 2-11, the kriging estimates can be determined using 

Equation 2-1 and the SK error variance can be computed as: 
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2.3.1.2 Ordinary Kriging (OK) 

It has been shown that SK entails a strong assumption of known and constant mean over the entire 

domain for solving the problem of finding weights that minimize the variance of the estimation error.  

On the contrary, Ordinary kriging (OK) assumes the mean to be unknown but constant over each local 

neighboring area as depicted in Figure 2-2.  

This indicates that OK accounts for local fluctuations of the mean by limiting the domain of stationarity 

of the mean to the local neighbourhood (Olea, 1999). This is a valid assumption particularly when 

dealing with environmental or meteorological variables that typically show numerical fluctuations over 

space (Goovaerts, 1997; Ahmed et al., 2008). 
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Figure 2-2: An example of Ordinary Kriging (OK)  

Hence, the kriging estimator can be expressed as (Olea, 1999): 
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The unknown local mean is filtered from the linear estimator by forcing the OK weights to sum to 1. 

The OK estimator can then be written as: 
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Again, the weights are determined such that the estimated variance is minimized under non-bias 

condition, }{ .0)()( =- xZxZE
%

 The above constrained minimization problem can be transformed into 

an unconstrained problem using Lagrangian transformation as follows (Olea, 1999): 
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where C(x,x) is the variance of z(x), C(xk, xj) is the covariance between z(xk) and z(xj),and ʈ is the 

Lagrange multiplier. Then the weights that produce the minimum estimation variance are the solution 

to  
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Unlike in SK where C(h) = CR (h) is satisfied so that the SK system can be expressed directly in terms 

of C(h), the unit-sum constraint on the weights permits OK to be expressed in a form of semivariogram

),(hg instead of ).(hCR
Once the OK weights and Lagrange parameter are determined by solving the 

system of equations illustrated in Equation 2-15, the OK error variance can be defined by Equation 2-

17 (Olea, 1999): 
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Again, for a more compact display of the results, the following equation expressed in a matrix form can 

be used to determine the kriging weights:  
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Upon determination of OK weights, the OK error variance can be calculated as: 
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2.3.1.3 Universal Kriging (UK) 

In the last decade, there has been an increasing interest in hybrid interpolation techniques, which gained 

much attention among geostatisticians. Hybrid techniques are referred to as methods which combine 

two conceptually different approaches to modeling and mapping spatial variability. One of these hybrid 

methods is called universal kriging (UK) which is based on point observations and regression of the 

target variable on spatially exhaustive auxiliary information (Hengl et al., 2007). It is mathematically 

equivalent to the methods known as kriging with external drift (KED) and regression kriging (RK), 

where auxiliary predictors are used to solve the kriging weights (Hengl et al., 2007). Recall that the 

local estimation of the mean in SK and OK allows one to account for any global trend (i.e., constant 

mean) in the data over the entire study area. This implies that these algorithms implicitly consider a 

non-stationary random function model where spatial autocorrelation is limited within each search 

boundary (Goovaerts, 1997).  In some situations, such assumption may not hold true since the local 

mean of, for instance, air temperature, could also coherently vary over space with respect to some 

auxiliary variables such as elevation, geographical and topographical settings (Amorim et al., 2012). 

Furthermore, prior research indicated that in many cases, UK has been proved to be superior to the 

plain geostatistical techniques yielding more detailed results and higher accuracy of prediction by 

incorporating various covariates in modeling the trend component (Bourennane el al., 2000; Hengl et 

al., 2004).  

Having understood the underlying mechanism of UK, its concept is very similar to OK, except that 

instead of fitting just a local mean of the estimation point of the search boundary, a linear or higher-

order trend in the x, y coordinates are used to model the local trend as depicted in Figure 2-3.  



 

27 

 

Figure 2-3: An example of Universal Kriging (UK) with a fitted second-order polynomial trend 

Since the trend is typically associated with a smoothly varying component of the z-variability, a linear 

combination of coordinates is commonly employed to model the trend component, m(x), which is given 

by (Goovaerts, 1997): 
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where (x, y) are the coordinates of the location x. Including such a model in Equation 2-1 involves the 

same kind of extension used for OK which, in fundamental, uses a zeroth-order trend model instead of 

a linear trend model with demand on a prior determination of trend functions and the covariance of the 

residual component, CR(h) (Bohling, 2005).  

 

2.3.2 Semivariogram 

In order to use kriging, one must identify and quantify the underlying spatial structure of the 

regionalized random variable to be monitored. In geostatistics, this problem is addressed by assuming 

that the correlation or covariance between any two locations is a function of separation and orientation 

delineated by the two locations.  The underlying functional relationship is called semivariagram and 

can be calibrated in advance using available data. The development of such semivariagram is essential 
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in most geostatistical analyses (Olea, 2006). Assuming an isotropic spatial process (equal in all 

directions), spatial autocorrelation can be expressed as a function of distance between two locations 

(i.e., isotropic intrinsic stationary). If the process is second order stationary (and thus intrinsic 

stationary), the covariance between any two random errors depends only on the distance and direction 

that separates them, not their exact locations (Webster and Oliver, 1992).  

The semivariogram model used for capturing the spatial autocorrelation is expressed as follows:  

                                                   [ ]ä
=

-+=
)(

1

2
)()(

)(2

1
)(Ĕ

hm

k

kk xzhxz
hm

hg                                      2-21 

Where ɾὬ is the sample semivariogram, z(xk) is a measurement taken at location k, and m(h) is the 

number of pairs of observations separated by the lag distance, h. The number of pairs included in 

semivariogram estimation should, at least, be equal to 30 as set by Journel and Huijbrets (1978). 

Likewise, the lag distance of the sample semivariogram should be constrained to half the diameter in 

the sampling domain for all directions of analyses (Journel and Huijbrets, 1978). An important 

assumption of the above estimator is the absence of any systematic variations; hence if there exists any 

spatial patterns, then they must be removed first to be trend-free. An example of the sample variogram 

is illustrated in Figure 2-4. 

 
Figure 2-4: An example of a typical semivariogram (adapted/revised from Flatman et al., 1987) 
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where sill, a, C1, C0, and h represent the level of the plateau (if it exists), the lag distance where the 

semivariogram reaches the sill (i.e., degree of spatial correlation), the partial sill, the nugget effect 

which accounts micro scale variation and measurement errors (or any spatial variability that exists at a 

distance smaller than the shortest distance of two measurements), and the lag distance. Note that 

identical results can also be attained using covariogram or covariance function, which can be easily 

derived from semivariograms. Typically, a mathematical model is utilized to describe the sample 

semivariances owing to the fact that true spatial structure of a region is never known (Oliver and 

Webster, 1990). There are a larger number of mathematical formulas/equations that can be fitted to 

describe the semivariances of the sample data, but the most commonly employed models are described 

in Table 2-3 (Olea, 2006). 

Table 2-3: Most commonly used semivariogram models (adopted from Olea, 2006) 
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Since it is critical to select the model that best replicates the shape of the spatial variability over the 

region of interest, one needs to assess the goodness of fit for each model. One possible approach would 

be to pick the best model by simple visual inspection. However it can be, at times, difficult to judge 

due to the subjectiveness, and hence, another approach involving a quantitative assessment via 
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crossvalidation is desired. Crossvalidation is a verification process in which each observation is 

removed with replacement to produce an estimate at the same site of the removal (Olea 1999). The 

error incurred in this process is measured by taking the difference between the ñactual valueò and the 

ñestimated valueò. This process continues until all observations are tested. Once done, the analyst can 

obtain useful information about the semivariogram model parameters, and judge based on some 

statistical measures including root-mean-square-error (RMSE), which indicates how closely the fitted 

model predicts the measured values (i.e., smaller the better), and average standard error (ASE) and 

mean standardized errors (MSE) which represent the average of the prediction standard errors, and the 

mean of the standardized errors (i.e., closer to zero the better), respectively. A selection of the model, 

however, must be carried out cautiously because errors are not independent and there could be some 

other confounding factors that contribute to the error values (Olea, 2006). 

 

2.4 Facility Location Problems and Solution Methods 

Facility location problems have been well studied by operations researchers and engineers. Many 

innovative modeling techniques and solution algorithms have been developed, varying widely in terms 

of fundamental assumptions, mathematical complexity and computational performance (Klose and 

Drexl, 2005). In a broad perspective, there are two main different types of facility location models: 

discrete and continuous. Discrete facility models utilize discrete sets of demands and candidate 

locations. Continuous models, in contrast, assume that facilities can be located anywhere in the service 

area, whereas demands arise only at discrete locations (Daskin, 2008). In this research, discrete facility 

location problems (DFLP) are of particular interest, hence concisely reviewed in the following section 

along with a brief description on common solution algorithms.  

 

2.4.1 Discrete Facility Location Problems (DFLP) 

As mentioned, discrete facility location problems assume that there are a discrete set of demands to be 

serviced by facilities and a discrete set of sites where the facilities could be located. The location 

problems are typically formulated as integer or mixed integer programming problems (Revelle et al., 

2008). Figure 2-5 summarizes the three broad types of discrete location problems including covering- 

and median-based problems, and others such as dispersion problems.  
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Figure 2-5: Breakdown of discrete location problems (adopted from Daskin, 2008) 

Covering-based problems are constructed under the assumption that there is some critical coverage 

distance within which demands must be served if they are to be marked as ñcoveredò or ñserved 

adequatelyò (Daskin, 2008). Such problems are typically implemented in designing systems for 

emergency services as there exists practical and legislative guidelines for coverage. The location set 

covering model aims to minimize the number of facilities needed to cover all demands (i.e., provide 

services to all customers) with constraints stipulating that each demand node should be covered 

(Toregas et al., 1971).  However, in solving the set covering problem, the number of facilities required 

to cover all demand nodes often surpasses the available budget. Likewise, the model does not 

distinguish between the different sizes of demand nodes (i.e., large vs. small).  

Acknowledging these limitations, Church and Revelle (1974) formulated the maximum covering 

problem in an attempt to locate a pre-specified number of facilities (i.e., p facilities) such that the 

number of covered demands would be maximized. The model differentiates between the big and small 

demands and allows some nodes to be left uncovered under a situation where the number of sites 

required to cover all nodes exceeds p. If the number of facilities required to cover all demand nodes 

exceeds the available resources, relaxing this constraint for total coverage could be one option (i.e., 

max covering). but alternatively one can choose to relax the service standard until a standard, which 
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allows for total coverage with available resources, is found, an approach known as the p-center model 

(Hakimi, 1965). The p-center model minimizes the maximum distance between a demand node and the 

nearest sited facility (i.e., find the smallest possible coverage distance with every node being covered). 

While covering based problems treat the coverage of a node as binary depending on whether a node is 

covered or not covered, the p-median model locates p number of facilities such that the demand-

weighted total or average distance between demands and the nearest facility is minimized (Hakimi, 

1964). The model constraints stipulate that each node is assigned while limiting the assignments only 

to open or selected sites (Daskin, 2008).  The drawback of this model is that it implicitly  assumes that 

the cost of siting a facility at any given candidate location is equal to that for all locations. Recognizing 

such limitation, an extension to this model (known as the uncapacitated fixed charge or the plant 

location model) has been formulated originally by Balinski (1965). In this model, the sum of the facility 

location costs and the transportation costs are minimized under constraints identical to those enforced 

in the p-median problem, except that the constraint on the number of facilities to locate is removed as 

the model automatically penalizes a larger number of facilities (Revelle et al., 2008).  

Lastly, there are other problems that do not belong to either of those two categories mentioned earlier. 

P-dispersion model is one of those problems and its objective is to maximize the minimum distance 

between any pair of facilities. This model can be applied when locating, for instance, franchise outlets 

in such a way that the cannibalization of oneôs own market by another franchisee can be minimized by 

controlling the minimum distance between the two (Daskin, 2008).  

 

2.4.2 Solution Algorithms 

Prior research has proved that most discrete facility location problems are NP-hard (i.e., non-

deterministic polynomial-time hard), for which only heuristic approaches are viable to solve large-sized 

problems (Revelle et al., 2008). Heuristic approaches combine the search of good or fair quality 

solutions with the limited computation time for solving complex and large-scale problems by removing 

the constraint of achieving a globally optimum solution (Amorim et al., 2012).  Many different heuristic 

methods for solving NP-hard problems have been introduced, among which four most commonly 

adopted methods for solving location problems are briefly described below. 
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Simulated Annealing (SA) algorithm follows the principles presented by Metropolis et al., (1953) on 

statistical thermodynamics, and was first introduced by Kirkpatrick et  al. (1983) as an algorithm to 

solve well-known combinatorial optimization problems. In the searching process, the SA not only 

accepts better but also worse solutions based on a certain probability in such a way that the risk of 

falling prematurely into local minima is reduced (Qin et al., 2012). Therefore, the algorithm is able to 

find high quality solutions that are not dependent on the selection of the initial solution compared to 

other local search algorithms. Another advantage of the SA is the ease of its implementation, but the 

need for relatively longer processing time remains as its drawback. 

Spatial Simulated Annealing (SSA) is a spatial counterpart to simulated annealing, and has gained 

popularity over the last decade among operations researchers for its improved performance over its 

non-spatial counterparts (van Groeningen, 1997; van Groenigen and Stein, 1998). In searching for the 

optimality, this algorithm utilizes a vector h to control the direction and the length, with which random 

perturbations are made iteratively until some user-defined stopping conditions are met. It is this unique 

generation mechanism that has made the algorithm more attractive when dealing with optimizing a 

sensor network in two-dimensional geographic space (Brus and Heuvelink, 2007; Zhu et al., 2010; 

Mohammadi et al., 2012; Amorim et al. 2012; Pereira et al., 2013). More in-depth discussions on this 

method will be provided in Section 3.2.3 of this thesis. 

Genetic Algorithm (GA) is another heuristic search technique which is formulated based on the 

analogy of natural evolution into search algorithm (Arifin, 2010). Similar to SA, it is also capable of 

computing the (near) global optimal solutions by avoiding to become trapped at a local optimum. GA 

starts with a bottom up approach by creating the initial population of randomly generated solutions 

called individuals or chromosomes (the process known as generation) and measures the fitness value 

of each individual of population through an objective function. It then performs recombination and 

mutation to generate a new population, from which the fitness value is checked and the individual with 

higher fitness values is evolved to form a new generation.  The iterative process continues until stopping 

criteria are met, at which the individual with best fitness value is selected as an optimal solution. Like 

any other heuristic search algorithms, there is no absolute assurance that GA will find a global optimum 

and it has more parameter to adjust than SA thereby making the implementation more difficult (Arifin, 

2010). 
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Tabu Search (TS), in principle, uses adaptive memory and responsive exploration to determine the 

optimal solutions (Glover and Laguna, 1997). The adaptive memory part of tabu search enforces a set 

of rules and disqualified solutions (i.e., tabu list) to filter which solutions will be admitted to the 

neighborhood to be explored in local search. Responsive exploration integrates the basic concept of 

intelligent search where good solution features are exploited while searching for new promising regions. 

The process iterates until some user specified conditions are met (e.g., a time limit or a threshold on the 

fitness score), at which, the best solution observed so far during the iterative process is returned. Given 

the underlying mechanism of the method being heuristic, it may miss some promising areas of the 

search space; hence the solution found is not guaranteed to be the global optimum (Glover, 1989).  
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Chapter 3 

PROPOSED METHODOLOGY 

Recognizing the complexity of the RWIS location planning problem and the variation and limitations 

in data availability, three distinct approaches are proposed and the detailed descriptions of each of the 

proposed method are provided in this chapter. This is followed by a description of the solution algorithm 

considered in this thesis, and a comparison of the three alternatives. Lastly, a method for evaluating 

RWIS location solutions is presented. 

3.1 An Overview of RWIS Station Site Selection Framework 

To address the complexity of the RWIS location problems, three distinct approaches are proposed 

differing in system settings, optimization criteria, and data needs. The first method is a surrogate 

measures (SM) based approach intended to formalize the current best practices of locating RWIS 

stations using various heuristic rules capturing not only weather-related factors (e.g., snowy roads) but 

also traffic-related factors (e.g., traffic volume). The second method is a cost-benefit (CB) based 

approach based on the assumption that historical maintenance costs and collision data are available 

that allow development of cost-benefit models at a patrol route level. The third approach, also the most 

sophisticated, is a spatial inference (SI) based approach introduced to incorporate the spatial 

interactions between RWIS stations such that an optimal sampling pattern can be achieved given a 

predefined objective function.  

Figure 3-1 shows the overview of the proposed location selection methods discussed herein. As can be 

seen in this figure, there are many different types of data required to tackle the objectives, and those 

are weather (e.g., RWIS), geographic, highway network, traffic volume, vehicle collision, and winter 

maintenance data.   

Since large amounts of datasets are to be assimilated, a geographical Information Systems (GIS) based 

platform will be used for an effective data handling. GIS has long been recognized as a powerful yet 

efficient tool, particularly for spatial data management since it can bring about more rapid handling and 

processing of any data with locational attributes (e.g., data with latitude and longitude). For this reason, 

GIS is widely adopted by transportation and climate research communities where GIS is elected as a 

main platform to better facilitate model accessibility, database maintenance and updating, and 
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cartographic display of model results (Alterkawi, 2001; Caeiro et al., 2002; Goodchild, 2000; 

Arampatzisa et al., 2004).  

In order to reduce the mathematical complexity of the proposed approaches, the region under 

investigation will be discretized and divided into a grid of equal-sized zones or cells. According to 

FHWAôs sitting guidelines (Manfredi et al., 2008), the spacing of RWIS sites is suggested to be in the 

range between 30 and 50 kilometers. Alternatively, area per station (i.e., average coverage per one 

station) can be used as a proper spacing. Using the appropriate size, the grid covering the entire study 

area will be created, and then major road segments are superimposed onto the grid in such a way that 

only the cells containing the road segments can be selected for further analysis. 

 

Figure 3-1: An overview of the proposed methodology 
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There are three primary reasons for adopting this representation. First, provision of a point location of 

an RWIS station may not be suitable for a real world application as there are often several other factors 

such as line of sights, right-of-way, etc. which must also be considered prior to deciding the exact 

location. Second, averaging the observations (i.e., collision frequencies) at the cell level is expected to 

provide a better estimate of expected collision frequencies. Lastly, structuring the problem discretely 

helps increase the computational efficiency.  

The following descriptions of notations will commonly be used when formulating a problem for each 

proposed approach. Let i denotes a demand point (e.g., the needs of RWIS information for more 

effective and efficient WRM operations leading to an increase in safety and mobility of travelling public) 

with i  ɴ1, . . . , N, where N is a total number of demand points. Let k be an RWIS station index with  k 

 ɴ1, . . . , M, where M is a total number of RWIS stations to be deployed. It is also assumed that the 

demand points are the potential sites where RWIS stations can be located. Let X be the solution set, 

where X  ɴ(x1, . . . , xM), and xk = i if i is assigned with an RWIS station. Figure 3.2 shows an example 

of a discretized network with the notations defined herein. 
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Figure 3-2: An example with i = { 1, . . . , 16}, k = {1, 2, 3, 4}, and X = {x1, x 2, x 3, x 4}={5,7,12,13} 

In this example, there are a total of 16 potential locations (i.e., circles), 4 of which are allocated with 

RWIS stations (i.e., triangles). For example, the RWIS station located at the bottom left corner can be 

explained by its notations; it is indexed as the 4th RWIS station, located at the 13th cell (i.e., x4 = 13).  
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Case studies will be conducted to evaluate the three alternative approaches and their solution sets, which 

will then be evaluated to describe the unique features of individual solution sets accordingly. For each 

solution set, the existing RWIS network (if available) will be used to evaluate the model outputs and 

recommend new location settings. A summary of the assessments will be made available for use as 

general guidelines to improve decision support on RWIS installation and siting. A comprehensive 

description on each component of the proposed method is provided in the following sections. 

 

3.2 Proposed Approaches ï The Idea 

In this section, the three proposed alternative approaches, which are based on ñsurrogate measuresò, 

ñcost-benefitò, and ñspatial inferenceò, are described in details. 

3.2.1 Alternative 1: Surrogate Measures (SM) Based Approach 

As emphasized earlier, the current RWIS deployment schemes are inconsistent, and dependent heavily 

on subjective opinions of maintenance personnel with a lack of quantitative rationales for choosing a 

location. Thus, it is of high interest to investigate the feasibility of formalizing various heuristic 

approaches being adopted in practice such that the process of locating RWIS becomes more transparent, 

consistent and justifiable. Figure 3-3 shows the flowchart of the surrogate measures (SM) based 

approach for choosing provisional RWIS station locations. Three different groups of criteria, which 

include weather, traffic, and maintenance factors, are processed and normalized to calculate the total 

average score in each cell of the grid. Subsequently, a set of solutions for each individual criterion and 

combined criterion will be generated for further evaluation. 

3.2.1.1 Regional Location Selection Criteria 

As discussed previously, RWIS stations are installed to collect road weather and surface condition data 

and their value is reflected in the use of these RWIS data, including improved mobility and safety (i.e., 

benefit for motorists), and reduced winter road maintenance (WRM) costs and salt usage (i.e., benefit 

for agency and environment). Therefore, it is critical to clearly define the criteria that can be used to 

measure the ñgoodnessò of a location for installing an RWIS station. The following is a list of surrogate 

location selection measures representing the main criteria considered by maintenance personnel in 

planning RWIS installation:  
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Figure 3-3: Flowchart of Surrogate-Measures Based Approach 

Weather-related Factors: 

Intuitively, RWIS stations should be placed in locations that experience severe yet less predictable 

weather patterns and thus are in need of real-time monitoring. Therefore, it is important to analyze the 

spatial distribution patterns of some critical weather variables such as temperature and precipitation.  

For example, the variability of surface temperature (VST), and mean surface temperature (MST) are 

important factors to be considered as they can provide a definite measure of how much the surface 

temperature would vary over time and space. Late November to early December is the time of year 

with the highest probabilities of having black ice or frost. The higher elevation and greater distance 

away from large water bodies can both contribute to generating colder surface temperatures. This 

gradually leads to longer winter months with higher likelihood of having frost on road surface, and thus 

exposes a great danger to motorists. Note that VST is standard deviation calculated using all available 

surface temperature observations. Snowfall water equivalent (SWE), which describes the amount of 

water contained in snow pack (kg/m2), and can be an important factor as it makes logical sense that an 

RWIS station needs to be situated in areas where snowfalls occur the most. This is particularly true 

when having a better monitoring capability can intuitively increase mobility and safety by performing 
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a prompter WRM operation (Ye et al., 2009). It is worthwhile noting that use of SWE as a weather 

surrogate measure can be, at times, misleading because it may not provide sufficient information on the 

actual amount of snowfall that is accumulated on the road surface. However, use of discrete grid 

covering a large area should minimize this bias and provide a good indication of adverse weather 

conditions. Other factors such as hazardous road surface conditions (HRSC) such as frost and ice can 

also be considered as they provide important information about locations with high probability of such 

conditions. Hence, the abovementioned weather factors are proposed to be included in the analysis for 

selecting a candidate location of an RWIS station. 

Traffic -related Factors:  

Intuitively greater benefits can be obtained from RWIS when they are placed in locations of a greater 

number of travelling public. A recent study conducted by Greening et al. (2012) showed that a well 

maintained RWIS network would in fact reduce the accident rates by a significant amount, which in 

turn would bring huge savings. Notwithstanding the fact that other factors such as vehicle technology 

and weather severity could cofound the effect of real-time information from RWIS, their work clearly 

demonstrated that the use of RWIS information could potentially prevent accidents. Furthermore, the 

survey dedicated to providing the current practices of deploying an RWIS system showed that more 

than 60% of participated DOTs would also consider highway class along with collision rate and traffic 

volume. Their intension for taking highway class into account is similar to considering traffic volume 

in the context of providing benefits to a higher number of road users. As such, the traffic-related factors 

such as collision frequency or rate, traffic volume and highway class are included as location selection 

criteria. 

Maintenance-related Factors:  

As discussed, one of the primary reasons for installing an RWIS station is to reduce the maintenance 

costs. The benefits of utilizing additional information received from RWIS can intuitively increase by 

situating them in locations where the demand for maintenance operations and thus costs are high. 

Implementation of anti-icing operations, for instance, has been found to reduce the total maintenance 

costs through many case studies (Ketcham et al., 1996; Parker, 1997). Three dominant groups of 

maintenance operation costs can be broken down to labour (lab), equipment (equip), and material (mat) 

costs. Therefore, the costs from these three sources could be included in the analysis as a goodness 

measure for locating RWIS stations. 
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3.2.1.2 Problem Formulation - SM Based Approach 

In order to consider all three types of surrogate location selection factors in a systematic framework, a 

weighting scheme is proposed to combine them into a single measure. As a result, the RWIS station 

location problem can be formulated to maximize the weighted total score of the three location selection 

factors, subject to a budget constraint. This problem fundamentally shares a similar trait with covering-

based problems in DFLP. More specifically, the problem can be mapped into a max-covering problem, 

where facilities provide services (i.e., RWIS information) to each demand point such that the number 

of covered demands would be maximized. As mentioned in Chapter 2, the max-covering model is able 

to distinguish between big and small demands and allow some locations to be left uncovered when the 

number of locations required to cover all sites exceeds predefined p facilities.  

Consider the problem that a total of M RWIS stations are to be located over a region. Let Ó×, ÓÔ, 

and ÓÍ  denote the scores of weather, traffic, and maintenance, respectively, of station k; the 

associated weights are represented by ʖ ȟʖȟÁÎÄ ʖ . Therefore, the problem for the surrogate 

measure based approach is formulated as:  

                                               ( )ä
=

++=
M

k

xmxtxWw kkk
smstsSMaximize

1

www                               3-1      

where S is the total score function defined as the weighted sum of the scores of all selected sites, and 

and xk is the location of an RWIS station k. The weights associated with the location criteria may vary 

by regions, which may be decided based on the series of interviews with regional maintenance 

personnel. The total available budget limits the number of RWIS stations to be located. During 

installation, the stations may be equipped with different sensors based on various requirements. 

Furthermore, the annual maintenance costs for individual sites may also vary depending on the 

proximity to maintenance facilities. As such, the budget constraint can be formulated as: 
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where ὅ  and B represent individual installation cost at location xk and total available budget, 

respectively. The solution algorithm for solving the above optimization problem will be discussed later 

in this chapter.  
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It is worthwhile mentioning that a discrete network representation is considered in all proposed methods 

as structuring the problem discretely helps increase the computational efficiency. Equally important, 

provision of a point location of an RWIS station may not be suitable for a real world application as 

there are often several other factors such as line of sights, right-of-way, etc., which must also be 

considered prior to deciding the exact location.  

3.2.1.3 Estimating the Surrogate Measures 

In order to solve the proposed location problem (i.e., determining hot-spots) based on the total score 

function defined in Equation 3-1, the three aforementioned surrogate measures, namely weather, traffic, 

and maintenance, need to be known at all demand points (i.e., potential RWIS stations locations) such 

that the score for individual components at every site can be calculated. However, it is almost inevitable 

that some factors must be estimated due to the nature of data being unavailable at all locations. For 

instance, weather factors are obtained from existing RWIS stations and/or local weather stations that 

their values must be estimated at unobserved locations. A number of past studies show that weather 

variables (e.g., temperature) tend to have a linear relationship with environmental and locational 

variables (Hurrell, 1996; Eriksson and Norrman, 2000; Stull, 2010; Wang et al., 2011).  As such, a 

multiple linear regression (MLR) analysis will be employed to model the variables of interest.  A MLR 

has a following functional form (Geladi and Kowalsk, 1986): 
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where Y, X, ‌, ‍, and p are response and explanatory variables, intercept, coefficients, and the number 

of variables being considered, respectively. According to the findings of the literature (Eriksson and 

Norrman, 2001), variables such as latitude (lat), longitude (long), distance to water (dw), relative 

topography at different search radius in kilometers (RT1,5,10,20) will be used as explanatory variables.  

 

3.2.2 Alternative 2: Cost-Benefit (CB) Based Approach 

While the heuristic approaches for choosing sensor locations are based primarily on intuition and 

experiences by field experts, an RWIS cost-benefit model will be able to provide a more defendable 

way for prioritizing the candidate sensor locations. As stated earlier, there are several RWIS cost-
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benefit studies conducted in the past; however they do not provide evidence of sufficient granularity 

that can be directly used for location optimization. As such, it is necessary to develop an RWIS cost-

benefit model by establishing a clear relationship between the various criteria being used in practice 

and their associated benefits to RWIS stations.  In addition, using the cost-benefit model as a basis, an 

RWIS location optimization model should be developed to help RWIS planners evaluate and assess 

their existing RWIS network, and further delineate new potential locations so as to maximize the 

benefits to all RWIS users.  

One possible approach to estimating the expected benefits to RWIS installations is comparing the 

maintenance costs, and safety and mobility outcomes between highways with and without RWIS 

stations nearby. This approach requires information from an existing RWIS network, which can then 

be used for developing cost-benefit models to estimate benefits and costs in all demand points (i.e., 

potential sites). Figure 3-4 shows a flowchart of the proposed CB approach for determining the optimal 

RWIS station location and density at a regional level. As shown, the method consists of three steps: 

data preparation and integration, RWIS benefit and cost modeling, and analysis of RWIS station 

location and density (i.e., generate optimal solutions).  

 

3.2.2.1 RWIS Cost-Benefit Quantification 

As shown in Step 1 in Figure 3-4, three sources of data are needed for the intended cost-benefit analysis 

and location optimization of an RWIS network. Collision data are filtered in such a way that only the 

wintery collisions derived from RWIS information are retained, which include those that occur during 

adverse weather and surface conditions such as icy and slushy. Although collisions could occur for 

reasons other than inadequate maintenance operations in areas with no RWIS station, it is assumed that 

collisions that occur during hazardous conditions could be considered as preventable, to some extent, 

if information from RWIS is available to maintenance personnel to enable them perform proactive 

and/or responsive maintenance actions. Maintenance data include labor, material (salt, sand and brine), 

and equipment (plower and salter). Traffic count data are represented by annual average daily traffic 

(AADT), which can be converted to winter average daily traffic (WADT), million vehicles kilometer 

travelled (MVKT), and bare-pavement target regain time (BTRT). All three types of data are integrated 

into one data set and expressed in terms of predefined base routes using a GIS for further analysis (to 

be discussed more in later sections). 
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Figure 3-4: Flowchart of Cost-Benefit Based Approach 
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In Step 2, models will be developed to estimate the total benefit that could be derived from installation 

of an RWIS station at a given highway section as compared to the scenario of no RWIS station, such 

as reductions in maintenance costs, collisions and traffic delay. As mentioned previously, some RWIS 

benefits (e.g., environment) are difficult to quantify, hence only the first two benefit items, which are 

also the two largest benefit sources, are considered, and can be defined by  

                                                                                         3-4 

                                                                                            3-5 

where Bi
Maintenance = expected maintenance benefit, or, reduced annual maintenance costs due to 

installation of an RWIS station at area i (i.e., demand point);  

Bi
Safety = expected safety benefit, or, reduced annual collision costs due to installation of an 

RWIS station at area i;  

MCi
RWIS = expected total annual maintenance cost for the given area i if there is an RWIS station 

nearby;  

MCi
NO RWIS = expected total annual maintenance cost for the given area i without an RWIS 

station nearby;  

ACi
RWIS = expected total annual collision cost for the given area i if there is an RWIS station 

nearby;  

ACi
NO RWIS = expected total annual collision cost for the given area i without an RWIS station 

nearby. 

As shown in Equations 3-4 and 3-5, the two dependent variables of interest are the expected 

maintenance cost and expected collision cost for two distinct scenarios: one with RWIS and the other 

without RWIS. The rationale for adopting this method is that a highway section covered by a nearby 

RWIS station is more likely to receive more efficient and cost-effective WRMs than those far from 

RWIS stations. This rationale can be justified in that information coming from RWIS enables 

maintenance staff to predict near-future road weather conditions and apply anti-icing chemicals before 

a snow storm hits, thus preventing or minimizing the formation of bonded snow and ice layers (C-

SHRP, 2000). Furthermore, since the treatment is done proactively, a smaller amount of chemical is 
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needed to prevent bonding than when snow and ice already exist (Epps, 1997).  Note that the proposed 

method assumes that all winter maintenance personnel use RWIS information in their WRM decision-

making process such that maintenance costs and collision frequency can be reduced. This assumption 

is well supported by our interviews of maintenance personnel, which has revealed that RWIS 

information is always utilized in making more informed decisions whenever such information is 

available.   

To quantify the sole benefits of RWIS, all existing station locations are buffered, and the roads that fall 

into these buffered areas are labeled as RWIS influenced roads and the rest labeled as RWIS 

uninfluenced roads. Since the size of diameter describes the maximum distance a single RWIS station 

could cover, it is critical to determine the representative size.  A simple approach would be to use 30 

km ï 50 km as suggested by FHWAôs RWIS sitting guidelines (Manfredi et al., 2008) or use the existing 

density. Using the appropriate size of buffer, the corresponding data at these two zones will be extracted 

for further analysis.  

Once the data are classified and matched accordingly, a multiple linear regression technique will be 

employed to model the maintenance and accident costs. Since accident costs are not directly available, 

comprehensive costs of motor vehicle crashes by severity information (i.e., K-A-B-C scales, FHWA, 

1994) will be used to convert each type of accidents to monetary figure. The average costs for each 

severity type also include many other costs incurred as a consequence of the collisions, and the most 

notable components include traffic delays (i.e., extra time, fuel, and pollution) and out-of-pocket 

expenses. This indicates that the safety benefit component incorporated in the proposed model would 

also capture (at least partially) the mobility benefits of RWIS. 

The third step is to divide the region of interest into a grid of equally sized cells, or zones, which are 

assumed to be the minimum spatial unit for allocating a candidate set of RWIS stations. Once the grid 

covering the entire region is constructed, the base route is superimposed onto the grid, with only the 

cells containing the base route selected for further analysis. This process automatically eliminates the 

unnecessary cells and reduces the degree of complexity by removing the non-candidate cells.  
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3.2.2.2 Problem Formulation - CB Based Approach 

Based on the cost-benefit location criteria defined, the RWIS station location problem can be 

formulated as to maximize the total net benefit, subject to a budget constraint. Using the cost-benefit 

models developed, the maintenance and collision costs for each cell with and without RWIS are readily 

estimated, which can then be used to estimate the benefit of RWIS station at each demand point for any 

given year.  

The RWIS costs considered herein are summarized below (McKeever et al., 1998): 

¶ Capital Costs (Total system) : $42,010 (every 25 years), 

¶ Capital Costs (Total system): $10,446 (every 5 years), 

¶ Total Operation and Maintenance Costs: $5,460 (per year), 

The following equation is used for calculating the net present value (NPV): 
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where r, t, and n represent discount rate, year, and the expected life of RWIS stations (i.e., 25 years), 

respectively. C indicates a cash flow, which can be calculated by taking the difference between the 

RWIS benefits and costs.  

Once the benefits and costs are assigned to each cell for all candidate cells (i.e. demand points), the 

objective function can be formulated in a similar way to the one used for Alternative 1, and is to 

maximize the total net benefits calculated from the two benefits and annualized costs: 
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where B is the objective total benefit function defined as the sum of the benefits of all selected sites 

minus the annualized costs. ὄ and ὄ  are expected benefits from reduction in annual 

maintenance and collision costs due to installation of an RWIS station, respectively, as defined in 
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Equations 3-4 and 3-5. ὅ  denotes the annualized costs associated with installing, operating, and 

maintaining a single RWIS station. Again, the budget constraint used in the SM approach (i.e., 

alternative 1) can also be utilized for this formulation (refer to section 3.2.1.2). Similar to Alternative 

1, this problem is comparable to a max-covering problem in DFLP. 

Lastly, the recommended density is used as a threshold to decide how many stations are to be deployed 

at a region. It should be noted that the further analysis is required to pinpoint the exact location of 

individual RWIS stations by considering other local siting requirements including power, 

communications, obstructions, ease in access for maintenance, and etc., as discussed previously. 

Furthermore, it is important to recognize that there exist other factors such as human behavior and 

vehicle conditions that may contribute to the occurrence of accidents regardless of the 

availability/presence of RWIS information during winter seasons. However, it is believed that the 

impact of these factors will likely be minimized by taking the difference of total annual collision costs 

between those in RWIS influenced areas and in RWIS uninfluenced areas as the outcomes will 

represent the benefits that are expected solely by the presence of RWIS stations. 

 

3.2.3 Alternative 3: Spatial Inference (SI) Based Approach 

While the first two proposed approaches are intuitive and easy to comprehend, they have some 

limitations. For example, SM is a surrogate-based approach that does not explicitly model the benefits 

of RWIS, which can only partially captured by the traffic, weather, and maintenance parameters. For 

CB, the RWIS benefit models are constructed based on the empirical data (from exiting RWIS stations) 

such that the findings may not be applicable to other areas. Likewise, it is challenging to determine all 

the underlying benefits (e.g., societal and environmental benefits) associated with RWIS. More 

importantly, both approaches do not take into consideration that data from RWIS stations can be 

collectively used to make inference about the conditions over a whole region ï not just those that are 

covered by RWIS. It is this monitoring capability of RWIS network that is the foundation of the third 

method proposed to determine the optimal configuration (or spatial arrangement) of RWIS stations. 

As previously discussed, RWIS information makes it possible to perform proactive winter maintenance 

operations such as anti-icing (i.e., applying salt, mostly in liquid form, in advance of an event), which 

reduces the amount of time required to restore the roads to a clear and dry state at lower costs. When 

the RWIS data are used to infer the conditions of the whole region, the benefits of anti-icing can be 
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equally extended over the whole region and should be considered in location optimization. This 

argument remains valid under the assumption that an increase in estimation or monitoring capability of 

hazardous road surface conditions (HRSCs) will contribute to improving the overall quality of winter 

road maintenance operations.  

In order to model the monitoring capability of an RWIS network, it is proposed to apply a popular 

geostatistical approach called kriging as described earlier. The monitoring capability of a given RWIS 

network is captured by determining the kriging error variances (i.e., the expected estimation errors). A 

nice property of the kriging errors is that they can be determined as part of the estimation process on 

the basis of the spatial correlation structure over the domain, which can be obtained as a function of 

distance (and perhaps direction) as a prior (van Groenigen and Stein, 1998). In other words, its error 

estimate depends entirely on the data configuration and the covariance functions, not on the actual 

observations themselves. This indicates that kriging errors can be used as a criterion to optimize and 

evaluate an RWIS location solution. In addition, another optimization criterion, namely vehicular 

collision frequency, is introduced to reflect the needs of installing an RWIS station for reducing / 

preventing collisions in its vicinity.  

Selection of these criteria has been decided based primarily on the findings from a survey dedicated to 

reviewing and examining the current best practices for locating an RWIS station in North America (See 

Appendix C). In this survey, participants responded that they would consider weather related hot-spots, 

such as those commonly encountered when roads are icy, snowy, or frosty, as posing the greatest 

potential danger to motorists. Equally important, they would also consider high traffic and accident-

prone areas that serve a large number of travelers as key factors to consider in RWIS station placement.  

Therefore, the third method is proposed on the basis of the idea of minimizing the total spatial inference 

(i.e., estimation) errors for determining the optimal configuration (or spatial arrangement) of an RWIS 

network in a geographic space. The third approach is the most refined and sophisticated method, but 

requires much less data than the first two approaches, and can be conveniently generalized and applied 

to other regions. Figure 3-5 shows the flowchart of the proposed spatial inference based approach. The 

following section provides a detailed description of the kriging method as well as the location 

optimization criteria. 
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Figure 3-5: Flowchart of Spatial Inference Based Approach 

 

3.2.3.1 Kriging for Spatial Inference 

The core idea of kriging is that the estimated outputs are weighted average of observation data, and the 

optimal weights are determined based on their underlying spatial structure, and assigned to the observed 

location, and the location to be predicted. 

Again, i is a demand point where i  ɴ1, . . . , N, with N being a total number of demand points, k is an 

RWIS station index, where k  ɴ1, . . . , M, with M being a total number of RWIS stations to be installed, 

and their locations are known and denoted by a vector X, where X = [x1, é, xM] and xk represents the 

location (cell label) of RWIS station k. As discussed in Chapter 2, kriging is concerned with the 

estimation of z(i) at any demand point, and this could be any ñmeaningfulò variable of interest to be 
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estimated from a set of known locations, X. z is a variable of interest, which is observable at the M 

locations., based on which we are interested in estimating the condition at any given location i, denoted 

by ᾀǶὭȿὢ , which is an estimate of the true value z(i) given observations at X. Figure 3.6 illustrates an 

example of discretized network and how the condition at any given location i can be estimated. 

 

Figure 3-6: A discretized sample network ï an estimation of any given point i.   

The goal of using a geostatistical kriging technique is to estimate a value and its associated error of z(i) 

at an unobserved location using a set of known observations. Recall from Chapter 2 that the kriging 

error variance (for ordinary kriging) at locations i is given by (Goovaerts, 1997), 
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The kriging weights kl, can then be determined by Equation 3-9, which is conveniently expressed in a 

matrix form (refer to Section 2.3.1) 
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where  
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, is the matrix of covariances between known data points 

[ ]Tm ixCixCixCv 1),,(),,(),,( 21 3= is the vector of covariances between the data and estimation 

points.  

As discussed in Chapter 2, semivariogram modeling approach will be conducted to determine the 

underlying covariances, followed by the cross-validation to ensure that the modeled semivariogram is 

accurate and representative. Once the kriging weights are determined via Equation 3-9, the kriging error 

variance can be computed as: 
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It is worthwhile to note that the method described above is used to solve the kriging system of equations 

in terms of covariances, instead of semivariances. This is primarily for convenience in handling the 

square matrices, despite the slight loss in generality (Olea, 1999). Under a second order stationarity 

assumption, both the covariance and semivariogram functions are related and their outputs are 

equivalent.    

3.2.3.2 Road Collision Frequency 

As discussed previously, RWIS stations are installed to collect weather and road surface condition data 

and their value is reflected in the use of these RWIS data to make more informed decisions including 

improved mobility and safety (i.e., benefit for motorists), and reduced winter road maintenance costs 

and salt usage (i.e., benefit for agency and environment). A number of prior studies have suggested that 

an RWIS station should be located at high-traffic-demand areas (Garrett et al, 2008; Buchanan and 

Gwartz, 2005; Mackinnon and Lo, 2009). Such a hypothesis is constructed based on a rational 

assumption and intuition that installation at such areas would increase the benefits for road users. For 
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this reason, the majority of the North American transportation agencies (and other regions) are inclined 

to incorporate macro level traffic criteria such as collisions, traffic volume, and highway type / class.  

Furthermore, a study conducted by Greening et al. (2012) showed that a well maintained RWIS network 

would likely reduce accident rates by a significant amount, which in turn would bring huge savings. 

Another recent study by 3Kwon et. al (2014) provided numerical evidence of significant monetary 

benefits for installing an RWIS station in terms of reduction in maintenance costs and collision 

frequency. Likewise, a group of RWIS network planners from Minnesota (i.e., study site) provided a 

priority list of factors that should be considered, wherein collision frequency was ranked first. Hence, 

in addition to the first criterion representing HRSC frequencies, minimizing collision frequency is 

added as another criterion in designing a well-balanced RWIS network. It is worthwhile noting that 

when collision frequency data are unavailable, a comparable measure to collision frequency namely 

road class will be used instead.  

 

3.2.3.3 Problem Formulation ï SI Based Approach 

Considering the nature of the proposed problem using the spatial inference or estimation errors, the 

RWIS station location problem can be classified as a p-median facility location problem, where the 

demand is defined based on the demand-weighted distance to all other available RWIS sites (i.e., one 

location is interrelated with all other locations).  

As discussed, average kriging variance is calculated to reflect the needs for installing RWIS stations 

for improved winter road maintenance operations (i.e., locations with higher errors require more 

attention than others with lower errors), and sum of average kriging variance should therefore be 

minimized. The traffic criterion pertaining to a vehicular collision frequency, on the other hand, should 

be maximized since an RWIS station should be located at high-risk areas. Therefore, in order to 

combine these two criteria, collision frequency measurements must be inverted such that the problem 

can be solved as a minimization problem.  

                                                      
3 Kwon, T. J., Fu, L. & Jiang, C. (2014). RWIS Stations ï Where and How Many to Install: A Cost Benefit 

Analysis Approach, Canadian Journal of Civil Engineering (CJCE), DOI: 10.1139/cjce-2013-0569 
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To formulate the problem as an integer programming problem, a decision variable yki is introduced 

where i ķ 1, . . . , N, and k ķ 1, . . . , M with yki = 1 if an RWIS station k is assigned to cell i, 0 

otherwise. Following the previous notation, yk,i is related to xk in X as follows: 
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The fitness function (objective function) combining the two location criteria is expressed in the 

following discrete formula:  
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where,  

 

 an index set that defines all of the candidate RWIS station locations in the 

study area, 

X a subset of  and a solution set, X = [x1, é, xm],  

N a total number of all highway grid cells, 

M a total number of RWIS stations to be deployed, 

W

W
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ck,i a total cost of an RWIS station k at site i, 

B   a total available budget, 

[ ])|)(Ĕ2 Xizs  the square root of the kriging error variance at i given X 

1-

im    the inverse of mean collision frequency at i, and 

21,ww    the weights for criteria 1 and 2 

 

In Equation 3-12, the objective function represents the sum of average kriging variance of estimating 

the HRSC frequency and average collision frequency, given X. The kriging variance term is root-

squared, as appeared in the first part of the objective function so that estimation errors can be expressed 

in the same unit as the observations themselves. The weighting factors can be viewed as a way to 

combine the two measures into a common unit. The second term of the objective function represents 

the sum of average collision frequency. The binary decision variable yki is there to take account for 

those measured only when an RWIS station location, k is allocated to site i. Average collision frequency 

is calculated using the minimum gridded cell, within each of which, all collision events are aggregated. 

It is important to point out that the candidate cells are pre-determined by filtering out those cells that 

do not contain any segment of the highway network under investigation. This reduces the solution space 

of the optimization model significantly and thus the computational time. The constraint provided in 

Equation 3-13 represents the cost limit of installing RWIS stations in the study region. During 

installation, the stations may be equipped with different sensors based on various requirements. 

Furthermore, the annual maintenance costs for individual sites may also vary depending on the 

proximity to maintenance facilities. Hence, cki is added to take account for all supplementary costs in 

addition to the cost of installing a single RWIS station k at site i. Another constraint that appears in 

Equation 3-14 ensures that a fixed number of RWIS stations are deployed. The weighting terms, 

21,ww  are added so that an RWIS planning department can adjust and/or apply different weights 

according to their importance. For simplicity and convenience herein, a fixed number (and a uniform 

cost) of RWIS stations are deployed.  
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It is worthwhile noting that some sites may not have access to power and/or communication utilities; 

another important factor that must be considered to ensure that the data can be obtained and processed 

in real time (Manfredi et al., 2008). The optimization framework introduced therein, however, can be 

easily extended to take additional factors into account by introducing another binary decision variable 

(i.e., 1 if a potential RWIS site has power/communication network in its vicinity, and 0 otherwise). 

Alternatively, the cells that do not satisfy the local requirements can be filtered out first such that only 

candidate locations are considered.  

 

3.2.3.4 Optimization with Spatial Simulated Annealing (SSA) 

The problem formulated previously is a non-linear integer programming (NIP) problem which is 

computationally intractable; heuristic techniques are often required to solve these types of problems of 

realistic sizes. In this research, a variant of one of the most successful techniques called spatial 

simulated annealing is used (SSA,van Groeningen and Stein, 1998). 

SSA is an iterative combinatorial optimization algorithm in which a sequence of combinations is 

produced by deriving a new combination from slightly and randomly modifying the previous 

combination (van Groenigen et al., 1999). SSA is a spatial counterpart to simulated annealing (SA, 

Kirkpatrick et al. 1983), specifically designed to optimize sampling designs of environmental variables 

using kriging. SA is a stochastic metaheuristic search algorithm first proposed by Metropolis et al. 

(1953) and mimics the annealing of metal. SA is fundamentally same as Monte Carlo annealing, 

probabilistic hill climbing, statistical cooling, and stochastic relaxation (Aarts and Korst, 1989). The 

term ñannealingò is related to the metallurgical process of metal alloy heating and relaxed cooling to 

increase toughness and reduce brittleness (Goovaerts, 1997). The method has a unique generation 

mechanism for transforming a randomly chosen sampling point over a vector h - the direction chosen 

at random, and the length also drawn randomly in the interval [0 and hmax], thus giving the sampling 

scheme the chance to ñfreezeò in its optimal sampling design by terminating with very small 

perturbations (van Groeningen, 1997). This method is proven to produce dramatic improvements 

compared to its non-spatial counterparts (van Groeningen, 1997; van Groenigen and Stein, 1998). 

In principle, by discretizing the region of interest, kriging variance for all possible combinations of the 

station locations could be evaluated and the combination that produces the smallest value would be 

selected as the optimal solution. However, this is impractical as the number of combinations would be 
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formidable, meaning that an exhaustive search over all possible outcomes is computationally infeasible. 

In the search process, SSA not only accepts improving solutions, but also worsening solutions, based 

on a certain probability that is defined to minimize the risk of falling prematurely into local minima 

(van Groeningen and Stein, 1998). Therefore, the algorithm is able to find high quality solutions that 

are not dependent on the selection of the initial solution compared to other local search algorithms.  

SSA has gained its popularity due to its robustness and easy implementation, particularly for optimizing 

sampling schemes in situations where observations are spatially correlated in geographic space (Sacks 

and Schiller, 1998; van Groenigen et al., 1999; Heuvelink, 2006; Brus and Heuvelink, 2007; Zhu et al., 

2010; Heuvelink et al., 2010; Melles et al., 2011; Mohammadi et al., 2012; Amorim et al. 2012; Pereira 

et al., 2013). The workflow of the SSA algorithm is depicted in Figure 3-7.  

 

Figure 3-7: Workflow of Spatial Simulated Annealing Algorithm  
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First of all, there are a few parameters that must be specified prior to running the algorithm, including 

initial probability of accepting an inferior solution p, absolute temperature Ta, and cooling factor or 

cooling temperature c. The probability p is set to avoid selection of local minima. Absolute temperature 

Ta is used as a stopping criterion; but one may simply use the number of iterations or alternatively 

decide if there is lack of progress in improving the quality measure (i.e., combination of kriging 

variance and vehicular frequency). Cooling factor c controls the rate at which p decreases to zero. Thus, 

smaller cooling factors would converge slowly while higher numbers would provide slow cooling. 

Once initial parameters are set, optimization begins with a random solution 8 ᶰ8  where X denotes 

the collection of possible solutions with m being the number of observations. The iterations then move 

forward with a sequence of random perturbations 8  of  8  with a probability ὖὢ ᴼὢ  of 

being accepted. Thus, even if a new solution does not improve the quality measure (i.e. objective 

function), the algorithm could still accept it to avoid being trapped in a local optimum, as described 

above. This transition probability follows the principles presented by and defined as Metropolis 

criterion (Metropolis et al., 1953): 
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Where is a so-called objective function with 
+Á­Ö nX:)(f to be optimized (i.e., minimized in 

our case), and c is a positive control parameter (i.e., cooling temperature). Thus, if Xn+1 is accepted, 

iterations proceed and the new cooling schedule is used for the next randomly perturbed configuration 

Xn+2; iterations continue until the stopping condition is met; and the best solution is presented as an 

optimal configuration (Aarts and Korst, 1989; van Groenigen et al., 1999). The c value of the 

Metropolis criterion (Eq. 3-15) gradually decreases during the optimization using an Equation 

suggested by Aarts and Korst (1989): 

                                                         ,..,.2,1,1 =Ö=+ kcc kk a                                                     3-17 

where  ɻ denotes a constant parameter, generally chosen to be close to 1 (e.g., 0.999), and k denotes 

the number of the performed optimization iterations. The simplest and most commonly adopted cooling 

schedule of SSA is to configure in such a way that p could exponentially decrease as a function of 

f
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number of iterations and the initial cooling factor to ensure convergence (Heuvelink et al., 2006; Brus 

and Heuvelink, 2007; Melles et al., 2011).  

When the SSA algorithm is used to solve the optimization problem formulated earlier, it is critical to 

investigate the effect of the parameters setting on the solution as well as the running times. Despite its 

importance, there is very limited information available to decide what ranges of SSA parameters should 

be chosen when running the optimization. Thus, a simple yet informative sensitivity analysis method, 

namely, one-at-a-time designs (OATD, Yang et al. 2009), will be carried out to determine the sensitivity 

of individual SSA parameters on the optimization outcomes.  
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Chapter 4 

CASE STUDIES 

4.1 Study Areas 

The proposed approaches are examined via four case studies covering one Canadian province (Ontario), 

and three US states (Utah, Minnesota, and Iowa) using various dataset provided by each region under 

investigation. These four regions are a good candidate as they already have a well distributed and dense 

RWIS network with distinctive and unique meteorological (lake effect) and topographical 

(mountainous) characteristics, from which more reliable assessments can be realized. The findings from 

each region should provide sensible guidelines and measures as to how the optimal location and density 

would vary from one region to another.  

Ontario is the second largest Canadian province, situated in east-central Canada, and has a continental 

climate like most other provinces of Canada. Northern Ontario has long, very cold winters and short 

summers whereas the southern part enjoys the tempering effect of the Great Lakes. Southwestern 

Ontario is typically flat with many rolling hills. To its north contains mainly flat and wet surface. Utah 

is situated in the Mountain States (also called the Mountain West) from one of the nine geographic 

divisions of the United States. Because of its geographic location, Utah has extremely varied 

topography with a large portion of the State being mountainous. The lowest area is in the southwestern 

part with altitude of 750m, while the highest points lies in the northeastern part with altitude higher 

than 4000m. Utah is also known for very diverse climates ï for instance, there are definite variations 

in temperature with altitude and with latitude. Average temperature differences between the southern 

and northern counties at around similar altitudes typically range between 6 and 8 degrees with the 

northern counties having lower temperatures. The topographies of Iowa and Minnesota, on the other 

hand, consist mainly of rolling plain and flat prairie. The differences of their lowest and highest altitudes 

are also small, ranging from the lowest points of 183m and 146m to the highest points of 702m and 

509m for Minnesota and Iowa, respectively. Iowa and Minnesotaôs climates, because of their latitude 

and interior continental location, are characterized by marked seasonal variations. 

Ontario, Iowa, Minnesota, and Utah currently have 140, 67, 97, and 96 RWIS stations in place, 

respectively, and their RWIS network expansion initiatives are underway to deploy an additional 

number of stations over the next 5 to 10 years in all regions.  
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(a)                                                                          (b) 

 

(c)                                                                          (d) 

Figure 4-1: Study areas under investigation and the existing RWIS networks: (a) Ontario, (b) 

Iowa, (c) Minnesota, and (d) Utah 

 

4.2 Data Descriptions 

This section provides a description of various different data sources, which are used in the analyses 

described in the later sections. 






























































































