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Abstract

Next generation cellular wireless networks need to achieve both high peak and average data rates. Also, they need to improve the fairness by providing more homogenous quality of service distribution over the entire cell area. Base station (BS) cooperation is one of the techniques which is used to achieve these requirements, especially the fairness requirement. It is able not only to mitigate inter-cell interference, but also to exploit this interference and to use it as a useful signal.

Although BS cooperation or what is called coordinated multipoint (CoMP) communications proves that it can achieve high gains in theory, there are some challenges that need to be solved in order for it to be widely deployed. One of the major challenges which prevents the CoMP concept from being widely deployed in new cellular systems is timing synchronization. This problem is particularly challenging when OFDM is employed which is the case in the uplink (UL) and downlink (DL) of WiMAX systems and in the DL of LTE systems. The problem is inherited from the limitations caused by integer time offsets in OFDM systems. In order to achieve the gains promised by CoMP systems, the user equipments’ (UEs) signals in UL or the BSs signals in DL should be synchronized such that the time difference of arrivals do not exceed the cyclic prefix length of the transmitted signals.

In this thesis, we first provide a detailed mathematical analysis of the impact of integer time offsets on the performance of single-input-single-output (SISO) OFDM systems. In particular, closed-form expressions for the different types of interference caused by the integer time offset are derived. Furthermore, we derive exact closed-form expressions for the bit error rate (BER) and the symbol error rate (SER) of BPSK, QPSK and 16-QAM modulation for transmission over both AWGN and Rayleigh fading channels. The effect of the fractional carrier frequency offset (CFO) is taken into consideration in the derivations. For OFDM systems with a large number of subcarriers, an approximate method for evaluating the BER/SER is given.

Next, we generalized our expressions to be suitable for the single-input-multiple-output (SIMO) OFDM systems. The derived closed-form expressions for the interference and probability of error enabled us to investigate the timing synchronization problem of UL CoMP systems, where it is not possible for a UE to be synchronized to more than one BS at the same time. This synchronization problem imposes an upper limit on the percentage of cooperation which could occur in an UL CoMP system. By using geometrical and analytical approaches, we define this upper bound. Moreover, an MMSE-based receiver that mitigates the unavoidable asynchronous interference is proposed. Furthermore, a simple joint channel
and delay estimation block is incorporated into the receiver to examine its performance with estimation errors. Finally, an iterative procedure is suggested to reduce the complexity of the proposed mitigation method. Numerical results are provided to show the accuracy of the derived expressions and the robustness of the proposed mitigation method.
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Chapter 1

Introduction

1.1 Beyond 4G Cellular Networks

There is a huge growth in the mobile traffic volume and data rates that need to be supported by next generation of wireless cellular networks. This growth is driven by the increase of number of users and the evolution of new applications like the internet of things, gigabit wireless connectivity, and tactile internet [1]. Some expectations for this growth are as follows: by 2016, the number of wireless network users in general is expected to be 4 billion [2] and by 2018 the number of 4G cellular network users is expected to be 2 billion [3]. In addition to that, it is anticipated that large number of devices will connect to the wireless networks due to the development of machine-to-machine (M2M) applications, which are expected to be 100 times the number of cellular users [4]. This leads to the prediction of a total of 50 billion connected devices [5] and 1000-fold increase in the traffic volume by 2020 [6].

New technologies are adopted in the current 4G cellular systems to cope with these needs. Examples of these techniques are advanced multiple-input-multiple-output (MIMO) techniques, carrier aggregation, relay nodes, and self-organizing networks (SON) [7,8]. Other techniques which are considered as promising to beyond 4G systems are small-cell deployments, device-to-device (D2D) communication, machine-type communication (MTC), new carrier type (NCT), full-dimension MIMO (FD MIMO), and enhanced inter-cell interference cancelation (eICIC) for heterogeneous networks (HetNets) [2,9]. Furthermore, working in higher frequency bands is a target for upcoming cellular standards. Fig.1.1 shows some of these technologies which are employed by different releases of LTE and LTE-A standards [2]. These technologies aim to satisfy several requirements such as in-
increasing capacity, decreasing power consumption, supporting different traffic types, and lowering cost [4,10].

In current cellular networks, interference is the major capacity limiting factor [11] where full frequency reuse is employed. BS cooperation which is referred to in LTE and LTE-A context as coordinated multipoint (CoMP), is a key technology to mitigate this limitation [12,13]. CoMP is a technique where BSs cooperate and/or coordinate to suppress or cancel the inter-cell interference. It is considered as one of the core technologies of 4G systems and it is expected that it will continue as a promising candidate for the next-generation of cellular systems (5G) [14]. The main advantages of CoMP are to enhance coverage, throughput at cell edges, and spectral efficiency [15, 16] where the spectral efficiency of point-to-point links in cellular networks is close to its upper theoretical bound [17].

BS cooperation can be divided, in general, into two categories: interference coordination and joint processing (JP) cooperation [18, 19]. In the former type, the BSs share channel state information (CSI) of the links connecting them to the users in order to coordinate decisions such as scheduling and beamforming, where in JP the BSs share users’ data in addition to CSI [20]. JP aims to exploit the interference instead of mitigating it by generalizing the multiple-user MIMO techniques to multiple cells [11]. In doing so, BS cooperation faces numerous practical challenges such as complexity, clustering, channel feedback and backhaul deployments [8,12,13].

Figure 1.1: Technologies adopted by LTE and LTE-A standards [2].
1.2 Motivation and Research Contributions

1.2.1 Motivation

Although there are great benefits of using CoMP, there are practical challenges that prevent the wide deployment of it and one of these challenges is the timing synchronization requirements [21]. The timing requirement becomes particularly challenging when OFDM is employed, which is the case in the uplink (UL) and downlink (DL) of WiMAX systems and in the DL of LTE systems. Moreover, the timing synchronization requirements need to be satisfied whether in time-division duplexing (TDD) systems such as WiMAX and LTE-TDD or frequency-division duplexing (FDD) systems such as LTE-FDD. In order to achieve the gains promised by CoMP systems, the user equipments’ (UEs) signals in UL or the base stations’ (BSs) signals in DL should be synchronized such that the time difference of arrivals (TDOAs) do not exceed the cyclic prefix (CP) length of the transmitted signals; otherwise asynchronous interference emerges which degrades the system performance. This limits the areas within a cell which can be covered by cooperation [22]. This motivated us to investigate the limitations imposed by the timing requirements on the CoMP operation.

Conventional methods for timing synchronization and compensation cannot be applied directly to CoMP [19]. For instance, the UEs in an UL CoMP system need to be synchronized to more than one BS. As a result, the common time advance (TA) techniques are not useful, because synchronizing to one BS leads to losing synchronization with others [23]. The problem is more severe in UL than in DL since the CP length in UL should cover TDOAs from larger number of cooperating UEs than the case in DL where the cooperating terminals are BSs [24]. A straightforward solution for this problem is to use CP length that is larger than the expected propagation delays in the system but this will reduce the total throughput of the system. Therefore, this solution is infeasible given that the cell radius can be as large as 100 km in cellular systems [25]. Finding novel processing methods to solve this problem was and still a focus of ongoing research [26]. This motivated us to propose receivers that mitigate the asynchronous interference and solve the timing synchronization problem.

In order to study the effects of asynchronous interference on CoMP operation and to propose new receivers to eliminate it, accurate mathematical model for MIMO OFDM systems with time offsets needs to be derived. The survey in Chapter 2 indicates that there was a gap in this area even for single-input-single-output OFDM systems. For instance, to the best of our knowledge, there is neither exact closed-form mathematical model in frequency domain for single-input-single-output (SISO) OFDM systems with time offset nor exact closed-form expressions for the probability of error for these systems. As a step
to derive the mathematical model required to study the CoMP, this gap needs to be filled first. In addition to that, characterizing the performance of SISO OFDM systems with time offsets helps in evaluating the performance of other systems that suffer from the same synchronization problem such as asymmetric digital subscriber line (ADSL) modems [27]. This motivated us to derive exact closed-form mathematical models and expressions for the probability of error for the SISO, SIMO, and MIMO OFDM systems with time offsets.

1.2.2 Research Contributions

Our research objective was to investigate the unavoidable timing synchronization problem in CoMP systems and to propose solutions to mitigate the asynchronous interference that results from it. This led us to that we need first to characterize the asynchronous interference and to find probability of error expressions for SISO OFDM systems. Therefore, our main contributions are summarized as follows.

- Generalized result for the useful integral of the product of two Gaussian functions over the Rayleigh distribution was derived in Chapter 3 [28]. The main application of this integral is finding the probability of error for quadrature modulations in Rayleigh fading channels [29]. Closed-form solutions for this integral can be found in [29, eq. 5], [30, eq. 6.287.3], and [31, eq. 4]. A detailed derivation of this integral can be found in [29], and a simpler one can be found in [31]. The final results in all these works are not valid in case the arguments of the Q-functions are negative, which sometimes is the case when evaluating the probability of error for OFDM systems with integer time or large frequency offsets in Rayleigh fading channels. In our work, we have provided a new result for the integral which can be used in case the arguments of the Q-functions are positive and/or negative.

- Closed-form mathematical model that fully characterizes the asynchronous interference in frequency domain for transmission over AWGN and Rayleigh fading channels are derived in Chapter 3 and Chapter 4 [32]. This mathematical model was needed to derive the BER/SER expressions and to propose receivers that are able to mitigate this interference. While frequency and fractional timing offsets introduce inter-carrier interference (ICI) only, integer timing offsets introduce, in addition to the ICI, inter-block interference (IBI); in frequency-selective fading channels they also introduce inter-symbol interference (ISI). In our work, we have provided closed-form expressions for these different types of interference.
• Exact expressions for the SER of QPSK and 16-QAM OFDM systems with CFO for transmission over frequency-selective fading channels are derived in Chapter 4 [28]. Also, an extended result for the SER of QPSK OFDM with frequency offset in Rayleigh flat fading channels that is valid for any frequency offset is given. The authors in [33] derived closed-form expressions for the probability of error for BPSK in AWGN, flat and frequency-selective fading channels. Also, they provide expressions for the QPSK but for the AWGN and flat fading channels only. One drawback of the expressions derived in [33] for fading channels is that they are valid only for small normalized frequency offsets.

• Exact expressions for the BER/SER of OFDM systems with integer time offsets are derived in Chapter 3 and Chapter 4 [32]. When evaluating the probability of error for OFDM systems with timing offsets, the existing works either use simulation, approximate expressions, or study only the fractional timing offset case. Therefore, we filled this gap by deriving the exact closed-form expressions for these systems. These expressions can be used to evaluate the performance of systems with insufficient CP or when the time offset is unavoidable like ADSL modems.

• Exact closed-form expressions for the probability of error for SIMO OFDM systems with integer time offsets are derived in Chapter 5 [34]. The expressions are for both equal-gain combining (EGC) and maximal-ratio combining (MRC) receivers. These expressions are needed to investigate the performance limitations of CoMP systems that suffer from timing synchronization problem.

• An upper bound for the percentage of areas that can be covered by BS cooperation in UL is provided through geometrical and analytical approaches in Chapter 5 [34,35]. The upper bound is general for any number of BSs, and is not limited to symmetrical scenarios where users have the same distances from the corresponding BSs. This upper bound gives an insight about the limitations and constraints imposed by the timing synchronization problem in CoMP systems.

• An MMSE-based receiver that mitigates the asynchronous interference is proposed in Chapter 6 [23,34]. This receiver is solving the timing problem in CoMP since it does not put any restrictions on the length of cell radius or the range of propagation delays from the UEs to the BSs. Unlike the existing works, the proposed receiver does not need iterative procedure or overlapping fast Fourier transform (FFT) blocks. Also, the effect of imperfect knowledge of delays and CSI on performance is considered. To the best of our knowledge, this is the first time for this effect to be taken into consideration in the open literature.
1.3 Thesis Outline

The rest of this thesis is organized as follows. Chapter 2 provides a background about CoMP history, categories, challenges, and performance gains. Then a literature review on the general problem of time and frequency offsets in OFDM systems is given. Finally, the chapter discusses the research efforts regarding the timing synchronization problem in CoMP systems and the existing proposed methods to solve it.

In Chapter 3 and Chapter 4, effects of frequency and integer time offsets in SISO OFDM systems are investigated when transmission is over AWGN and Rayleigh fading channels, respectively. The different types of interference that result from these offsets are characterized. Moreover, we derive exact closed-form expressions for the BER/SER of these systems when BPSK, QPSK or 16-QAM modulation is employed. Finally, we propose an approximate method for evaluating the BER/SER when the FFT size is large.

Chapter 5 investigates the limitations and restrictions imposed by the timing synchronization problem in CoMP. Exact BER expressions for SIMO OFDM systems with time offsets are derived. Then using analytical and geometrical approaches, an upper bound to the areas that can benefit from BS cooperation is provided.

In Chapter 6 an MMSE-based received to mitigate the asynchronous interference in CoMP systems is proposed. Furthermore, the effect of imperfect knowledge of delays and CSI on the performance of proposed receiver is investigated by incorporating a simple joint channel and delay estimation block to the proposed receiver. Moreover, iterative methods to reduce the complexity of the proposed MMSE-based receiver are provided. Finally, numerical results are included to show the exactness of the derived expressions and the robustness of the proposed method.

Chapter 7 summarizes our contributions, draws some concluding remarks from our research and proposes future directions.
Chapter 2

Background and Literature Review

2.1 CoMP

The two building blocks of cooperative cellular networks [36] are cooperative relaying [37] and BS cooperation. In this thesis we focus only on BS cooperation (CoMP). In this section, we provide background about interference management in cellular systems and CoMP history, categories, deployment scenarios, performance gains, and challenges.

2.1.1 CoMP History

The main target of BS cooperation is to mitigate inter-cell interference which has been an obstacle facing cellular communication since its origin. In first cellular generations (2G) such as global system for mobility (GSM), fractional frequency reuse is employed to mitigate this problem, but this led to low spectral utilization [8]. Later, in more recent cellular standards (3G and 4G), full frequency reuse is used to enhance the spectral efficiency [12] but this brings back the inter-cell interference as a limiting factor to the capacity of cellular systems [11]. This was the main motivation behind introducing BS cooperation techniques to new cellular standards.

The concept of BS cooperation originated several decades ago when the macroscopic diversity scheme was used to broadcast the signal of a UE through more than one BS to combat channel fading [11]. Early findings that consider the information-theoretic aspect of uplink BS cooperation [11] can be found in [38, 39] and for DL [40] in [41, 42]. The employment of BS cooperation in cellular standards started by using soft handover in
CDMA cellular communication [43] which can be considered as a basic form of BS cooperation. Simple forms of BS cooperation such as interference randomization, cancelation, and coordination was included in universal terrestrial radio access (UTRA) Release 7 specifications [44]. Also, in releases 8 and 9 which were the official evolution of the LTE standard, there was no advanced interference mitigation schemes and the focus was on interference randomization by scrambling of transmitted signals [3].

It was not until 2008 that advanced schemes of BS cooperation such as joint transmission and reception were suggested to be used in wireless cellular standards [20]. This was part of the efforts towards introducing the LTE-A standard. Nevertheless, this work was not incorporated in the specifications of release 10 of this standard which was completed in 2011 [2]. On the other hand, advanced techniques of BS cooperation were incorporated as an amendment to the WiMAX standard in the same year [45]. Studying advanced techniques of BS cooperation as a part of the LTE-A standard had been resumed in release 11 and it was one of the main work items of this release which had started in September 2011 and finished in December 2012 [18, 46]. The development of these specifications continued in release 12 [2] which was completed in March 2015. New proposals to include more advanced schemes of BS cooperation in future cellular standards (beyond 4G) can be found in [1, 3, 14, 17].

2.1.2 CoMP Categories and Deployment Scenarios

CoMP Categories

BS Cooperation can be classified based on the amount of information that has to be shared among the BSs into the following four categories [11].

- **Interference coordination:** In this category, the BSs share the CSI of links connecting them to the users inside their cells. The sharing of CSI enables the BSs to coordinate their power allocation, beamforming, and scheduling decisions. The data of the users need not to be shared in this mode.

- **MIMO cooperation:** In this category, the BSs share the data of the users in addition to the CSI. The BSs use this information to jointly process the data to and from the users. Instead of just controlling or mitigating the interference in the previous mode (interference coordination), in MIMO cooperation the interference is exploited and used as a useful signal. The disadvantage of this mode is the extra overhead that results from sharing more information among the BSs.
- **Rate-limited MIMO cooperation:** This category is a compromise between the previous two modes. In this category, the CSI is shared first, and then a quantized version of the data of the users is shared. This will decrease the overhead needed for exchanging the information between the BSs, but at the same time, the interference effect will not be eliminated completely.

- **Relay-assisted cooperation:** In this category, relays are used as a part of the backhaul system that connect the BSs. In addition to mitigating the interference, the advantages of using the relays include improving the performance of the direct links between the BSs and users and enlarging the coverage area.

Some of these categories are adopted in cellular standards. For instance, in advanced WiMAX (IEEE 802.16m), two modes are adopted [45]. The first mode is single-BS precoding with multi-BS coordination which includes precoding coordination and interference nulling. This mode corresponds to the interference coordination category mentioned above. The second mode is multi-BS joint processing which includes joint MIMO transmission and/or reception. This mode corresponds to the MIMO cooperation category above. Also, the modes in LTE-A can be categorized as follows [47].

- **Coordinated scheduling/beamforming (CS/CB):** This mode belongs to the interference coordination category. Data transmitted to/from an UE is intended for only the assigned BS but user scheduling, beamforming, and/or precoding decisions are made with coordination with other cooperating BSs.

- **Joint processing (JP):** This mode belongs to the MIMO cooperation category and it is divided into two subcategories
  - Joint transmission/joint reception (JT)/(JR): Data are sent/received simultaneously from multiple cooperating BSs to/from a single or multiple UEs.
  - Dynamic point selection (DPS)/muting: Data is available simultaneously at multiple BSs but it is sent from one BS in a time-frequency resource and this BS can be changed from frame to another.

- **Hybrid category of JP and CS/CB:** Some BSs in the cooperating set use JP while the others use CS/CB.
CoMP Deployment Scenarios

The operation of BS cooperation could be intra-site based or inter-site based. Inter-site cooperation means cooperation among different BSs that are not geographically co-located, while the intra-site is a cooperation among BSs that are geographically co-located such as the cooperation of 3 sectors of one cell. It is clear that inter-site cooperation needs additional backhaul requirements [46]. To evaluate the performance of CoMP within the LTE-A standard, four deployment scenarios are considered as follows [46, 47]. The four scenarios are shown in Fig. 2.1 [18] where eNB is the term used in the LTE standard to refer to a BS.

- **Scenario 1:** Homogeneous network with intra-site CoMP.
- **Scenario 2:** Homogeneous network with inter-site CoMP.
- **Scenario 3:** Heterogeneous network with low power remote radio heads (RRHs) that have different cell IDs (picocells).
- **Scenario 4:** Heterogeneous network with low power RRHs that have the same cell ID.

The second deployment scenario is adopted in our system model for Chapter 5 and Chapter 6.

2.1.3 CoMP Performance Gains

In the standardization efforts of CoMP within the LTE-A, an extensive survey of the performance gains of CoMP is included in [47]. The results focus on the DL since it is harder to evaluate its performance compared to the UL [16]. The evaluation was conducted by more than 20 companies for the 4 deployment scenarios mentioned in the above section [47]. It is worth mentioning that the results reported by different companies indicate some sort of discrepancy in the performance gains due to the different simulations assumptions used to produce each set of results. Assumptions such as modelling of channel estimation errors, scheduling and feedback mechanisms are the main sources of discrepancy [47].

For scenarios 1 and 2 and with BSs with 4 antennas and UEs with 2 antennas, the JT scheme has performance gains in the order of 20-30% and the CS/CB scheme has gain of less than 5% for FDD and approximately 10% for TDD. The performance gains are computed in terms of cell-edge UE spectral efficiency and compared to the single-cell
Figure 2.1: CoMP deployment scenarios in LTE-A [18].

multi-user MIMO scheme. For scenarios 3 and 4, both CS/CB and JP schemes have gains in the order of 25-30% compared to the case without interference management [16]. The detailed simulation assumptions and results can be found in [47].

2.1.4 CoMP Challenges

Clustering

To perform multi-cell processing, the BSs must be grouped into clusters and the number of BSs in each cluster must be decided. This number is referred to as the cluster size. This cluster size need to be small due to different reasons [48]. First, the synchronization of users to large number of BSs will be hard. Second, the resources needed to perform multi-cell channel estimation and feedback will increase with increasing the cluster size. Third,
the signaling overhead needed for coordination will increase with increasing the cluster size. On the other hand, large cluster size is better from the perspective of performance, because it reduces the number of cluster-edge users [49]. Therefore, deciding the cluster size is an important factor that needs to be investigated in order to benefit from the multi-cell processing techniques. In [50] and [51] the cluster size is chosen to be in the range of 2 to 7 cells. In [49], simulations results indicate that a small cluster size (about 7 cells) is enough to achieve multi-cell processing gains and at the same time to alleviate the channel feedback overhead. Regardless of the cluster size, there are generally two categories of clustering: fixed clustering and dynamic clustering.

**Fixed Clustering** In this type, the clusters are predefined according to an easy rule of assignment [48]. In most cases, geographical location is the criteria used to form the clusters [13]. In [52], the authors propose a clustering method based on coordination between a central cell and a number of neighbor rings of cells around this central cell as shown in Fig. 2.2(a). The authors in [53] propose two other methods. The first one is a centralized method, where the cell is divided into 12 sectors and the sectors of the cell are building a cluster and the second one is a distributed method where each cell is divided into 3 sectors and the sectors of 3 neighboring cells are building a cluster as shown in Fig. 2.2(b). The authors in [51] propose a clustering and resource assignment method where each cell is divided into 5 almost equally-sized areas and the resource blocks are also split into 5 equally-sized blocks. The resource blocks are assigned to users according to their location, as illustrated in Fig. 2.2(c). A more robust method is proposed in [49] where users are classified into cluster-interior users that are served by intra-cluster coordination and cluster-edge users which are served by inter-cluster coordination. This method reduces the inter-cluster interference and improves the overall performance.

**Dynamic Clustering** In this type, the BSs that form a cluster are changing according to change in parameters such as the UE locations or the channel conditions [13]. The performance of this type is better than fixed clustering but this comes at the price of added signaling among the BSs. This signaling is needed to update the clusters [48]. Example of dynamic clustering is the work in [50], where the authors prove that the performance of a dynamic clustering with cluster size equal to two is better than the performance of a fixed clustering with larger cluster sizes (4 to 7 cells). One challenge of dynamic clustering is the cluster size determination problem. Another one is the selection of the cost function that is used to decide which BSs are better to cooperate.
Synchronization

This is another challenge associated with using the multi-cell processing techniques. The cooperating BSs need to be synchronized in time and frequency to avoid ISI and ICI. In the following, we will provide an overview of the existing literature related to the frequency synchronization. The timing synchronization challenge is described in detail in Section 2.3.2.
**Frequency Synchronization**  A frequency synchronization problem takes place in the DL of COMP systems where the BSs jointly cooperate to transmit signals to the mobile stations. The base stations use a precoding matrix which is sent by all the BSs. Due to CFOs between the base stations, the received signals at the UEs suffer from independent time continuous phase shifts which cause performance degradation [54]. This performance becomes worse when the delay of CSI feedback to base stations become larger. This problem can be solved by using expensive oscillators stabilized by GPS signals at the BSs [55]. Another alternative solution proposed in [56] is to perform a preliminary estimation of the BSs’ CFOs at the UEs and feedback these estimates to the BSs which use this information in addition to the average channel signal-to-noise ratios in order to final estimate and correct the CFOs at the BSs themselves.

**Channel Estimation and Feedback**

The next challenge that faces the multi-cell processing techniques is the channel estimation and feedback. The problem associated with channel estimation is threefold problem. First, the multi-cell processing techniques need robust channel estimation methods since the interference cancelation for cell edge users is sensitive to channel estimation errors [13]. Second, it is reported in [57] that the delay between channel estimation and precoding at BSs causes performance degradation. Third, the overhead is large due to increasing the number of used pilots which are needed to perform robust channel estimation.

The channel feedback problem is closely related to the channel estimation problem since increasing the number of channel gains that need to be fed back from the UEs to the BSs due to CoMP operation is consuming more power which is a valuable resource for UEs. Examples of solutions to this problem are that, instead of full feedback of CSI from the UEs to BSs, each UE just feedbacks the precoder index to its assigned BS or the UE feeds back an index representing the closest channel gain to the one it already has been estimated [13]. For more information about the works done to investigate and solve the channel estimation and feedback problem, refer to [48] and the references therein.

**Scheduling**

The aim of scheduling is to assign system resources efficiently to UEs in order to maximize the performance. Therefore, the multi-cell processing scheduler tasks are resource allocation, decision of which multi-cell processing schemes should be used, power control, choice of precoders and link adaptation [13]. The challenges associated with scheduling are also
threefold [48]. First, the multi-cell processing scheduler should decide when to perform cooperation and when to use conventional transmission (without cooperation) and to be able to perform its functionality in both modes. Second, the scheduler decision must use the least amount of CSI to avoid extra overhead from signaling full CSI. Third, scheduling complexity in CoMP is high so new algorithms should be proposed to minimize the complexity without sacrificing the performance.

Backhaul

The backhaul is the connection between the cooperating BSs and is responsible for exchanging the data, CSI, and control signals among BSs. The backhaul load depends on the cluster size and the used multi-cell processing schemes, and varies from few Mbit/s to a few Gbit/s [13]. The backhaul can be a serious problem if centralized decoding is applied. Therefore, using adaptive centralized/decentralized approach can be a solution [12]. Another problem associated with the backhaul is the latency requirement of multi-cell processing schemes. For example, if CoMP needs to be applied in LTE system, backhaul latency should not exceed 1 ms because of fixed HARQ timing [13]. Also, the performance degradation due to outdated CSI put another latency requirement on the backhaul connection used [12].

2.2 Time and Frequency Offsets in SISO OFDM Systems

Consider an OFDM system with $N$ subcarriers and $N_{CP}$ samples of CP. Let $x_m(n)$ denote the $n$-th sample of the transmitted OFDM symbol $m$, where $-N_{CP} \leq n \leq N - 1$. The received signal in time domain can be expressed as

$$r(n) = e^{j2\pi \epsilon n/N} \sum_m \sum_{l=1}^L (h(l) \cdot x_m(n - l - \theta - mN_T)) + w(n), \quad (2.1)$$

where $N_T = N + N_{CP}$ is the OFDM symbol size, $\epsilon$ denotes the normalized frequency offset (normalized to the subcarrier spacing), and $\theta$ denotes the time offset in samples. $w(n)$ is the AWGN samples and $h(l)$ is the channel impulse response (CIR) with $l$ denotes the path delay in samples and $L$ is the total number of channel taps.
2.2.1 Effect of Time Offset in OFDM Systems

Time offsets in OFDM systems could be due to misdetection of the beginning of frame, drifts between the sampling clocks of the transmitter and the receiver, or when the channel delay spread is larger than the CP. There are two types of time offsets: fractional time offset and integer time offset. In this thesis, we will focus only on integer time offset (i.e., it is assumed that the fractional time offset is equal to 0) since many works in the open literature deal with the effect of the fractional time offset.

In this section, the effect of integer time offset, when it is to the left as shown in Fig. 2.3, is considered. We will follow the same convention adopted in [58, 59] and consider that the delay in this case has a negative polarity. In order to study the effect of the time offset, we have to distinguish between three different cases. First case is when the time offset does not exceed the free region which is not affected by inter-symbol interference (ISI) \((-N_{CP} + L - 1 \leq \theta \leq 0\)). In this case and assuming \(\epsilon = 0\), the received signal in frequency domain is given by

\[ R_m(K) = X_m(K)\lambda(K)e^{j2\pi K\theta} + W_m(K), \]  

(2.2)

where \(X_m(K)\) is the \(K\)-th sample of the Discrete Fourier Transform (DFT) of \(x_m(n)\) and \(W_m(K)\) is the \(K\)-th sample of the DFT of \(w_m(n)\), which is the AWGN samples overlapping with OFDM symbol \(m\). \(\lambda(K)\) is the channel frequency response (CFR). It can be seen from (2.2) that the timing error is translated into phase shift in frequency domain which can be compensated by channel equalizer [60].
The second case is when the time offset exceeds the free ISI region but still less than the CP length ($-N_{CP} \leq \theta \leq -N_{CP} + L - 2$). In this case, the received signal is affected by ISI which results from mixing the successive symbols due to the convolution with the channel. Also, this leads to that the subcarriers lose orthogonality and the signal is affected by ICI as well. The last case is when the time offset is larger than the CP length ($\theta < -N_{CP}$). In this case, in addition to the ISI and ICI, the received signal suffers from IBI which results from that the DFT window includes samples from the previous OFDM symbol. In both the second and third cases, the received signal in frequency domain can be expressed as [60]

$$R_m(K) = \alpha(\theta) \lambda(K) \cdot X_m(K) \cdot e^{i\pi K \theta / N} + V_m(K) + W_m(K), \quad (2.3)$$

where $\alpha(\theta)$ is an attenuation factor and $V_m(K)$ is an interference term that accounts for the ISI, IBI, and ICI. The attenuation of the symbols can be approximated as shown in (2.4) and the interference term can be modeled as Gaussian noise with power $\sigma_V^2$ as shown in (2.5) [61].

$$\alpha(\theta) = \sum_{l=0}^{L-1} |h(l)|^2 \frac{N - \theta_l}{N}, \quad (2.4)$$

$$\sigma_V^2 = \sum_{l=0}^{L-1} |h(l)|^2 \left( 2 \frac{\theta_l}{N} - \left( \frac{\theta_l}{N} \right)^2 \right), \quad (2.5)$$

where

$$\theta_l = \begin{cases} 
\theta - l, & \theta > l \\
0, & 0 < \theta < -(N_{CP} - l) \\
l - N_{CP} - \theta, & \text{else}.
\end{cases}$$

From (2.4), it can be concluded that in OFDM systems with large $N$, the attenuation factor can be neglected. Another note from (2.4) and (2.5) is that both the attenuation factor and the interference term not only depend on the timing error but also they depend on the channel delay profile.

### 2.2.2 Effect of Frequency Offset in OFDM Systems

Frequency offsets in OFDM systems are usually caused by Doppler shifts due to mobility and/or drifts between the oscillators generating the carrier frequency of the transmitter.
and the receiver [33]. There are two types of frequency offset: fractional and integer offsets. In this thesis, only fractional frequency offsets are considered since integer frequency offsets can be estimated and compensated in the acquisition phase of the synchronization task [61].

OFDM has a high spectral efficiency due to subcarriers overlapping in frequency domain, but this causes the OFDM systems to be very sensitive to frequency offsets. Fig.2.4 shows 8 subcarriers of an OFDM symbol with carrier frequency 10 MHz and subcarrier spacing 1 MHz [62]. If the system is perfectly synchronized ($\epsilon = 0$) the zero crossings of the frequency domain sinc pulses coincide and there is no interference (i.e., ICI) among subcarriers. On the other hand, if the frequency offset ($\epsilon > 0$), ICI emerges and the received signal in frequency domain (assuming $\theta = 0$) can be expressed as [63]

$$R_m(K) = \lambda(K)X_m(K)C(0) + \sum_{u=0, u \neq K}^{N-1} C((u - K)_N)\lambda(u)X_m(u) + W_m(K),$$  \hspace{1cm} (2.7)

where $(\cdot)_N$ is modulo $N$ operation and $C(K)$ are the ICI coefficients which are given by [64]

$$C(K) = \frac{\sin(\pi[K + \epsilon])}{N \sin(\frac{\pi(K + \epsilon)}{N})} \exp\{j\pi(1 - \frac{1}{N})(K + \epsilon)\}. \hspace{1cm} (2.8)$$

### 2.2.3 Evaluation Methodologies

In general, two approaches can be used to evaluate the degradation that results from time and/or frequency offsets in OFDM systems. The first approach is to use the loss in signal-to-noise-ratio (SNR) as a measure of this degradation [58–61, 65–67]. For instance, the authors in [59] derived exact signal-to-interference ratio expressions for OFDM systems with time offset. The second approach, which gives different useful insight, is to use the probability of error as the criterion to evaluate this degradation, and this can be found in [28,33,64,68–73].

For OFDM systems with frequency offset, the authors in [74] use Gaussian approximation of the ICI to evaluate the probability of error and they conclude that this approximation is valid only at low SNRs. Also, the authors in [63] use the Gaussian approximation of ICI but for evaluating the performance in multi-path fading channels. A more accurate method that uses the characteristic function and the Beaulieu series to obtain exact analysis for the probability of error is derived in [64] but this method needs the computation
of infinite series. Exact closed-form expressions for the probability of error are derived recently in [33]. The authors give expressions for the probability of error for BPSK in AWGN, flat and frequency-selective fading channels. Also, they provide expressions for the QPSK but for the AWGN and flat fading channels only. One drawback of the expressions derived in [33] for fading channels is that they are valid only for small normalized frequency offsets. The authors in [70] extended the results in [33] for the BPSK case to be valid for any frequency offset. Also, the authors in [75] provide expression for evaluating the probability of error for 16-QAM modulation for transmission over AWGN. Therefore, exact closed-form expressions for evaluating the SER of QPSK and 16-QAM OFDM in Rayleigh frequency-selective fading channels need to be derived. Moreover, the expression in [33] for QPSK in Rayleigh flat fading channels need to be generalized in order to be valid for any frequency offset.

On the other hand, for OFDM systems with time offset, a simulation study is provided in [71] to investigate the BER performance degradation due to time synchronization errors. Probability of error for OFDM systems with fractional time offsets is studied in [72] and [73]. For instance, the authors in [73] derive an exact closed-form expression for the BER of OFDM systems with residual time offsets. In [76], the authors give an approximate expression for the BER of uplink OFDMA systems with integer time offsets.
in Rician fading channels. Also, the authors in [69] evaluate the effect of integer time offsets in OFDM systems using test statistics and employing approximate expressions for the BER by considering the interference component as a Gaussian random variable. Several studies have shown that approximating the interference as a Gaussian random variable is inaccurate [74, 77, 78], especially at high SNRs. In a nutshell, when evaluating the probability of error for OFDM systems with time offset, the existing works either use simulation, approximate expressions, or study only the fractional time offset case.

2.3 Timing Synchronization in Cellular and CoMP Systems

2.3.1 Timing Synchronization in Cellular Systems

In cellular communications, the normal way of synchronizing UEs to BSs is a two-stage process. In the first step, the BS broadcasts the DL sub-frame to all the UEs in the cell and each UE tries to find the start of the DL sub-frame to be able to synchronize to the BS. Usually this step is accomplished in new wireless standards as shown in Fig. 2.5 by searching for a special pattern (reference block) in the transmitted frame like the preamble in WiMAX or synchronization signals in LTE. This step is implemented once at the beginning of the connection and it is called the initial timing synchronization. The other task of initial synchronization is a rough estimation of the start of OFDM symbols in order to be able to feed them into the FFT processing block to perform the DFT operation which is needed by subsequent blocks such as channel estimation and equalization.

In the second stage, and after knowing the start of the DL sub-frame in the first stage, the UEs start sending their UL sub-frames after the end of reception of the DL sub-frame. The BS will receive these UL sub-frames and send a TA command to each UE to adjust
its transmission time in order to be received at the expected time. The UE will keep synchronized to the BS by fine tracking the changes of the arrival of the start of the frame; this process is referred to as fine timing synchronization as shown in Fig. 2.6. These slight changes in the arrival of the start of the frame may occur due to mobility or difference between sampling clocks in the transmitter and the receiver.

2.3.2 Timing Synchronization in OFDM CoMP Systems

To illustrate the synchronization problem in CoMP, let us assume that BS1 and BS2 in Fig. 2.7 cooperate to jointly decode the UEs’ signals in their cells. The two BSs are synchronized and they begin to transmit their DL signals at exactly the same time. The DL signal of BS1 will arrive at UE1 after a delay equal to $d_{1,1}/c$, where $c = 3 \times 10^8$ m/s is the speed of light and $d_{b,u}$ is the distance between UE $u$ and BS $b$. Consequently, and before any time adjustment [23]:

- The UL signal of UE1 will arrive at BS1 after delay $2d_{1,1}/c$.
- The UL signal of UE1 will arrive at BS2 after delay $d_{1,1}/c + d_{2,1}/c$.

UE1 is served by BS1, so a time advance (TA) order is sent by BS1 to UE1 to instruct it to send earlier, by $2d_{1,1}/c$, in order for the UL signal to be received at BS1 at the expected time. Consequently, and after BS1 time adjustment:

- The UL signal of UE1 will arrive at BS1 at the expected time.
- The UL signal of UE1 will arrive at BS2 after delay $d_{1,1}/c + d_{2,1}/c - 2d_{1,1}/c = d_{2,1}/c - d_{1,1}/c$. 

Figure 2.6: Fine timing synchronization to track small time offsets.
Fig. 2.8 shows the received signals at BS2. The signal of UE2 is synchronized since this UE is at the same cell as BS2. In order to recover UE1’s signal by JP of BS1 and BS2, the delay of the signal at BS2 must be less than $T_{CP}$ minus the maximum delay spread of the link between UE1 and BS2 ($\tau_{2,1}^{max}$), as shown in (2.9). Otherwise, ISI occurs and the orthogonality between subcarriers is lost, leading to ICI [60].

$$0 \leq (d_{2,1} - d_{1,1})/c \leq T_{CP} - (\tau_{2,1}^{max} \cdot T_s), \quad (2.9)$$

where $T_s$ is the sampling time. Therefore, if the signal arrival time is as indicated in position ‘a’, this leads to that UE1 can be part of CoMP operation because the signals of both UEs can be recovered in this case. On the other hand, if the signal arrival time is as indicated in position ‘b’, UE1 cannot be part of CoMP operation.

Although a TDD system is used in this section to describe the timing synchronization problem in CoMP, FDD systems suffer from the same problem. While in FDD systems the UL and DL streams use different frequency bands, the TA mechanism is still needed to maintain orthogonality among different UL streams [79]. Therefore, the limitation that each UE cannot be synchronized to more than one BS is the same as in TDD systems. As a result, UL signals coming from UEs outside the cell covered by the serving BS may not arrive within the CP period causing the same problem.
2.3.3 Related Work

The impact of time offset on cooperative MIMO OFDM systems like CoMP is studied in [80]. It was shown that time offsets limit the achievable signal-to-interference-plus-noise-ratio (SINR) in these systems. Also, the limitations that timing requirements in CoMP impose have been investigated in [81] where the authors performed an analysis to find the radius of the cooperation area among 3 cells for a symmetrical mobile configuration scenario. Using system level simulations, the authors in [24] showed that the timing synchronization problem in JP UL is more severe than JT DL. As for the compensation methods that aim to mitigate or reduce the effect of this problem, many methods have been proposed to solve the problem in the DL path [26, 82–84]. These methods cannot be applied directly to the UL path, since in the DL case, the BSs can cooperate and/or coordinate (e.g., using joint precoding or space-time coding (STC)) to compensate for the delays in the transmission side (BSs). The same principle does not apply to the UEs in the UL, so there is a need for novel processing methods to solve the timing synchronization problem in UL OFDM CoMP systems. A low-complexity method is proposed in [85] to mitigate the asynchronous interference in DL. The same technique can be used for UL systems but for small propagation delays.

Relatively few methods have been proposed in the open literature to solve the timing synchronization problem in UL OFDM CoMP systems. In [86], the authors outlined a method for suppressing the asynchronous interference in single carrier systems by overlapping the received FFT blocks. In [87], the authors offered another method but for
multi-carrier systems, using an iterative receiver with soft processing, to reduce the effect of asynchronous interference. Both works [86,87] assumed perfect knowledge of delays and CSI. In fact, the estimation of these parameters in CoMP systems is not an easy task. In addition, imperfect knowledge of these parameters can cause significant performance degradation [21].
Chapter 3

OFDM Systems with Integer Time and Frequency Offsets in AWGN and Flat Fading Channels

3.1 Effect of the Integer Time and Frequency Offsets for Transmission over AWGN and Rayleigh Flat Fading Channels

Consider an OFDM system with $N$ subcarriers and $N_{CP}$ samples of cyclic prefix. Let $x_m(n), -N_{CP} \leq n \leq N - 1$ denote the $n$-th sample of the transmitted OFDM symbol $m$. Assuming that the integer time offset equals $\theta$ samples and the normalized frequency offset (normalized to the subcarrier spacing) equals $\epsilon$, two cases are considered. The first one, as shown in Fig. 3.1, is when the time offset is to the right. The received symbol in this case consists of the samples (assuming $\epsilon = 0$) $[x_m(\theta), x_m(\theta + 1), ..., x_m(N - 1), x_{m+1}(-N_{CP}), x_{m+1}(-N_{CP} + 1), ..., x_{m+1}(-N_{CP} + \theta - 1)]$. Therefore, this case can be considered as the positive time offset case as indicated in [58] and [59]. The second case is when the time offset is to the left of the OFDM symbol (negative time offset), which implies that the interference is from the preceding OFDM symbol and the received symbol’s samples (assuming $\epsilon = 0$) are $[x_{m-1}(N - \theta - N_{CP}), x_{m-1}(N - \theta - N_{CP} + 1), ..., x_{m-1}(N - 1), x_m(-N_{CP}), x_m(-N_{CP} + 1), ..., x_m(0), x_m(1), ..., x_m(N + \theta - 1)]$. In this case, the CP helps in reducing the degradation effect of the time offset.
Figure 3.1: (a) Time offset to the right ($\theta > 0$); (b) time offset to the left ($\theta < 0$).

### 3.1.1 Positive Integer Time Offset ($\theta > 0$)

The received signal in the frequency domain after removing the CP is given by

$$
R_m(K) = \sum_{n=0}^{N-\theta-1} x_m(n + \theta) e^{j2\pi(e-K)n/N} + \sum_{n=N-\theta}^{N-1} x_{m+1}(n - N - N_{CP} + \theta) e^{j2\pi(e-K)n/N} + W_m(K)
$$

$$
= \sum_{n=0}^{N-1} x_m(n + \theta) \gamma_{1P}(n) e^{j2\pi(e-K)n/N} + \sum_{n=N-\theta}^{N-1} x_{m+1}(n - N - N_{CP} + \theta) \gamma_{2P}(n) e^{j2\pi(e-K)n/N} + W_m(K)
$$

$$
= \frac{1}{N}((X_m(K)e^{j2\pi K\theta/N} \otimes \Gamma_{1P}(K)) + \frac{1}{N}((X_{m+1}(K)e^{j2\pi K(-N_{CP}+\theta)/N} \otimes \Gamma_{2P}(K)) + W_m(K)
$$

$$
= \frac{1}{N} \sum_{u=0}^{N-1} X_m((K - u)N) e^{j2\pi(K-u)\theta/N} \Gamma_{1P}(u) + \frac{1}{N} \sum_{u=0}^{N-1} X_{m+1}((K - u)N) e^{j2\pi(K-u)(-N_{CP}+\theta)/N} \Gamma_{2P}(u) + W_m(K),
$$

(3.1)

where $\otimes$ denotes the circular convolution operation. $X_m(K)$ and $X_{m+1}(K)$ are the samples of the DFTs of $x_m(n)$ and $x_{m+1}(n)$, respectively, $W_m(K)$ is $K$-th sample of the DFT of $w_m(n)$ which is the AWGN samples overlapping with OFDM symbol $m$ with zero mean and variance $\sigma^2$, and $\gamma_{1P}(n)$ and $\gamma_{2P}(n)$ are two rectangular windows defined as follows:

$$
\gamma_{1P}(n) = \begin{cases} 
1, & 0 \leq n \leq N - \theta - 1 \\
0, & \text{otherwise}
\end{cases}, \quad \text{and} \quad \gamma_{2P}(n) = \begin{cases} 
1, & N - \theta \leq n \leq N - 1 \\
0, & \text{otherwise}
\end{cases}
$$
\( \Gamma_1P(u) \) and \( \Gamma_2P(u) \) are the samples of the DFTs of \( \gamma_1P(n) \cdot e^{j2\pi n \frac{K\theta}{N}} \) and \( \gamma_2P(n) \cdot e^{j2\pi n \frac{K\theta}{N}} \) as computed in (3.2) and (3.3).

\[
\Gamma_1P(u) = \begin{cases} 
N - \theta, \\
\frac{1}{(1-\epsilon e^{j2\pi u(N-\theta)/N})}, \\
\frac{1}{(1-\epsilon e^{j2\pi u(N-\theta)/N})},
\end{cases} u = \epsilon, \\
\frac{1}{1-N}, u \neq \epsilon
\] (3.2)

\[
\Gamma_2P(u) = \begin{cases} 
\theta, \\
\frac{e^{-j2\pi u(N-\theta)/N}}{(1-e^{j2\pi u(N-\theta)/N})}, \epsilon, \quad e^{j2\pi u(N-\theta)/N}, u \neq \epsilon
\end{cases}
\] (3.3)

Finally, separating the desired signal from the ICI component results in (3.4):

\[
R_m(K) = \frac{\Gamma_1P(0)}{N} X_m(K) e^{j2\pi K\theta} + \frac{1}{N} \sum_{u=1}^{N-1} X_m((K-u)N) e^{j2\pi (K-u)} \cdot \Gamma_1P(u)
\]

\[
+ \frac{1}{N} \sum_{u=0}^{N-1} X_{m+1}((K-u)N) e^{j2\pi (K-u)\frac{\theta-NCP}{N}} \cdot \Gamma_2P(u) + W_m(K)
\] (3.4)

### 3.1.2 Negative Integer Time Offset \((\theta \leq 0)\)

The same analysis can be applied by replacing \( \theta \) with \( \theta_\text{CP} = \max(-\theta - NCP, 0) \). Therefore, the received signal in the frequency domain after removing the CP is given by

\[
R_m(K) = \sum_{n=0}^{\theta_\text{CP}-1} x_{m-1}(n + N - \theta_\text{CP}) e^{j2\pi (N-\theta_\text{CP}) n/N} + \sum_{n=\theta_\text{CP}}^{N-1} x_m(n - NCP - \theta_\text{CP}) e^{j2\pi (N-\theta_\text{CP}) n/N}
\]

\[
+ W_m(K)
\]

\[
= \sum_{n=0}^{N-1} x_{m-1}(n + N + \theta + NCP) \gamma_{2N}(n) e^{j2\pi (N-\theta_\text{CP}) n/N} + \sum_{n=\theta_\text{CP}}^{N-1} x_m(n + \theta) \gamma_{1N}(n) e^{j2\pi (N-\theta_\text{CP}) n/N}
\]

\[
+ W_m(K)
\]

\[
= \frac{1}{N} \left( (X_{m-1}(K) e^{j2\pi (N-\theta_\text{CP}) K/N}) \otimes \Gamma_{2N}(K) \right) + \frac{1}{N} \left( (X_m(K) e^{j2\pi \theta K/N}) \otimes \Gamma_{1N}(K) \right) + W_m(K)
\]

\[
= \frac{1}{N} \sum_{u=0}^{N-1} X_{m-1}((K-u)N) e^{j2\pi (N-\theta_\text{CP}) (K-u)/N} \Gamma_{2N}(u) + \frac{1}{N} \sum_{u=0}^{N-1} X_m((K-u)N) e^{j2\pi \theta (K-u)/N} \Gamma_{1N}(u)
\]

\[
+ W_m(K),
\] (3.5)
where

$$
\gamma_{1N}(n) = \begin{cases} 
1, & \theta_{CP} \leq n \leq N - 1 \\
0, & \text{otherwise}
\end{cases}, \quad \text{and} \quad
\gamma_{2N}(n) = \begin{cases} 
1, & 0 \leq n \leq \theta_{CP} - 1 \\
0, & \text{otherwise}
\end{cases}.
$$

\( \Gamma_{1N}(u) \) and \( \Gamma_{2N}(u) \) are the samples of the DFTs of \( \gamma_{1N}(n) \cdot e^{j\frac{2\pi n}{N}} \) and \( \gamma_{2N}(n) \cdot e^{j\frac{2\pi n}{N}} \) as computed in (3.6) and (3.7), respectively.

\( \Gamma_{1N}(u) = \begin{cases} 
\frac{N - \theta_{CP}}{1 - e^{j2\pi(\theta_{CP}/N)}}, & u = \epsilon \\
\frac{e^{j2\pi(\theta_{CP}/N)}}{(1 - e^{j2\pi(\theta_{CP}/N)})}, & u \neq \epsilon
\end{cases} \) \hspace{1cm} (3.6)

\( \Gamma_{2N}(u) = \begin{cases} 
\frac{\theta_{CP}}{1 - e^{j2\pi(\theta_{CP}/N)}}, & u = \epsilon \\
\frac{e^{j2\pi(\theta_{CP}/N)}}{(1 - e^{j2\pi(\theta_{CP}/N)})}, & u \neq \epsilon
\end{cases} \) \hspace{1cm} (3.7)

Separating the desired signal from the ICI component results in (3.8):

\[
R_m(K) = \frac{\Gamma_{1N}(0)}{N} X_m(K) e^{j\frac{2\pi K \theta}{N}} + \frac{1}{N} \sum_{u=1}^{N-1} X_m((K - u)_N) e^{j\frac{2\pi \theta (K - u)}{N}} \cdot \Gamma_{1N}(u) \\
+ \frac{1}{N} \sum_{u=0}^{N-1} X_{m-1}((K - u)_N) e^{j\frac{2\pi \theta (N_{CP} + (K - u))}{N}} \cdot \Gamma_{2N}(u) + W_m(K).
\]

Both (3.4) and (3.8) can be put in the form

\[
R_m(K) = \lambda C_K(0) X_m(K) + \lambda \sum_{u=1}^{N-1} C_K(u) X_m((K - u)_N) \\
+ \lambda \sum_{u=0}^{N-1} G_K(u) X_{m\pm 1}((K - u)_N) + W_m(K),
\]

where \( \lambda \) is deterministic and equals 1 in the case of AWGN. In the case of flat fading, \( \lambda \) is a complex Gaussian random variable with zero mean and variance \( \sigma_R^2 = 0.5 \) per dimension and its magnitude has the density \( f(|\lambda|) = \frac{|\lambda|}{2\sigma_R^2} e^{-|\lambda|^2/2\sigma_R^2} \). Note that the first term in (3.9) is the desired signal multiplied by an attenuation factor, the second term is the ICI, and the third term is the IBI. Also note that in (3.8) when the time offset is less than or equal to the CP length \( \theta_{CP} = 0 \), there is no IBI and the ICI is due to the CFO only.
3.2 BER/SER of OFDM with Integer Time and Frequency Offsets in AWGN and Rayleigh Flat Fading Channels

In this section, we derive exact closed-form expressions for the BER/SER of OFDM systems with integer time and frequency offsets for the case of BPSK, QPSK and 16-QAM modulations and for both AWGN and Rayleigh flat fading channels.

3.2.1 BPSK Modulation

AWGN Channel

In order to derive the exact BER expressions for OFDM systems with integer time and frequency offsets, we follow procedure similar to the ones adopted in [33] and [64] for OFDM systems with frequency offset. Assuming BPSK modulation, i.e., $X_m(K) \in \{ -1, 1 \}$, without loss of generality, we will assume that the transmitted symbol on the desired subcarrier $K$ is equal to 1 ($X_m(K) = 1$). It is also assumed that the phase shift that is multiplied by the desired subcarrier in (3.4) and (3.8) is compensated for. This can be justified by the fact that, in OFDM systems, this phase shift is compensated for automatically by channel equalization, which cannot differentiate between phase shifts introduced by the channel and those caused by time and frequency offsets [60]. Based on these assumptions, the received signal in subcarrier $K$ can be expressed as shown in (3.10) and (3.11).

For $\theta > 0$:

$$R_m(K) = \frac{P_1(0)}{N} + \frac{1}{N} \sum_{u=1}^{N-1} X_m((K-u)N)e^{-i2\pi u \theta N/N} \cdot \Gamma_1 P(u)$$

$$+ \frac{1}{N} \sum_{u=0}^{N-1} X_{m+1}((K-u)N)e^{-i2\pi u (NCPK+(\theta-NCP)u)/N} \cdot \Gamma_2 P(u) + W_m(K). \quad (3.10)$$

For $\theta \leq 0$:

$$R_m(K) = \frac{P_1(N)}{N} + \frac{1}{N} \sum_{u=1}^{N-1} X_m((K-u)N)e^{-i2\pi u \theta N/N} \cdot \Gamma_1 N(u)$$

$$+ \frac{1}{N} \sum_{u=0}^{N-1} X_{m-1}((K-u)N)e^{i2\pi u (NCPK-(\theta+NCP)u)/N} \cdot \Gamma_2 N(u) + W_m(K). \quad (3.11)$$
Since $X_m(K), X_{m+1}(K)$ in (3.10) and $X_m(K), X_{m-1}(K)$ in (3.11) (where $K = 0, 1, ..., N-1$) are independent random variables and $R_m(K)$ is a summation of these random variables with weighting factors, the characteristic function (CHF) of $R_m(K)$ will be the product of their individual CHFs. Moreover, since the modulation scheme is BPSK, it is sufficient to consider only the real part of $R_m(K)$; then the CHF is given by [64]

$$\varphi_{R_m(K)}(\omega) = e^{j\omega \Re(S_K(0)) - \omega^2 \sigma^2 / 2} \cdot \prod_{l=1}^{M} \cos(\omega \Re(S_K(l))),$$  \hspace{1cm} (3.12)

where $\varphi_{R_m(K)}(\omega)$ is the CHF of the real part of $R_m(K)$, $M = 2N - 1$ and

$$S_K(l) = \begin{cases} C_K(l) & 0 \leq l \leq N - 1 \\ G_K(l - N) & N \leq l \leq M. \end{cases}$$  \hspace{1cm} (3.13)

For $\theta > 0$:

$$C_K(u) = \frac{1}{N} \cdot e^{-\frac{j2\pi \theta}{N}} \cdot \Gamma_1 P(u), \hspace{0.5cm} 0 \leq u \leq N - 1,$$

$$G_K(u) = \frac{1}{N} \cdot e^{-\frac{j2\pi (NCPK + (\theta - NCP)u)}{N}} \cdot \Gamma_2 P(u), \hspace{0.5cm} 0 \leq u \leq N - 1. \hspace{1cm} (3.14)$$

For $\theta \leq 0$:

$$C_K(u) = \frac{1}{N} \cdot e^{-\frac{j2\pi \theta}{N}} \cdot \Gamma_1 N(u), \hspace{0.5cm} 0 \leq u \leq N - 1,$$

$$G_K(u) = \frac{1}{N} \cdot e^{\frac{j2\pi (NCPK - (\theta + NCP)u)}{N}} \cdot \Gamma_2 N(u), \hspace{0.5cm} 0 \leq u \leq N - 1. \hspace{1cm} (3.15)$$

The product of cosines in (3.12) can be rewritten as a sum of cosines by applying the standard product-to-sum trigonometric identity recursively [33]. Then (3.12) can be expressed as

$$\varphi_{R_m(K)}(\omega) = \frac{1}{2^M} \sum_{i=1}^{2^M-1} (e^{j\omega \alpha_{i,K} - \omega^2 \sigma^2 / 2} + e^{j\omega \beta_{i,K} - \omega^2 \sigma^2 / 2}),$$  \hspace{1cm} (3.16)

where

$$\alpha_{i,K} = \Re(S_K(0) + S_K^T e_i), \hspace{0.5cm} \beta_{i,K} = \Re(S_K(0) - S_K^T e_i),$$  \hspace{1cm} (3.17)

and $S_K$ is the vector $[S_K(1) \hspace{0.1cm} S_K(2) \hspace{0.1cm} S_K(3) ... S_K(M)]^T$. $e_i$ is a vector of length $M$ consisting of the binary representation of the number $(2^M - i)$, where zeros are replaced by -1s.
It can be noted from (3.16) that the CHF of $R_m(K)$ depends on the subcarrier $K$ and is not constant for all subcarriers. Thus, in OFDM systems with integer time offset, the performance of different subcarriers is not identical. This discrepancy in subcarrier performance is due to the existence of the CP. For instance, when the CP length and the CFO equal zero in (3.14) and (3.15), the ICI and the IBI coefficients will be symmetric around the y-axis. On the other hand, when there is CP, this symmetry does not exist and the subcarriers are divided into groups; each group has different performance as will be shown later in the numerical results section.

Noting that (3.16) is a sum of the CHFs of different Gaussian random variables [33] and that evaluating the performance of OFDM systems with integer time offsets requires averaging over the performance of all the subcarriers, the exact BER can be computed as

$$P_e = \frac{1}{N(2^M)} \sum_{K=0}^{N-1} \sum_{i=1}^{2^M-1} \left[ Q\left(\sqrt{2\eta\alpha_{i,K}}\right) + Q\left(\sqrt{2\eta\beta_{i,K}}\right) \right],$$

(3.18)

where $Q(\cdot)$ denotes the Q-function and $\eta = E_b/N_0$ is the SNR assuming unit energy per bit $E_b$ and that the noise power spectral density $\sigma^2$ equals $N_0/2$.

**Rayleigh Flat Fading Channel**

The bit error probability conditioned on the magnitude of the channel gain is given by

$$P_{e|\lambda} = \frac{1}{N(2^M)} \sum_{K=0}^{N-1} \sum_{i=1}^{2^M-1} Q\left(\sqrt{2\eta\alpha_{i,K}|\lambda|}\right) + Q\left(\sqrt{2\eta\beta_{i,K}|\lambda|}\right).$$

(3.19)

Then the probability of error is obtained by integrating the conditional error probability over the fading distribution as follows:

$$P_e = \int_0^{\infty} P_{e|\lambda} f(|\lambda|) d|\lambda|. \quad (3.20)$$

Evaluating this integral using the identity in [88, eq. 2.8.5.9], the probability of error for an OFDM system using BPSK with integer time and frequency offsets in a Rayleigh flat fading channel can be expressed as

$$\tilde{P}_e = \frac{1}{2} - \frac{1}{N2^{M+1}} \sum_{K=0}^{N-1} \sum_{i=1}^{2^M-1} \alpha_{i,K} \sqrt{\frac{2\eta \sigma_R^2}{1 + 2\eta \alpha_{i,K} \sigma_R^2}} + \beta_{i,K} \sqrt{\frac{2\eta \sigma_R^2}{1 + 2\eta \beta_{i,K} \sigma_R^2}}.$$  

(3.21)
3.2.2 QPSK Modulation

**AWGN Channel**

By following the same procedure as in the previous section, and by employing the result obtained in [33] for OFDM systems with frequency offset, the SER for OFDM systems employing QPSK with integer time and frequency offsets for transmission over the AWGN channel can be expressed as

$$P_s = 1 - \frac{1}{N2^{2M}} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{m=1}^{4} Q(-\sqrt{2\eta} \psi_{i_1,i_2,K}[1,m]) \times Q(-\sqrt{2\eta} \psi_{i_1,i_2,K}[2,m]),$$

where

$$\Psi_{i_1,i_2,K} = \begin{pmatrix} \mathbf{C}_1 & \mathbf{C}_2 & \mathbf{C}_3 & \mathbf{C}_4 \\ \mathbf{C}_1 & \mathbf{C}_2 & \mathbf{C}_3 & \mathbf{C}_4 \end{pmatrix},$$

$$\mathbf{A}_K = A_K^0 - D_K^0 + A_K e_{i_1} + D_K e_{i_2},$$

$$\mathbf{B}_K = A_K^0 - D_K^0 - A_K e_{i_1} - D_K e_{i_2},$$

$$\mathbf{A}_K^{[1]} = (\Re(S_K(l)) \Im(S_K(l)))^T,$$

$$\mathbf{D}_K^{[1]} = (\Im(S_K(l)) - \Re(S_K(l)))^T,$$

$$\mathbf{A}_K = (A_K^1 A_K^2 A_K^3 \cdots A_K^M),$$

$$\mathbf{D}_K = (D_K^1 D_K^2 D_K^3 \cdots D_K^M).$$

**Rayleigh Flat Fading Channel**

The symbol error probability conditioned on the magnitude of the channel gain is given by

$$P_s|\lambda =$$

$$1 - \frac{1}{N2^{2M}} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{m=1}^{4} Q(-\sqrt{2\eta} \psi_{i_1,i_2,K}[1,m]|\lambda)) \times Q(-\sqrt{2\eta} \psi_{i_1,i_2,K}[2,m]|\lambda)).$$

(3.24)
To evaluate the average SER, the conditional SER in (3.24) needs to be averaged over the Rayleigh fading distribution:

$$\bar{P}_s = \int_0^{\infty} P_s(\lambda) f(\lambda) d\lambda.$$  \hspace{1cm} (3.25)

From (3.24) and (3.25), it is clear that this averaging involves an integral of the form

$$I = \int_0^{\infty} f(r) Q(rA_1) Q(rA_2) dr.$$  \hspace{1cm} (3.26)

which is a common integral for finding the SER in quadrature modulation formats [29]. Closed-form expressions for this integral can be found in [29–31]. The problem in these results is that they are not valid when the arguments $A_1$ and/or $A_2$ in (3.26) are negative, which is the case in OFDM systems with integer time offsets. A new result for this integral is derived in Appendix A [28]. The new result is valid for any polarity of $A_1$ and/or $A_2$ and is shown below:

$$I = \frac{1}{4} + \frac{A_1\sigma_R}{\sqrt{A_1^2\sigma_R^2 + 1}} \left( -\frac{1}{4} + \frac{1}{2\pi} \arctan \left( \frac{A_2\sigma_R}{\sqrt{A_1^2\sigma_R^2 + 1}} \right) \right)$$

$$+ \frac{A_2\sigma_R}{\sqrt{A_2^2\sigma_R^2 + 1}} \left( -\frac{1}{4} + \frac{1}{2\pi} \arctan \left( \frac{A_1\sigma_R}{\sqrt{A_2^2\sigma_R^2 + 1}} \right) \right).$$  \hspace{1cm} (3.27)

By employing this new modified result, the SER for transmission over the Rayleigh flat fading channel can be expressed as

$$\bar{P}_s = \frac{3}{4} - \frac{1}{N^{2M+1}} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{m=1}^{4} \delta_1 \cdot \psi_{i_1,i_2,K}[1,m] \left( \frac{1}{2} + \frac{1}{\pi} \arctan \left( \delta_1 \cdot \psi_{i_1,i_2,K}[2,m] \right) \right)$$

$$+ \delta_2 \cdot \psi_{i_1,i_2,K}[2,m] \left( \frac{1}{2} + \frac{1}{\pi} \arctan \left( \delta_2 \cdot \psi_{i_1,i_2,K}[1,m] \right) \right),$$  \hspace{1cm} (3.28)

where

$$\delta_1 = \sqrt{\frac{2\sigma_R^2\eta}{1 + 2\sigma_R^2\eta \psi_{i_1,i_2,K}[1,m]^2}},$$

and

$$\delta_2 = \sqrt{\frac{2\sigma_R^2\eta}{1 + 2\sigma_R^2\eta \psi_{i_1,i_2,K}[2,m]^2}}.$$
3.2.3 16-QAM Modulation

AWGN Channel

In this modulation scheme, first the total probability of correct decision $P_c$ given that the transmitted symbol belongs to the first quadrant of the complex plane is evaluated. Then the average probability of error is given by $(P_s = 1 - P_c)$. In order to evaluate $P_c$, let us first assume that the transmitted symbol is $(X_m(K) = 1 + j)$, then the conditional probability of correct decision can be expressed as [64]

$$P_{c1}(R_m(K)) + W_m(K) \in D_{s1}|X_m(K) = 1 + j, R_m(K)) = \chi(0, 0) - \chi(0, 2) - \chi(2, 0) + \chi(2, 2),$$

(3.29)

where $R_m(K)$ denotes the noise-free received signal, $D_{s1}$ is a square in the complex plane with vertices $(0, 0)$, $(0, 2)$, $(2, 0)$, and $(2, 2)$ defining the correct decision region when the transmitted symbol equals $(X_m(K) = 1 + j)$, and $\chi(a, b)$ is defined as follows:

$$\chi(a, b) = Q\left(\frac{a - \Re(R_m(K))}{\sigma}\right)Q\left(\frac{b - \Im(R_m(K))}{\sigma}\right).$$

(3.30)

Following the procedure in [75], the two-dimensional probability density function (2D-PDF) of $R_m(K)$ given that the transmitted symbol is $(X_m(K) = 1 + j)$ is given by

$$P\{\Re(R_m(K)), \Im(R_m(K))|X_m(K) = 1 + j\} = \frac{1}{4M} \sum_{i1=1}^{M-1} \sum_{i2=1}^{M-1} \sum_{i3=1}^{M-1} \sum_{i4=1}^{M-1} \sum_{d=1}^{16} \delta\{\Re(R_m(K)) - C_{i1,i2,i3,i4,K}^1[1, d]\} \times \delta\{\Im(R_m(K)) - C_{i1,i2,i3,i4,K}^1[2, d]\},$$

(3.31)

where $[C_{i1,i2,i3,i4,K}^1]_{2 \times 1} = A_K^0 - D_K e_d$ and $\delta(\cdot)$ is the Dirac delta function. $C_K = (A_K e_{i1} 2A_K e_{i2} D_K e_{i3} 2D_K e_{i4})$ and $e_d(d = 1, 2, ..., 2^4)$ is the d-th column of a $4 \times 2^4$ matrix, which is a vector of length 4 consisting of the binary representation of the number $2^4 - d$, where zeros are replaced by -1s. Then the probability of correct decision is given by averaging (3.29) over the distribution in (3.31) as computed in (3.32).

$$P_{c1,av} = \frac{1}{4N \times 24M} \sum_{K=0}^{N-1} \sum_{i1=1}^{2^{M-1}} \sum_{i2=1}^{2^{M-1}} \sum_{i3=1}^{2^{M-1}} \sum_{i4=1}^{2^{M-1}} \sum_{d=1}^{16} \left[ Q\left(-\sqrt{\eta_s/5} C_{i1,i2,i3,i4,K}^1[1, d]\right) \times Q\left(-\sqrt{\eta_s/5} C_{i1,i2,i3,i4,K}^1[2, d]\right) \\
- Q\left(-\sqrt{\eta_s/5} C_{i1,i2,i3,i4,K}^1[1, d]\right) \times Q\left(-\sqrt{\eta_s/5} C_{i1,i2,i3,i4,K}^1[2, d] - 2\right) \\
- Q\left(-\sqrt{\eta_s/5} (C_{i1,i2,i3,i4,K}^1[1, d] - 2)\right) \times Q\left(-\sqrt{\eta_s/5} C_{i1,i2,i3,i4,K}^1[2, d]\right) \\
+ Q\left(-\sqrt{\eta_s/5} (C_{i1,i2,i3,i4,K}^1[1, d] - 2)\right) \times Q\left(-\sqrt{\eta_s/5} (C_{i1,i2,i3,i4,K}^1[2, d] - 2)\right) \right),$$

(3.32)
where \( \tilde{\eta}_s = E_s/N_0 \) is the average energy per symbol to noise spectral density ratio. Similarly, the probability of correct decision for the other three points in the first quadrant can be evaluated given that the conditional probability of error for each of them can be expressed as \[75\]

\[
P_{c2}(R_m(K) + W_m(K) \in D_{s2}|X_m(K) = 1 + 3j, R_m(K)) = \chi(0, 2) - \chi(2, 2),
\]

\[
P_{c3}(R_m(K) + W_m(K) \in D_{s3}|X_m(K) = 3 + j, R_m(K)) = \chi(2, 0) - \chi(2, 2),
\]

\[
P_{c4}(R_m(K) + W_m(K) \in D_{s4}|X_m(K) = 3 + 3j, R_m(K)) = \chi(2, 2).
\] (3.33)

The corresponding 2D-PDFs can take the same form as in (3.31) but with replacing \( C_{i1,2,3,4,K}^1 \) by \( C_{i1,2,3,4,K}^2 = A_K^0 - 3D_K^0 + C_K e_d \), \( C_{i1,2,3,4,K}^3 = 3A_K^0 - D_K^0 + C_K e_d \), and \( C_{i1,2,3,4,K}^4 = 3A_K^0 - 3D_K^0 + C_K e_d \), respectively. Summing the probability of correct decision of the four points results in \( P_c \). Therefore, the SER for OFDM systems employing 16-QAM with integer time and frequency offsets for transmission over the AWGN channel can be expressed as

\[
P_s = 1 - \frac{1}{4N \times 2^4 M} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{i_3=1}^{2^{M-1}} \sum_{i_4=1}^{2^{M-1}} \sum_{d=1}^{16} \]

\[
\{ Q(-\sqrt{\tilde{\eta}_s}/5 C_{i1}^1(0)) \times Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^1(0)) \} - \{ Q(-\sqrt{\tilde{\eta}_s}/5 C_{i1}^1(0)) \times Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^2(2)) \}
\]

\[
- \{ Q(-\sqrt{\tilde{\eta}_s}/5 C_{i1}^2(2)) \times Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^1(0)) \} + \{ Q(-\sqrt{\tilde{\eta}_s}/5 C_{i1}^2(2)) \times Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^2(2)) \}
\]

\[
+ \{ Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^2(2)) \times Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^2(0)) \} - \{ Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^2(2)) \times Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^2(2)) \}
\]

\[
+ \{ Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^1(2)) \times Q(-\sqrt{\tilde{\eta}_s}/5 C_{i2}^2(2)) \},
\] (3.34)

where \( C_i^1(a) \) and \( C_i^2(a) \) denote \( C_{i1,2,3,4,K}^1[1, d] - a \) and \( C_i^2 = C_{i1,2,3,4,K}^2[2, d] - a \), respectively.

**Rayleigh Flat Fading Channel**

Following the same procedure as in the BPSK and QPSK cases, and using (3.27), the SER for OFDM systems employing 16-QAM over the Rayleigh flat fading channel can be
expressed as

\[ \hat{P}_s = \frac{3}{4} - \frac{1}{4N \times 2^{4M+1}} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{i_3=1}^{2^{M-1}} \sum_{i_4=1}^{2^{M-1}} \sum_{d=1}^{16} \]

\[
\left\{ \delta_1^1(0) \cdot C_1^1(0) \cdot g(\delta_1^1(0) \cdot C_2^1(0)) + \delta_2^1(0) \cdot C_2^1(0) \cdot g(\delta_2^1(0) \cdot C_1^1(0)) \right\} \\
- \left\{ \delta_1^1(2) \cdot C_1^1(2) \cdot g(\delta_1^1(2) \cdot C_2^1(0)) + \delta_2^1(2) \cdot C_2^1(0) \cdot g(\delta_2^1(2) \cdot C_1^1(2)) \right\} \\
+ \left\{ \delta_1^3(2) \cdot C_1^3(2) \cdot g(\delta_1^3(2) \cdot C_2^3(0)) + \delta_2^3(2) \cdot C_2^3(0) \cdot g(\delta_2^3(2) \cdot C_1^3(2)) \right\} \\
- \{ \delta_1^3(2) \cdot C_1^3(2) \cdot g(\delta_1^3(2) \cdot C_2^3(0)) + \delta_2^3(2) \cdot C_2^3(0) \cdot g(\delta_2^3(2) \cdot C_1^3(2)) \}
\]

where \( g(x) = \frac{1}{2} + \frac{1}{\pi} \arctan(x) \) and

\[ \delta_1^1(a) = \sqrt{\frac{\sigma_R^2 \bar{\eta}_s/5}{1 + \sigma_R^2 \bar{\eta}_s (C_1^1(a))^2/5}}, \]

and

\[ \delta_2^1(a) = \sqrt{\frac{\sigma_R^2 \bar{\eta}_s/5}{1 + \sigma_R^2 \bar{\eta}_s (C_2^3(a))^2/5}}. \]

### 3.3 Approximate Method for BER/SER Evaluation in AWGN and Rayleigh Flat Fading Channels

As can be seen from (3.18), (3.22), and (3.34) the complexity of evaluating the BER/SER expressions increases exponentially with \( M = 2N - 1 \) in the case of BPSK, with \( 2M \) in the case of QPSK and with \( 4M \) in the case of 16-QAM because of the large number of summations involved in the computation of the BER/SER. Thus, for large FFT sizes, the complexity of the BER/SER evaluation becomes high, and an approximate method is desirable. Our method is based on reducing the number of summations needed to evaluate
the probability of error by truncating the number of the interference coefficients that are used from \( M \) to \( N_a \) (i.e., the coefficients with the most significant contribution are retained, while the remaining coefficients are discarded and replaced by a Gaussian approximation).

For instance, in order to select the coefficients that are for BPSK modulation in AWGN and flat fading channels we sort the coefficients based on their relevance to the computation of the probability of error, which can be inferred from the product in (3.12). Noting that the smaller the real value of the interfering coefficient is, the closer the value of its cosine to one will, and hence the smaller contribution from this coefficient to the product of cosines in (3.12) and in turn the less relevance to the probability of error computation. The rest of the coefficients (the discarded ones) are approximated by a Gaussian random variable with its power is added to the power of the Gaussian noise. The exact same procedure can be used for QPSK and 16-QAM modulation albeit by adjusting the metric used for sorting to conform with the CHF of them.

It is clear that choosing the number of used coefficients \( N_a \) involves a tradeoff between complexity and accuracy of the performance evaluation. The fewer the used coefficients are, the less accurate the results will be. The lower bound corresponds to approximating all the interference by one Gaussian random variable instead of the mixture of Gaussian densities that appears in (3.16). We list the steps of the approximate method to evaluate the BER/SER for any FFT of large size in the following computational algorithm.

**Computational Algorithm:**

- Compute the following function for each of the coefficients \( S_K(l), (l = 1, 2, ..., M) \):
  - For BPSK: \( F_1(l) = \cos(\Re(S_K(l))) \)
  - For QPSK: \( F_1(l) = \cos(\Re(S_K(l)) + \Im(S_K(l))) \times \cos(\Im(S_K(l)) - \Re(S_K(l))) \)
  - For 16-QAM: \( F_1(l) = \cos(\Re(S_K(l)) + \Im(S_K(l))) \times \cos(2(\Re(S_K(l)) + \Im(S_K(l)))) \times \cos(\Im(S_K(l)) - \Re(S_K(l))) \times \cos(2(\Im(S_K(l)) - \Re(S_K(l)))) \).

- Sort the coefficients \( S_K(l) \) in ascending order according to the value of \( F_1(l) \):
  \( S_K(l) \rightarrow \hat{S}_K(l) \), where \( \hat{S}_K(l) \) are the sorted coefficients.

- Determine the number of coefficients that will be used in the evaluation of the BER/SER \( (N_a) \).

- For the discarded coefficients \( \hat{S}_K(l), (l = N_a + 1, N_a + 2, ..., M) \) compute the variance \( (\sigma^2_I = \sum_{N_a+1}^{M} |\hat{S}_K(l)|^2) \).
• Then the BER can be computed from (3.18), (3.21), and (3.34) and the SER from (3.22), (3.28), and (3.35) by replacing \( M \) with \( N_a \), \( S_K(l) \) with \( \hat{S}_K(l) \), \((l = 1, 2, ..., N_a)\) and by replacing \( \sigma^2 \) with \( \sigma^2 + \sigma_f^2 \).

### 3.4 Numerical Results

First, the effect of integer time offset only in the absence of frequency offset is studied. We consider BPSK OFDM with \( N = 16, N_{CP} = 2 \), and for transmission over AWGN channel. The time offset equal to 2 samples to the right. Fig. 3.2 shows the effect of both ICI and IBI on the probability of error. The effect of ICI alone can be obtained theoretically by substituting in (3.13) with the ICI coefficients only \( (G_K = 0) \) and by simulation by setting the value of the interfering symbol samples to zero. The additional degradation caused by IBI can be noted easily.

In Fig. 3.3, the performance of different subcarriers is shown for BPSK OFDM with \( N = 16, N_{CP} = 0 \) and 2 and time offset equal to 4 samples to the right. The transmission is over the AWGN channel. It can be seen that when \( (N_{CP} = 2) \) the subcarriers are divided...
into groups with different performance, as expected. On the other hand, all subcarriers have the same performance when there is no CP ($N_{CP} = 0$).

Next, we examine the performance when the time offset is negative (to the left) in AWGN channel. Generally, it can be seen that in the negative time offsets, the CP alleviate the degradation in the performance. Fig. 3.4 shows the performance when the time offset is equal to the CP length. In this case, there is neither ICI nor IBI, and the performance (with phase shift compensation) is the same as there is no time offset. The degradation in performance starts when the time offset exceeds the CP length as can be seen from the figure.

In Fig. 3.5, the performance when the time offset is negative and equal 3 samples to the left, with normalized frequency offset equal 0.1. Also, the performance for transmission over flat fading channel ($L = 1$) is investigated. Moreover, we show performance results when Gaussian approximation (GA) similar to the one adopted in [69] is used to compute the probability of error. The probability of error using GA can be computed by $P_{e,GA} = Q(\sqrt{2\eta_{GA}})$ [69] where $\eta_{GA}$ is the signal-to-interference-plus-noise-ratio assuming that the interference terms can be approximated by one Gaussian random variable with its power added to the noise power. First, it can be seen that the results from our derived expressions agree with the simulations ones. On the other hand, the GA results are similar to the
simulation results in the low SNRs but start to deviate at high SNRs. These remarks are similar to the ones in [74] which showed that the GA is not accurate at high SNRs.

Fig. 3.6 shows the approximate SER for QPSK and 16-QAM OFDM when $N = 256$ for AWGN and flat fading channels when the time offset equals one sample to the right. The results are obtained using the proposed method for approximating the performance with a smaller number of coefficients ($N_a = 7$ for QPSK and $N_a = 4$ for 16-QAM). It can be seen that if the time offset is larger than zero, even if it is less than the CP length, there is degradation in performance compared to the case when there is no time offset. It can also be seen that the results from the proposed method approximated very well the simulation results.

Finally, we investigate the performance of OFDM systems with CFO only. This can be done by setting the value of the integer time offset in the derived expressions to zero. Fig. 3.7 shows the performance of QPSK OFDM systems for transmission over flat fading channel ($L = 1$). When the frequency offset is small $\epsilon = 0.01, 0.1$, our results coincide with the results from the expression in [33] and the simulation results. On the other hand, in high frequency offsets $\epsilon = 0.15, 0.2$, it is clear that our analytical results are similar to the simulation results, while the results obtained from the expression in [33] are not. Lastly,
Figure 3.5: BER performance of BPSK OFDM with frequency and negative integer time offsets.

Figure 3.6: Approximate SER performance of QPSK and 16-QAM OFDM for AWGN and flat fading channels when time offset is positive.

Fig. 3.8 shows the SER of 16-QAM OFDM systems with CFO only. The performance is investigated for transmission over Rayleigh flat fading channel since no exact closed-form expressions can be found in the open literature for this case. It can be seen that the analytical and simulation results are matching.
Figure 3.7: SER performance of QPSK OFDM with frequency offset only in Rayleigh flat fading channel.

Figure 3.8: SER performance of 16-QAM OFDM with frequency offset only in Rayleigh flat fading channel.
Chapter 4

OFDM Systems with Integer Time and Frequency Offsets in Frequency-Selective Fading Channels

4.1 Effect of the Integer Time and Frequency Offsets for Transmission over Frequency-Selective Rayleigh Fading Channels

In this section, we assume a slow fading quasi-static channel where the channel coherence time is larger than the duration of the OFDM symbol. The channel is modeled by a tapped delay line where the gains of its taps \( h(l), l = 0, 1, 2, ..., L - 1 \), are complex Gaussian random variables with zero mean and uniform power delay profile with \( \sigma^2_h(l) = 2\sigma^2_{R(l)} \), where \( \sigma^2_{R(l)} \) is the variance per dimension and \( \tau = L - 1 \) is the maximum delay spread. Therefore, the received signal in the time domain is given by

\[
r(n) = \sum_m \sum_{l=0}^{L-1} h(l)x_m(n - l - mN_T) + w(n),
\]

(4.1)

where \( N_T = N + N_{CP} \) is the OFDM symbol size and \( w(n) \) are the AWGN samples. Then the received signal is divided into blocks \( y_m \) of size \( N_T \) corresponding to the the transmitted symbols \( x_m \). In case of the frequency-selective fading channels and for OFDM systems with integer time offset that is larger than the CP length, the successive symbols
are mixed together resulting in ISI. In order to evaluate the performance for transmission over these channels using the CHF and following the same procedure as in the AWGN case, the received signal in the frequency domain should be put in the form of (4.2) where the contribution from the desired OFDM symbol to the ISI should be separated from the contribution from the interfering (previous or next) OFDM symbol.

\[ R_m(K) = (H_{\text{des}} \lambda)^T X_m + (H_{\text{int}} \lambda)^T X_{m \pm 1} + W_m(K), \]  

(4.2)

where \( X_m = (X_m(0) \ X_m(1) \ ... \ X_m(N - 1))^T \) and the two vectors \((X_m \text{ and } X_{m \pm 1})\) are statistically independent. \( \lambda \) is the CFR and equals \( F_L h \) where \( h = (h(0) \ h(1) \ ... \ h(L - 1))^T \) and \( F_L \) are the first \( L \) columns of the unitary FFT matrix given by \( F_L(K,n) = \exp \{ -j2\pi Kn/N \} \), \( K, n = 0,1,...,N - 1 \). \( H_{\text{des}} \) and \( H_{\text{int}} \) are two matrices which include the interference coefficients that depend on the desired OFDM symbol and on the interfering (previous or next) OFDM symbol, respectively. In the rest of this section we will characterize the received signal in the frequency domain for OFDM systems with both positive and negative integer time offsets in a form similar to the one in (4.2).

### 4.1.1 Positive Integer Time Offset \((\theta > 0)\)

When the time offset is to the right, the received signal on subcarrier \( K \) in OFDM symbol \( m \) in the frequency domain is given by

\[ R_m(K) = \sum_{n=0}^{N-\theta-1} y_m(n + \theta) e^{j2\pi(K-n)\theta/N} + \sum_{n=N-\theta}^{N-1} y_{m+1}(n - N - N_{CP} + \theta)e^{j2\pi(K-n)\theta/N} + W_m(K). \]  

(4.3)

Due to ISI, the first \( \tau = L - 1 \) samples (maximum delay spread) of \( y_{m+1} \) are corrupted and are given by

\[ z(n) = z_s(n) + z_p(n) = t_m(n + N + N_{CP}) + t_{m+1}(n), \quad 0 \leq n < \tau \]  

(4.4)

where

\[ t_m(n) = \sum_{l=0}^{\tau} h(n - l)x_m(n). \]  

(4.5)
$z_s(n)$ is the contribution to the ISI from the desired OFDM symbol $x_m(n)$ and $z_p(n)$ is the contribution from the next OFDM symbol $x_{m+1}(n)$. Therefore, the received signal in (4.3) can be expressed as

$$R_m(K) = \sum_{n=0}^{N-\theta-1} y_m(n + \theta) e^{\frac{j2\pi(\epsilon-K)n}{N}} + \sum_{n=N-\theta}^{N-\theta+\theta_p-1} z(n - N + \theta) e^{\frac{j2\pi(\epsilon-K)n}{N}}$$

$$+ \sum_{n=N-\theta+\theta_p}^{N-1} y_{m+1}(n - N - N_{CP} + \theta) e^{\frac{j2\pi(\epsilon-K)n}{N}} + W_m(K),$$

$$= I_1(K) + I_2(K) + I_3(K) + W_m(K), \tag{4.6}$$

where $\theta_{\tau_p} = \min(\theta, \tau)$ with the assumption that $(\tau < \theta + N_{CP} - 1)$. With some straightforward mathematical manipulations, it can be shown that $I_1(K)$ and $I_3(K)$ can be expressed as follows:

$$I_1(K) = \sum_{n=0}^{N-\theta-1} y_m(n + \theta) e^{\frac{j2\pi(\epsilon-K)n}{N}}$$

$$= \frac{1}{N} \sum_{u=0}^{N-1} X_m(u)\lambda(u) e^{\frac{j2\pi\theta u}{N}} \cdot \Gamma_1P((K - u)N), \tag{4.7}$$

and

$$I_3(K) = \sum_{n=N-\theta+\theta_p}^{N-1} y_{m+1}(n - N - N_{CP} + \theta) e^{\frac{j2\pi(\epsilon-K)n}{N}}$$

$$= \frac{1}{N} \sum_{u=0}^{N-1} X_{m+1}(u)\lambda(u) e^{\frac{j2\pi(\theta-N_{CP})u}{N}} \cdot \Gamma_2P_f((K - u)N) \tag{4.8}$$

where $\lambda(u)$ is the $u$-th element of the vector $\lambda$. Also, $\Gamma_1P(u)$ as defined in (3.2) and

$$\Gamma_2P_f(u) = \left\{ \begin{array}{ll} \theta - \theta_{\tau_p}, & u = \epsilon \\ \frac{e^{-j2\pi(\epsilon-u)(\theta-\theta_{\tau_p})/N} - 1}{(1-e^{-j2\pi(\epsilon-u)/N})}, & u \neq \epsilon \end{array} \right. \tag{4.9}$$

Finally, the ISI effect in the frequency domain can be obtained as

$$I_2(K) = I_s(K) + I_p(K), \tag{4.10}$$
where

\[
I_s(K) = \sum_{n=N-\theta}^{N-\theta+\theta_p-1} z_s(n - N + \theta) e^{\frac{j2\pi(s-K)n}{N}}
\]

\[
= e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \sum_{n=0}^{N-1} z_s(n) \gamma_{Ptr}(n) e^{\frac{j2\pi(s-K)n}{N}}
\]

\[
= \frac{1}{N} e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \left[ (\lambda(K) \sum_{n=0}^{N-1} x_m(n) \gamma_s(n) e^{-\frac{j2\pi K n}{N}} \right) \otimes \Gamma_{Ptr}(K) \right]
\]

\[
= \frac{1}{N^2} e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \left[ (\lambda(K)(X_m(K) \otimes \Gamma_s(K))) \otimes \Gamma_{Ptr}(K) \right]
\]

\[
= \frac{1}{N^2} e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \left[ \sum_{u_1=0}^{N-1} \sum_{u_2=0}^{N-1} \Gamma_{Ptr}((K-u_1))_N \lambda(u_1) \sum_{u_2=0}^{N-1} \Gamma_s((u_1-u_2))_N X_m(u_2) \right], \quad (4.11)
\]

and

\[
I_p(K) = \sum_{n=N-\theta}^{N-\theta+\theta_p-1} z_p(n - N + \theta) e^{\frac{j2\pi(s-K)n}{N}}
\]

\[
= e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \sum_{n=0}^{N-1} z_p(n) \gamma_{Ptr}(n) e^{\frac{j2\pi(s-K)n}{N}}
\]

\[
= \frac{1}{N} e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \left[ (\lambda(K) \sum_{n=0}^{N-1} x_{m+1}(n - N_{CP}) \gamma_p(n) e^{-\frac{j2\pi K n}{N}} \right) \otimes \Gamma_{Ptr}(K) \right]
\]

\[
= \frac{1}{N^2} e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \left[ (\lambda(K)(X_{m+1}(K) e^{-\frac{j2\pi K N_{CP}}{N}} \otimes \Gamma_p(K))) \otimes \Gamma_{Ptr}(K) \right]
\]

\[
= \frac{1}{N^2} e^{\frac{j2\pi(s-K)(N-\theta)}{N}} \cdot \left[ \sum_{u_1=0}^{N-1} \sum_{u_2=0}^{N-1} \Gamma_{Ptr}((K-u_1))_N \lambda(u_1) \sum_{u_2=0}^{N-1} \Gamma_p((u_1-u_2))_N X_{m+1}(u_2) e^{-\frac{j2\pi u_2 N_{CP}}{N}} \right]. \quad (4.12)
\]

\(\gamma_s(n), \gamma_p(n),\) and \(\gamma_{Ptr}(n)\) are three rectangular windows defined as follows:

\[
\gamma_s(n) = \begin{cases} 
1, & N - \tau \leq n \leq N - 1 \\
0, & \text{otherwise}
\end{cases}
\]

\[
\gamma_p(n) = \begin{cases} 
1, & 0 \leq n \leq \tau - 1 \\
0, & \text{otherwise}
\end{cases}
\]

\[
\gamma_{Ptr}(n) = \begin{cases} 
1, & 0 \leq n \leq \theta_{tp} - 1 \\
0, & \text{otherwise}
\end{cases}
\]

46
\( \Gamma_s(u) \) and \( \Gamma_p(u) \) are the samples of the DFTs of \( \gamma_s(n) \) and \( \gamma_p(n) \) as computed in (4.13) and (4.14), respectively, and \( \Gamma_{ptr}(u) \) are the samples of the DFT of \( \gamma_{ptr}(n) \cdot e^{j2\pi \epsilon n/N} \) as computed in (4.15).

\[
\Gamma_s(u) = \begin{cases} 
\tau, & u = 0 \\
\frac{\left(e^{j2\pi u r/N}\right) - 1}{1 - e^{-j2\pi u/N}}, & u \neq 0 
\end{cases}, 
\tag{4.13}
\]

\[
\Gamma_p(u) = \Gamma_s(u) e^{-j2\pi u r/N}, 
\tag{4.14}
\]

\[
\Gamma_{ptr}(u) = \begin{cases} 
\theta_{r p}, & u = \epsilon \\
\frac{\left(1 - e^{j2\pi (\epsilon u)\theta_{r p}/N}\right)}{1 - e^{j2\pi (\epsilon u)/N}}, & u \neq \epsilon 
\end{cases}. 
\tag{4.15}
\]

Combining (4.7), (4.8), (4.11), and (4.12) and putting the equations in a matrix form, the received signal on subcarrier \( K \) can be expressed as

\[
R_m(K) = C_{P,K}(\lambda \circ X_m) + Z_{P,K}(\lambda \circ (T_s X_m)) + B_{P,K}(\lambda \circ (T_p X_{m+1})) + Z_m(K), 
\tag{4.16}
\]

where \( \circ \) denotes the Hadamard product. \( C_{P,K}, B_{P,K}, \) and \( Z_{P,K} \) are the \( K \)-th rows of the matrices \( C_P, B_P, \) and \( Z_P, \) respectively, which are defined in (4.17). Also, \( T_s \) and \( T_p \) are defined in (4.17).

\[
[C_P]_{K,u} = \frac{1}{N} \Gamma_{1p}((K - u)N) e^{j2\pi u N}, 
\]

\[
[B_P]_{K,u} = \frac{1}{N} \Gamma_{2p}((K - u)N) e^{j2\pi (\theta_{r p} - N C_P) u / N}, 
\]

\[
[Z_P]_{K,u_1} = \frac{1}{N^2} \Gamma_{ptr}((K - u_1)N) e^{j2\pi (\epsilon - K)(N - \theta) /N}, 
\]

\[
[T_p]_{u_1,u_2} = \frac{1}{N} \Gamma_p((u_1 - u_2)N) e^{-j2\pi N C_p u_2 / N}, \text{ and} 
\]

\[
[T_s]_{u_1,u_2} = \frac{1}{N} \Gamma_s((u_1 - u_2)N). 
\tag{4.17}
\]

Finally, by rearranging the terms in (4.16), the received signal on subcarrier \( K \) can be expressed as

\[
R_m(K) = (H_{des} \lambda)^T X_m + (H_{int} \lambda)^T X_{m+1} + W_m(K), 
\tag{4.18}
\]
where

\[ H_{\text{des}} = H_{\text{ICI},K} + H_{\text{ISI},K}, \]
\[ H_{\text{int}} = H_{\text{IBI},K} + H_{\text{ISI},K}, \]  \hspace{1cm} (4.19)

and \( H_{\text{ICI},K} = \text{diag}(C_{P,K}), \) \( H_{\text{IBI},K} = \text{diag}(B_{P,K}), \) \( H_{\text{ISI},K} = (Z_{P,K}^T J_N)^T \circ T_{s}^T, \) and \( H_{\text{ISI},p,K} = (Z_{P,K}^T J_N)^T \circ T_{p}^T, \) where \( J_N \) is a row vector of all ones of size \( N. \)

### 4.1.2 Negative Integer Time Offset (\( \theta \leq 0 \))

When the time offset is to the left, the received signal on subcarrier \( K \) in OFDM symbol \( m \) in the frequency domain is given by

\[
R_m(K) = \sum_{n=0}^{\theta_{CP}-1} y_{m-1}(n + N - \theta_{CP})e^{j2\pi(n-K)N} + \sum_{n=\theta_{CP}}^{\theta_{CP}+\theta_{rn}-1} z(n - \theta_{CP})e^{j2\pi(n-K)N} + W_m(K),
\]  \hspace{1cm} (4.20)

where \( \theta_{rn} = L - 1 + \theta_{CP,n} \) and \( \theta_{CP,n} = \min(-\theta - N_{CP}, 0). \) Again, \( z(n) \) are the ISI samples that can be decomposed into two parts,

\[
z(n) = z_s(n) + z_p(n) = t_{m-1}(n + N + N_{CP}) + t_m(n), \hspace{1cm} 0 \leq n < \tau \]  \hspace{1cm} (4.21)

where \( z_s(n) \) is the contribution from the previous OFDM symbol to the ISI, \( z_p(n) \) is the contribution from the desired OFDM symbol and \( t_m \) is as defined in (4.5).

Following the same procedure as in the previous section, the received signal on subcarrier \( K \) can be expressed as

\[
R_m(K) = (H_{\text{des}} \lambda)^T X_m + (H_{\text{int}} \lambda)^T X_{m-1} + W_m(K),
\]  \hspace{1cm} (4.22)

where

\[ H_{\text{des}} = H_{\text{ICI},K} + H_{\text{ISI},p,K} \]
\[ H_{\text{int}} = H_{\text{IBI},K} + H_{\text{ISI},p,K}, \]  \hspace{1cm} (4.23)
\( H_{ICL,K} = \text{diag}(C_{N,K}) \), \( H_{IBI,K} = \text{diag}(B_{N,K}) \), \( H_{ISI_s,K} = (Z_{N,K} J_N)^T \circ T_s^T \), and \( H_{ISI_p,K} = (Z_{N,K} J_N)^T \circ T_p^T \), where \( T_s \), \( T_p \) are defined in (4.17). \( C_{N,K}, B_{N,K}, \) and \( Z_{N,K} \) are the \( K \)-th rows of the matrices \( C_N, B_N, \) and \( Z_N \), respectively, which are given by

\[
[C_{N}]_{K,u} = \frac{1}{N} \Gamma_{1Nf}((K - u)N)e^{j2\pi u/N},
\]
\[
[B_{N}]_{K,u} = \frac{1}{N} \Gamma_{2N}((K - u)N)e^{j2\pi (\theta + NC_P)u/N}, \text{ and}
\]
\[
[Z_{N}]_{K,u_1} = \frac{1}{N^2} \Gamma_{ntf}((K - u_1)N)e^{j2\pi (\epsilon-K)(\theta_{CP}+\theta_{CPm})K/N},
\]

(4.24)

where

\[
\Gamma_{1Nf}(u) = \begin{cases} 
N - (\theta_{CP} + \theta_{Tn}), & u = \epsilon \\
(1-e^{2\pi(\epsilon-u)(N-(\theta_{CP}+\theta_{Tn}))}/N), & \frac{\theta_{Tn}}{1-e^{2\pi(\epsilon-u)/N}}, & u \neq \epsilon 
\end{cases}
\]

\[
\Gamma_{ntf}(u) = \begin{cases} 
\theta_{Tn}, & u = \epsilon \\
\frac{\theta_{Tn}}{1-e^{2\pi(\epsilon-u)/N}}, & u \neq \epsilon 
\end{cases}
\]

and \( \Gamma_{2N}(u) \) is as defined in (3.7). It can be noted from (4.18) and (4.22) that in the absence of ISI, or in the case of AWGN or flat fading channels the two matrices \( H_{des} \) and \( H_{int} \) are diagonal and the ICI and the IBI coefficients are their diagonal entries, respectively.

### 4.2 BER/SER of OFDM with Integer Time and Frequency Offsets in Frequency-Selective Rayleigh Fading Channels

Now, both (4.18) and (4.22) can be put in the form of (4.2). Let \( V = H\lambda \), where \([H]_{m,n}\) is the \((m, n)\)-th element of the matrix \( H \), which is defined as:

\[
[H]_{m,n} = [H_{des}]_{m,n} \\
[H]_{m+N,n} = [H_{int}]_{m,n} \quad 0 \leq m, n \leq N - 1.
\]

(4.25)

Then the received signal on subcarrier \( K \) after equalization is given by

\[
V^*(K)R_m(K) = |V(K)|^2 X_m(K) + V^*(K)V^T\bar{X} + V^*(K)W_m(K),
\]

(4.26)
where \( (\cdot)^* \) denotes the complex conjugate operation. \( \bar{V} = [V]_{n,n\neq K} \) and \( \bar{X} = [X]_{n,n\neq K} \), \( 0 \leq n \leq 2N - 1 \) where \( [V]_n \) is the \( n \)-th element of the vector \( V \) and \( [X]_n \) is the \( n \)-th element of the vector \( X \), which is defined as

\[
[X]_K = [X_m]_K, \quad [X]_{K+N} = [X_{m+1}]_K, \quad 0 \leq K \leq N - 1.
\]  

\[ (4.27) \]

**BPSK Modulation**

Without loss of generality, we assume that the value of the transmitted symbol on the desired subcarrier \( K \) is equal to 1 \((X_m(K) = 1)\) and, since the modulation is BPSK, only the real part of the received signal is considered:

\[
\Re (V^*(K) R_m(K)) = |V(K)|^2 + \Re (V^*(K) \bar{V}^T) \bar{X} + \Re (V^*(K) W_m(K)),
\]  

\[ (4.28) \]

and its conditional CHF is given by

\[
\varphi_{\Re (V^*(K) R_m(K))} (\omega) = \frac{1}{2^M} \sum_{i=1}^{2^M-1} (e^{j\omega (|V(K)|^2 + z_{i,K}) - \omega \sigma_v^2/2} + e^{j\omega (|V(K)|^2 - z_{i,K}) - \omega \sigma_v^2/2}),
\]  

\[ (4.29) \]

where \( z_{i,K} = \Re (V^*(K) \bar{V} e_i) \) and \( \sigma_v = |V(K)| \sigma \). Following the same procedure as in the AWGN case, the conditional BER given \( \bar{V} \) and \( V(K) \) can be expressed as

\[
P_{e|\bar{V},V(K)} = \frac{1}{N(2^M)} \sum_{K=0}^{N-1} \sum_{i=1}^{2^M-1} Q\left(\frac{|V(K)|^2 + z_{i,K}}{\sigma_v}\right) + Q\left(\frac{|V(K)|^2 - z_{i,K}}{\sigma_v}\right).
\]  

\[ (4.30) \]

Following [63], and since the linear transformation of a multivariate complex Gaussian random variable is another multivariate complex Gaussian random variable, the conditional distribution \( f_{\bar{V}|V(K)}(\bar{V}|V(K)) \) is Gaussian with mean and covariance given by [89].

\[
E(\bar{V}|V(K)) = V(K) C_{\bar{V}|V(K)}^{-1} V(K),
\]

\[
C_{\bar{V}|V(K)} = C_{\bar{V}\bar{V}} - C_{\bar{V}|V(K)}^{-1} C_{\bar{V}V(K)} C_{V|V(K)}^{-1} C_{V\bar{V}(K)} H_{V(K)}.
\]  

\[ (4.31) \]

\( E(\cdot) \) denotes the expectation operation and

\[
C_V = E(\{VV^H\}) = (HF_L) C_h (HF_L)^H,
\]  

\[ (4.32) \]

where \( (\cdot)^H \) denotes the Hermitian transpose operation and \( C_h \) is the time-domain channel covariance matrix.
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Following [33], and by defining the random variable \((z_{i,K}|V(K))\), which is Gaussian with mean \(|V(K)|^2 \mu_{i,K}\) and variance \(\frac{1}{2}|V(K)|^2 \nu_{i,K}\), which can be computed from (4.31) where \(\mu_{i,K} = C_{V(K)V(K)}^{-1} \Re(C_{\tilde{V}|V(K)} e_i)\) and \(\nu_{i,K} = e_i C_{\tilde{V}|V(K)} e_i^T\), the conditional BER given \(V(K)\) can be expressed as

\[
P_{e|V(K)} = \frac{1}{N(2^M)} \sum_{K=0}^{N-1} \sum_{i=1}^{2^M-1} Q\left(\frac{|V(K)|}{\sigma\sqrt{1 + \frac{\nu_{i,K}}{2\sigma^2}}} \right) + Q\left(\frac{|V(K)|(1 - \mu_{i,K})}{\sigma\sqrt{1 + \frac{\nu_{i,K}}{2\sigma^2}}} \right).
\]

(4.33)

Using the identity in [88, eq. 2.8.5.9], the BER can be evaluated by integrating the conditional distribution in (4.33) over the Rayleigh distribution with \(\sigma^2_R = C_{V(K)V(K)}/2\). Therefore, the BER can be obtained as

\[
P_e = \frac{1}{2} - \frac{1}{N2^M+1} \sum_{K=0}^{N-1} \sum_{i=1}^{2^M-1} (1 + \mu_{i,K}) \sqrt{\frac{2\sigma^2_R \eta}{1 + 2\sigma^2_R \eta [1 + \mu_{i,K}]^2 + \nu_{i,K}}} + (1 - \mu_{i,K}) \sqrt{\frac{2\sigma^2_R \eta}{1 + 2\sigma^2_R \eta [1 - \mu_{i,K}]^2 + \nu_{i,K}}}.
\]

(4.34)

**QPSK Modulation**

Following the same procedure as in the previous section and using (3.22) and (4.30), the conditional SER given \(\tilde{V}\) and \(V(K)\) can be obtained as

\[
P_{s|\tilde{V},V(K)} = 1 - \frac{1}{N2^M} \sum_{K=0}^{N-1} \sum_{i=1}^{2^M-1} \sum_{j=1}^{2^M-1} \sum_{m=1}^{4} Q \left\{ \frac{-\left(|V(K)|^2 + z_{i,j,2,K}[1,m]\right)}{\sigma_v} \right\} \times Q \left\{ \frac{-\left(|V(K)|^2 + z_{i,j,2,K}[2,m]\right)}{\sigma_v} \right\}
\]

(4.35)

where \(z_{i,j,2,K}[n,m]\) is the \((n,m)\)-th element of the 2x4 matrix \(Z_K\), which is defined as \(Z_K = (Z_{A,K} + Z_{B,K})(Z_{A,K} - Z_{B,K})(Z_{A,K} - Z_{B,K})(Z_{A,K} + Z_{B,K})\), and

\[
Z_{A,K} = \Re(V^*(K)e_{i1}^T \tilde{V}) \quad \Im(V^*(K)e_{i1}^T \tilde{V}),
\]

\[
Z_{B,K} = \Im(V^*(K)e_{i2}^T \tilde{V}) \quad -\Re(V^*(K)e_{i2}^T \tilde{V}).
\]
As in the previous section, the conditional SER given $V(K)$ can be expressed as

$$P_{s|V(K)} = 1 - \frac{1}{N^{2M}} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{m=1}^{4} \frac{Q \left\{ - \left( \frac{|V(K)|[1 + \mu_{i_1,i_2,K}[1, m]]}{\sigma \sqrt{1 + \frac{\nu_{i_1,i_2,K}[m]}{2\sigma^2}}} \right) \right\} \times Q \left\{ \frac{- \left( |V(K)|[1 + \mu_{i_1,i_2,K}[2, m]] \right)}{\sigma \sqrt{1 + \frac{\nu_{i_1,i_2,K}[m]}{2\sigma^2}}} \right\} }{\left( 4.36 \right)}$$

where $\mu_{i_1,i_2,K}[n, m]$ is the $(n, m)$-th element of the 2x4 matrix $M_K = (M_{A,K} + M_{B,K})$ $(-M_{A,K} - M_{B,K}) (M_{A,K} - M_{B,K}) (-M_{A,K} + M_{B,K})$,

$$[M_{A,K}] = C^{-1}_{V(K)V(K)} \left( \Re(e_1^T C \bar{\nu}_{V(K)}) \right), \left. \Im(e_1^T C \bar{\nu}_{V(K)}) \right)^T,$$

$$[M_{B,K}] = C^{-1}_{V(K)V(K)} \left( \Im(e_1^T C \bar{\nu}_{V(K)}) - \Re(e_1^T C \bar{\nu}_{V(K)}) \right)^T,$$

and $\nu_{i_1,i_2,K}[m]$ is the $m$-th element of the 1x4 vector $V_K = (V_1 K \ V_2 K \ V_3 K \ V_4 K)$, where

$$V_1 K = (e_1 + e_2) C \bar{\nu}_{V(K)} (e_1 + e_2)^T,$$

$$V_2 K = (-e_1 - e_2) C \bar{\nu}_{V(K)} (-e_1 - e_2)^T,$$

$$V_3 K = (e_1 - e_2) C \bar{\nu}_{V(K)} (e_1 - e_2)^T,$$

$$V_4 K = (-e_1 + e_2) C \bar{\nu}_{V(K)} (-e_1 + e_2)^T.$$ (4.37)

Finally, the SER can be evaluated by averaging (4.36) using (3.27) with $\sigma^2_R = C_{V(K)V(K)}/2$. Therefore, the SER of OFDM systems employing QPSK for transmission over frequency-selective Rayleigh fading channels can be obtained as

$$P_s = \frac{3}{4} - \frac{1}{N^{2M+1}} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{m=1}^{4} \Delta_1 \cdot \psi_{i_1,i_2,K}[1, m] \left( \frac{1}{2} + \frac{1}{\pi} \arctan \{ \Delta_1 \cdot \psi_{i_1,i_2,K}[2, m] \} \right)$$

$$+ \Delta_2 \cdot \psi_{i_1,i_2,K}[2, m] \left( \frac{1}{2} + \frac{1}{\pi} \arctan \{ \Delta_2 \cdot \psi_{i_1,i_2,K}[1, m] \} \right),$$ (4.38)

where

$$\Delta_1 = \sqrt{\frac{2\sigma_R^2}{1 + \eta \nu_{i_1,i_2,K}[m] + 2\sigma_R^2 \eta \psi_{i_1,i_2,K}[1, m]}}; \quad \Delta_2 = \sqrt{\frac{2\sigma_R^2}{1 + \eta \nu_{i_1,i_2,K}[m] + 2\sigma_R^2 \eta \psi_{i_1,i_2,K}[2, m]}}$$

$\psi_{i_1,i_2,K}[n, m]$ is the $(n, m)$-th element of the 2x4 matrix $\Psi_K = D + M_K$ and $D = (1 \ 1)^T$. 52
16-QAM Modulation

Following the same procedure as in the BPSK and QPSK cases, the conditional SER given $V(K)$ can be expressed as

$$P_{s|V(K)} = 1 - \frac{1}{4N \times 2^M} \sum_{K=0}^{N-1} \sum_{i_1=1}^{2^{M-1}} \sum_{i_2=1}^{2^{M-1}} \sum_{i_3=1}^{2^{M-1}} \sum_{i_4=1}^{2^{M-1}} \sum_{d=1}^{4} \left\{ Q(-\kappa_1^1(0)) \times Q(-\kappa_2^1(0)) \right\}$$

$$+ \{Q(-\kappa_1^1(2)) \times Q(-\kappa_2^1(2)) \}$$

$$+ \{Q(-\kappa_1^3(2)) \times Q(-\kappa_2^3(0)) \}$$

$$+ \{Q(-\kappa_1^3(2)) \times Q(-\kappa_2^3(2)) \}$$

$$+ \{Q(-\kappa_1^3(2)) \times Q(-\kappa_2^3(2)) \}.$$  \hspace{1cm} (4.39)

where

$$\kappa_1^i(a) = \frac{|V(K)||D^i(1) + \mu_{i1,i2,i3,i4,K}[1,d] - a|}{\sigma \sqrt{1 + \nu_{i1,i2,i3,i4,K}[d]}}$$

$$\kappa_2^i(a) = \frac{|V(K)||D^i(2) + \mu_{i1,i2,i3,i4,K}[2,d] - a|}{\sigma \sqrt{1 + \nu_{i1,i2,i3,i4,K}[d]}}.$$  \hspace{1cm} (4.40)

$\mathbf{D}^1 = (1 \ 1)^T$, $\mathbf{D}^2 = (1 \ 3)^T$, $\mathbf{D}^3 = (3 \ 1)^T$, and $\mathbf{D}^4 = (3 \ 3)^T$. $\nu_{i1,i2,i3,i4,K}[d] = E_d \mathbf{C}_{V(V(K))} \mathbf{E}_d^*$ where $E_d = \mathbf{E}_d$, and $\mathbf{E} = (e_{i1} \ e_{i2} \ e_{i3} \ e_{i4})$. Also, $[\mu_{i1,i2,i3,i4,K}]_{2 \times 1} = \mathbf{M}_K \mathbf{e}_d$ where $\mathbf{M}_K = (\mathbf{M}_{A,K} \mathbf{e}_{i1} \ 2\mathbf{M}_{A,K} \mathbf{e}_{i2} \ \mathbf{M}_{B,K} \mathbf{e}_{i3} \ 2\mathbf{M}_{B,K} \mathbf{e}_{i4})$,

$$[\mathbf{M}_{A,K}] = C_{V(V(K))}^{-1} (\Re(\mathbf{C}_{V(V(K)}) \mathbf{C}_{V(V(K)}))^T,$$  \hspace{1cm} and

$$[\mathbf{M}_{B,K}] = C_{V(V(K))}^{-1} (\Im(\mathbf{C}_{V(V(K)}) - \Re(\mathbf{C}_{V(V(K)}))^T.$$  \hspace{1cm} (4.41)

As in the QPSK case, the SER can be evaluated by averaging (4.39) using (3.27) with $\sigma_R^2 = C_{V(K)V(K)}/2$. Therefore, the SER of OFDM systems employing 16-QAM for transmission
over frequency-selective Rayleigh fading channels can be obtained as

\[ \bar{P}_s = \frac{3}{4} - \frac{1}{4N \times 24^{M+1}} \sum_{K=0}^{N-1} \sum_{i1=1}^{2^{M-1}} \sum_{i2=1}^{2^{M-1}} \sum_{i3=1}^{2^{M-1}} \sum_{i4=1}^{2^{M-1}} \sum_{d=1}^{16} \left\{ \Delta_1^1(0) \cdot \psi_1^1(0) \cdot g(\Delta_1^1(0) \cdot \psi_2^1(0)) + \Delta_1^2(0) \cdot \psi_1^2(0) \cdot g(\Delta_2^1(0) \cdot \psi_1^1(0)) \right\} \\
- \{ \Delta_1^1(0) \cdot \psi_1^1(0) \cdot g(\Delta_1^1(0) \cdot \psi_2^2(2)) + \Delta_1^2(2) \cdot \psi_1^2(2) \cdot g(\Delta_2^1(2) \cdot \psi_1^1(0)) \} \\
- \{ \Delta_1^1(2) \cdot \psi_1^1(2) \cdot g(\Delta_1^1(2) \cdot \psi_2^2(0)) + \Delta_1^2(0) \cdot \psi_2^1(0) \cdot g(\Delta_2^1(0) \cdot \psi_1^1(2)) \} \\
+ \{ \Delta_1^1(2) \cdot \psi_1^1(2) \cdot g(\Delta_1^1(2) \cdot \psi_2^1(2)) + \Delta_1^2(2) \cdot \psi_2^1(2) \cdot g(\Delta_2^1(2) \cdot \psi_1^2(2)) \} \\
+ \{ \Delta_1^1(0) \cdot \psi_1^2(0) \cdot g(\Delta_1^2(0) \cdot \psi_2^2(0)) + \Delta_1^2(2) \cdot \psi_2^2(2) \cdot g(\Delta_2^1(2) \cdot \psi_1^2(0)) \} \\
- \{ \Delta_1^2(2) \cdot \psi_1^2(2) \cdot g(\Delta_1^2(2) \cdot \psi_2^2(2)) + \Delta_1^2(2) \cdot \psi_1^2(2) \cdot g(\Delta_2^2(2) \cdot \psi_1^1(2)) \} \\
+ \{ \Delta_2^3(2) \cdot \psi_1^3(2) \cdot g(\Delta_1^3(2) \cdot \psi_2^3(0)) + \Delta_2^3(0) \cdot \psi_2^3(0) \cdot g(\Delta_2^3(0) \cdot \psi_1^3(2)) \} \\
- \{ \Delta_2^3(2) \cdot \psi_1^3(2) \cdot g(\Delta_1^3(2) \cdot \psi_2^3(2)) + \Delta_2^3(2) \cdot \psi_2^3(2) \cdot g(\Delta_2^3(2) \cdot \psi_1^3(2)) \} \\
+ \{ \Delta_1^4(2) \cdot \psi_1^4(2) \cdot g(\Delta_1^4(2) \cdot \psi_2^4(2)) + \Delta_1^4(2) \cdot \psi_1^4(2) \cdot g(\Delta_2^4(2) \cdot \psi_1^4(2)) \} \right\}, \tag{4.41} \]

where \( \psi_1^i(a) = D^i(1) + \mu_{i1,i2,i3,i4,K}[1,d] - a, \psi_2^i(a) = D^i(2) + \mu_{i1,i2,i3,i4,K}[2,d] - a, \)

\[ \Delta_1^i(a) = \sqrt{\frac{\sigma_R^2 \bar{\eta}_s/5}{1 + \sigma_R^2 \bar{\eta}_s(\psi_1^i(a))^2/5 + \nu_{i1,i2,i3,i4,K}[d] \bar{\eta}_s/5}}, \]

and

\[ \Delta_2^i(a) = \sqrt{\frac{\sigma_R^2 \bar{\eta}_s/5}{1 + \sigma_R^2 \bar{\eta}_s(\psi_2^i(a))^2/5 + \nu_{i1,i2,i3,i4,K}[d] \bar{\eta}_s/5}}. \]

In case of flat fading channels, it can be noted that (4.34), (4.38), and (4.41) can be reduced easily to (3.21), (3.28), and (3.35), respectively. This can be explained by noting that in the case of flat fading channels, the frequency-domain channel covariance matrix \( \mathbf{C} = \mathbf{F}_L \mathbf{C}_h \mathbf{F}_H^H \) is a matrix of all ones and hence the covariance matrix in (4.32) will be \( \mathbf{C}_V = \mathbf{HCH}^H \). This results in the conditional covariance matrix \( \mathbf{C}_{\tilde{V}|V,K} \) in (4.31) being a matrix of all zeros and hence both \( \nu_{i,K} \) and \( \nu_{i1,i2,K}[m] \) in (4.34) and (4.38) are equal to zero, respectively.
4.3 Approximate Method for BER/SER Evaluation in Frequency-Selective Rayleigh Fading Channels

The same approach employed in Section 3.3 can be used for frequency-selective fading channels, but the way that is used to approximate the discarded coefficients is different because of the correlation introduced by frequency-selective fading. In this case, instead of computing the power of the discarded coefficients and adding it to the noise power, a compensation term is computed. The compensation term is computed in a way that assures that the product of the cosines of all the interfering coefficients have the same value as the product of the cosines of the chosen coefficients multiplied by the cosine of the compensation term. The evaluation is performed using the following computational algorithm.

**Computational Algorithm:**

- Compute the same function \( F_1(l) \) used in the AWGN case, but using coefficients \( S_K(l) = V^*(K)\tilde{V}^T \), \( l = 1, 2, ..., M \), where \( V = H\lambda \) and \( \lambda = F_Lh \). As an approximation, \( h \) is assumed to be equal to the square-root of the channel power delay profile \((\sigma_h(0) \sigma_h(1) ... \sigma_h(L-1))^T\).

- Let \( \tilde{H} \) be the matrix \( H \) defined in (4.25), but without the row \( K \).

- Sort the coefficients \( S_K(l) \) and the rows of the matrix \( \tilde{H} \) in ascending order according to the value of \( F_1(l) \): \( S_K(l) \rightarrow \tilde{S}_K(l) \) and \( H \rightarrow \tilde{H} \).

- Determine the number of coefficients that will be used in the evaluation of the BER/SER \( (N_a) \).

- Compute the same function \( F_1(l) \) but for each of the sorted coefficients \( (\tilde{S}_K(l)) \), \( l = 1, 2, ..., N_a - 1 \) and let the result equal \( F_2(l) \).

- Compute the following two product terms:
  - For BPSK: \( P_1 = \cos(|V(K)|^2) \cdot \prod_{l=1}^{M} F_1(l) \), \( P_2 = \cos(|V(K)|^2) \cdot \prod_{l=1}^{N_a-1} F_2(l) \),
  - For QPSK: \( P_1 = \cos^2(|V(K)|^2) \cdot \prod_{l=1}^{M} F_1(l) \), \( P_2 = \cos^2(|V(K)|^2) \cdot \prod_{l=1}^{N_a-1} F_2(l) \),
  - For 16-QAM: \( P_1 = (2 \cos^3(|V(K)|^2) - \cos(|V(K)|^2))^2 \cdot \prod_{l=1}^{M} F_1(l) \), \( P_2 = (2 \cos^3(|V(K)|^2) - \cos(|V(K)|^2))^2 \cdot \prod_{l=1}^{N_a-1} F_2(l) \).
• Compute a correction factor that compensates for the effect of the discarded coefficients:
  For BPSK: $CF = \arccos(P_1/P_2)$,
  For QPSK: $CF = (\arccos(P_1/P_2))/2 + 1/(\arccos(P_1/P_2))/2$,
  For 16-QAM: The compensation factor can be computed by assuming that the real and imaginary components of it are equal, and solving the cubic equation $2 \cos^3(2\Re(CF)) - \cos(2\Re(CF)) = P_1/P_2$. Without elaborating the details, the compensation factor equals $CF = (\arccos(\sqrt{(y+1)/2})) + 1/(\arccos(\sqrt{(y+1)/2}))$ where

  \[
  y = \begin{cases} 
  M_1 + N_1, & D \geq 0 \\
  2 \cdot \sqrt{-A/3} \cdot \sqrt{B^2/4}, & D < 0 
  \end{cases}
  \]

  and $A = -1/2, B = -(P_1/P_2)/2, D = A^3/27 + B^2/4, M_1 = (-B/2 + \sqrt{D})^{1/3}$, and $N_1 = (-B/2 - \sqrt{D})^{1/3}$.

• Compute a correction row that compensates for the effect of the discarded rows of the matrix $H$: $[\hat{H}]_{N_a-1,n} = CF/\Re(\sum_{l=0}^{N_a-1} V^*(K)\lambda(l)), \ 0 \leq n \leq N - 1$.

• Define the matrix $\hat{H}$ as follows:
  $\hat{H}_{0,n} = H_{K,n}$ and $\hat{H}_{m+1,n} = \hat{H}_{m,n}, \ 0 \leq m \leq N_a - 1, 0 \leq n \leq N - 1$.

• Therefore, $\hat{V} = \hat{H}\lambda$, and $C_{\hat{V}} = (\hat{H}F_{L})C_h(\hat{H}F_{L})^H$.

• Then the BER can be computed from (4.34), and the SER from (4.38) by replacing $M$ by $N_a, C_{\hat{V}(K)V(K)}^{-1}$ by $C_{\hat{V}(0)V(0)}^{-1}, C_{\hat{V}V(K)}$ by $C_{\hat{V}\hat{V}(K)}$, and $C_{\hat{V}|V(K)}$ by $C_{\hat{V}|V(0)}$.

### 4.4 Numerical Results

In Fig. 4.1, the case when the delay spread is larger than the CP length in the absence of both the integer time and frequency offsets, is considered. The performance is shown for different frequency-selective fading channels. It can be seen that when the delay spread is equal to or less than the CP, the performance is similar to the flat fading case ($L = 1$).

Next, in Fig. 4.2, the exact evaluation of the BER is investigated when the time offset is negative (to the left) and with normalized frequency offset equals 0.01. In general, it can be seen that for negative time offsets, the CP alleviates the degradation in the performance. For instance, when the sum of the time offset and the delay spread is less than or equal to
the length of the CP, the performance is similar to the case of flat fading and degradation appears when this sum is larger than the CP length.

Fig. 4.3 shows the approximate SER for QPSK and 16-QAM OFDM when $N = 256$, $N_{CP} = 16$ and $L = 5$ when the time offset equals one sample to the right and the normalized frequency offset equals 0.01. The results are obtained using the proposed method for approximating the performance with a smaller number of coefficients ($N_a = 7$ for QPSK and $N_a = 4$ for 16-QAM). It can be seen that if the sum of the time offset and the delay spread is larger than zero, even if it is less than the CP length, there is performance degradation. It can also be seen that the results from the proposed method approximated very well the simulation results.

Finally, the performance of OFDM systems with CFO only is investigated for QPSK and 16-QAM in Fig. 4.4 and Fig. 4.5, respectively. The matching between the analytical and simulation results can be seen.
Figure 4.2: Exact BER performance of BPSK OFDM with negative integer time and frequency offsets.

Figure 4.3: Approximate SER Performance of QPSK and 16-QAM OFDM in frequency-selective fading channel when time offset is positive.
Figure 4.4: Exact SER performance of QPSK OFDM with frequency offset only.

Figure 4.5: Exact SER performance of 16-QAM OFDM with frequency offset only.
Chapter 5

Timing Limitations on CoMP Operation

5.1 System Model

Consider an UL CoMP system with \( U \) UEs and \( B \) BSs, as shown in Fig. 5.1. The BSs are connected through fast backhaul links that enable the sharing of the baseband signals and CSI. Referring to the deployment scenarios in Section 2.1.2, this model resembles the second deployment scenario. Joint processing (JP) is employed by the BSs to decode the received signals from UEs which share the same time and frequency resources. We consider a frequency reuse factor of one which is adopted by most of the modern cellular networks and assume that the number of users that share the same time and frequency resources is less than or equal to the number of BSs’ antennas that are used to receive these signals. It is also assumed that the UEs in the same cell as the serving BS are synchronized in time with respect to this BS and their transmission powers are adjusted using automatic gain control so the signals received from them at this BS are not affected by path loss, which are practical assumptions.

In case of normal TA adjustment, the signals received at the BSs can be expressed as

\[
r^b_m(n) = \sum_u \sum_{l=1}^L (h^{b,u}(l) \cdot x^u_m(n - l - \theta^{b,u} - mN_T)) + w^b_m(n),
\]

where \( b, u, m \) are the BS, UE, and symbol indices, respectively. Therefore, \( r^b_m(n) \) is the total received signal at BS \( b \) on symbol \( m \), and \( x^u_m(n) \) is the transmitted signal from UE \( u \).
on symbol $m$. $h^{b,u}(l)$ is the CIR of the link from UE $u$ to BS $b$. We assume a quasi-static channel with its taps $h^{b,u}(l), l = 0, 1, 2, ..., L - 1$, where $\tau^{b,u}_{\text{max}} = L - 1$ is the maximum delay spread. The channel taps are modeled as complex Gaussian random variables with zero mean and variance equal to $(\psi^{b,u} \cdot \sigma^2_{b,u}(l))$, where $\sum_{l=0}^{L-1} \sigma^2_{b,u}(l) = 1$ and $\psi^{b,u}$ is a distance-dependent path loss defined as

$$\psi^{b,u} = \left( \frac{d_{b,u}}{d_0} \right)^{-\upsilon},$$

where $d_0$ is the reference distance and $\upsilon$ is the path loss exponent. $w^b_m(n)$ is the AWGN at BS $b$ on symbol $m$ with zero mean and variance $\sigma^2_{w,b}$. Finally, $\theta^{b,u}$ is the delay in samples of the signal of user $u$ when it is received at BS $b$, which is equal to $(d_{b,u} - d_{0,u})/(c \cdot T_s)$ where $d_{0,u}$ is the distance between the UE and its serving BS.

At each BS receiver, and after removing the CP, the received signal in the frequency domain can be expressed as

$$R^b_m(K) = \sum_u \alpha^{b,u} \lambda^{b,u}(K) \cdot X^u_m(K) \cdot e^{-j2\pi K \theta^{b,u}/N} + \sum_u V^b_m(K) + W^b_m(K),$$

Figure 5.1: CoMP system model.
where \(X_m^u(K)\) and \(W_m^b(K)\) are the samples of the DFTs of \(x_m^u(n)\) and \(w_m^b(n)\), respectively. Also, \(\lambda_m^b,u(K)\) is the \(K\)-th subcarrier of the channel frequency response \(\lambda_b,u\) which equals \(F_L h_{b,u}^L\), where \(h_{b,u}^L = (h_{b,u}(0) \ h_{b,u}(1) \ ... \ h_{b,u}(L-1))^T\) and \(F_L\) are the first \(L\) columns of the unitary FFT matrix given by \(F_L(K,n) = \exp\{-j2\pi Kn/N\}, K, n = 0, 1, ..., N - 1\). \(\alpha_{b,u}\) is an attenuation factor applied to the signal received at BS \(b\) from user \(u\) if its delay does not satisfy the condition in (2.9) and \(V_m^b,u(K)\) is an interference term that accounts for the asynchronous interference that occurs in this case. This asynchronous interference is in the form of ICI and IBI in case of AWGN channel. In case of frequency-selective fading channels, the asynchronous interference includes ISI in addition to the ICI and IBI.

In this chapter, two approaches are used to investigate the limitations caused by timing requirements of the JP CoMP. The areas that can be covered by normal CoMP operation and the BSs which are involved in this cooperation are determined. The first approach is geometrical, depending only on the distances between the UEs and the cooperating BSs in the system. The second approach is analytical, where the cooperation areas and the BSs are selected based on an optimization that aims to minimize the average probability of error (APE).

A best-condition scenario is adopted in this analysis to set an upper limit of the areas that can benefit from JP CoMP operation when no compensation scheme is applied to avoid the synchronization problem. We consider only one UE in the central cell, which is decoded by \(B\) BSs as shown in Fig. 5.1. In this scenario, there is no multiple user interference (MUI) and only asynchronous interference due to violation of the condition in (2.9) being taken into consideration. Also, the evaluation is carried out under AWGN channel conditions.

### 5.2 Geometrical Approach

In order for an UE to be covered by a CoMP operation, the condition in (2.9) must be satisfied (i.e., TDOAs from the UE location to the cooperating BSs must satisfy the condition in (2.9)). To start the analysis, consider two BSs that cooperate to decode the signal of a UE that is located exactly at the borders of the cooperation area between them. Then the TDOA of this UE signal at any of the BSs satisfies the following condition (neglecting the maximum delay spread \(\tau_{\text{max}}^m,u\)):

\[
(d_{b_2,u} - d_{b_1,u}) = cT_{CP},
\]

where \(d_{b_1,u}\) and \(d_{b_2,u}\) are the distances between user \(u\) and the two BSs. By definition, the locus of points satisfying (5.4) is a hyperbola which can be represented by the standard
formula in (5.5) [90] and shown in Fig. 5.2(a):

\[
\frac{(x - x_0)^2}{a^2} - \frac{(y - y_0)^2}{g^2} = 1,
\]

\[
q^2 = a^2 + g^2
\]

where \(2a = cT_{CP}\), \(2q\) is the inter-site distance between two BSs which equals \(\sqrt{3}R\), and \(R\) is the cell radius.

All the users inside the shaded area in Fig. 5.2(a) satisfy the condition in (2.9). In general, for any number of cooperating BSs, the cooperation areas are formed by the intersection of hyperbolas that satisfy the synchronization condition between each pair of neighboring cells. For example, the shaded area in Fig. 5.2(b) is the cooperation area among 3 BSs. The same approach is used in [35] for the formation of clusters while taking the timing requirements into consideration.

In Fig. 5.3, the effect of the cell radius on the cooperation areas for an UE in the central cell is shown. The cells are numbered from 1 to 7, and the numbers inside each bracket indicate the BSs cooperating to serve this area (e.g., (1,2,3) denotes that BSs 1, 2, and 3 cooperate to serve this area). The area which is not covered by cooperation increases with increasing cell radius, and can be approximated by a circle with a radius equal to \(\frac{\sqrt{3}}{2}R - a\) and when \(R \gg a\) can be approximated with a hexagon with radius equal to \(R - a\). Hence, the probability of cooperation \(P_c\) can be approximated as follows.
Figure 5.3: The possible cooperation areas for a user in a central cell with radius: (a) 2 km; (b) 3 km; (c) 4 km. The distance corresponding to the CP length equals 0.7 km.
\[ P_c = 1 - P_{\text{no coop}} = 1 - \frac{\text{No cooperation area}}{\text{Cell area}} \] (5.6)

where the no cooperation area equals \( \pi \cdot (\sqrt{3}/2 R - a)^2 \) in case of a circular approximation and equals \( 3\sqrt{3}/2 (R - a)^2 \) in case of a hexagonal approximation. It can be seen from (5.6) that the probability of an area to be covered by cooperation decreases with an increase in the radius of the cell. It can be noted that when \( R \gg a \), the \( P_{\text{no coop}} \approx 1 \) which implies that in large-area cells there is no advantage of using cooperation without some compensation scheme for mitigating the asynchronous interference. This conclusion will be verified by numerical results later.

### 5.3 Analytical Approach

Although the geometrical approach is simple and has low complexity, it does not capture the effect of channel conditions and the receiver type at the BSs. Therefore, an analytical approach that takes into consideration these factors is proposed. In this approach, an optimization problem with objective function of minimizing the average probability of error (APE) is solved. For each point in the cell, the APE is computed for all possible combinations of BSs. The combination with the minimum APE is selected for this point, and this point is considered to be a part of the cooperation area covered by this selection of BSs.

In the following, we evaluate the APE for a point (UE1) in the central cell when its signal is jointly decoded by \( B \) BSs under AWGN channel. By employing the result in (3.8) with \( \epsilon = 0 \) and taking into consideration the path loss, the received signal in frequency domain at any of the BSs can be expressed as

\[
R^b_m(K) = \frac{(N - \theta^b_{CP})}{N} \sqrt{\psi^b,1} X_m(K) e^{j2\pi K \theta^b_{CP}} + \frac{\sqrt{\psi^b,1}}{N} \sum_{q=1}^{N-1} X_m((K-q)N) e^{j2\pi \frac{q \theta^b_{CP}}{N}} \cdot \Gamma^b_1(q) + \frac{\sqrt{\psi^b,1}}{N} \sum_{q=0}^{N-1} X_{m-1}((K-q)N) e^{j2\pi \frac{q \theta^b_{CP}}{N}} \cdot \Gamma^b_2(q) + W^b_m(K),
\] (5.7)

where

\[
\Gamma^b_1(q) = \begin{cases} 
N - \theta^b_{CP}, & q = 0 \\
\frac{e^{-j2\pi q \theta^b_{CP}/N}}{(1-e^{-j2\pi q/N})}, & q \neq 0 
\end{cases}
\] (5.8)
\[ \Gamma_2^{b,1}(q) = \begin{cases} \theta_{CP}^{b,1}, & q = 0 \\ \frac{1 - e^{-j2\pi q\theta_{CP}^{b,1}/N}}{1 - e^{-j2\pi q/N}}, & q \neq 0 \end{cases}, \] (5.9)

and \( \theta_{CP}^{b,1} = \max(-\theta^{b,1} - N_{CP}, 0) \). Note that, since the signal will reach any BS (other than the serving one) late, the time offset \( \theta_{m,1} \) is to the left and its value should be substituted by a negative value. The ICI \( (C_{K}^{b,1}(q)) \) and IBI \( (G_{K}^{b,1}(q)) \) coefficients are given in (5.10).

\[
C_{K}^{b,1}(q) = \frac{\sqrt{\psi^{b,1}}}{N} \cdot e^{j2\pi \theta_{b,1}(K-q)/N} \cdot \Gamma_{1}^{b,1}(q), \quad 0 \leq q \leq N - 1, \\
G_{K}^{b,1}(q) = \frac{\sqrt{\psi^{b,1}}}{N} \cdot e^{j2\pi (\theta_{b,1} + N_{CP}(K-q))/N} \cdot \Gamma_{2}^{b,1}(q), \quad 0 \leq q \leq N - 1. \quad (5.10)
\]

In case of an EGC receiver, the total received signal on subcarrier \( K \) can be expressed as

\[
R_m(K) = \sum_{b=1}^{B} R_{b,m}^{b}(K) e^{-j2\pi K\theta_{b,1}^{b}}. \quad (5.11)
\]

and in case of an MRC receiver, the received signal can be expressed as

\[
R_m(K) = \frac{\sum_{b=1}^{B} R_{b,m}^{b}(K) \left( C_{K}^{b,1}(0) \right)^*}{\sum_{b=1}^{B} |C_{K}^{b,1}(0)|^2}. \quad (5.12)
\]

Employing the results in (3.18), (3.22) and (3.34), the APE can be computed for the different modulation techniques. Note that in the SIMO case \( \sigma_W^2 \) equals \( \sum_{b=1}^{B} \sigma_{W,b}^2 \) in case of an EGC receiver and in case of an MRC receiver equals \( \frac{\sum_{b=1}^{B} \sigma_{W,b}^2 |C_{K}^{b,1}(0)|^2}{\left(\sum_{b=1}^{B} |C_{K}^{b,1}(0)|^2\right)^2} \). Also, the vector of the concatenated ICI and IBI coefficients can be computed as follows:

\[ S_{K}(l) = \begin{cases} \sum_{b=1}^{B} C_{K}^{b,1}(l), & 0 \leq l \leq N - 1, \\ \sum_{b=1}^{B} C_{K}^{b,1}(l - N), & N \leq l \leq M. \end{cases} \quad (5.13)\]

In the numerical results section, comparisons between the performance of the two receiver types (EGC and MRC receivers) in addition to comparisons between the geometrical and analytical approaches are demonstrated.

### 5.4 Numerical Results

To demonstrate the accuracy of the derived closed-form expressions for the probability of error of SIMO OFDM systems with integer time offsets, Fig. 5.4 shows the APE for BPSK...
1 × 3 OFDM system with $N = 8$ subcarriers and $N_{CP} = 2$ samples in AWGN channel. The performance is investigated using different set of delays when MRC and EGC receivers are used for decoding the signals. This imitates a scenario where 3 BSs cooperate to decode the signals of one UE. Since the UE is at the same cell as one of the BSs, one of the integer delay values is zero. The other two integer delay values represent the distances between this UE and the other two BSs. In the simulation, we assume that the 3 BSs are connected and the received signals are decoded using a typical 1 × 3 SIMO receiver. It can be seen that the analytical results agree with the simulation results.

Next, the limitations of the CoMP system due to timing synchronization requirements are investigated. The APE performance of a randomly-located user inside the central cell is investigated, assuming equal noise power at each BS. In this simulation, the location of the user is uniformly distributed across a hexagonal cell. Also, we limited the maximum number of cooperating BSs to 3 in order to avoid extra overhead due to the additional signaling and exchanging of data needed among the BSs through the backhaul. In the analytical approach, the received signal at each BS is converted to the frequency domain by DFT operation; then the total received signals of all the combinations of one, two, and three BSs’ signals are computed using both the EGC and MRC receivers. The combination that gives the minimum APE is selected (number of combinations = $^6C_0 + ^6C_1 + ^6C_2 = 22$).
given that the serving BS is chosen in any combination). The combinations are numbered from 1 to 22, wherein 1 denotes the combination that includes BS1 only (no cooperation) and combination 22 includes BSs 1, 6, and 7.

Fig. 5.5 shows the selection of BS combinations for 50 random locations using simulation and the analytical derived expressions. The FFT size of the UL signal is chosen to be 8 subcarriers (for higher FFT sizes, approximate expressions in Section 3.3 can be used). Other parameters are sampling frequency $1/T_s = 0.6$ MHz, cell radius ($R = 3$ km), $N_{CP} = 2$ samples which is equivalent to 1 km distance, path loss exponent ($v = 3.5$), and $1/\sigma^2_{W,b}$ equals 0 dB at each BS. The performance is investigated for transmission over AWGN channel and again we assume that the BSs are connected so typical SIMO receivers are used. The simulation results are produced by first generating a random location inside the central cell. Based on this location the distances to the BSs and the corresponding delays and path loss attenuation factors are computed. It is worth mentioning that the delay to the serving BS is considered to be zero and the path loss attenuation factor is one because these factors are adjusted through feedback messaging between the UE and the serving BS. The path loss attenuation factors between the UE and the other BSs is normalized with respect to the one with the serving BS. After that, a random signal with the parameters mentioned above is generated and using Monte Carlo simulation with 10000 frames the APE is computed for every combination of BSs (22 combinations) and the one with minimum APE is selected. In the analytical approach, instead of using Monte Carlo simulation, our derived expressions for finding the APE of OFDM SIMO systems are used to find the combination of BSs that has minimum APE.

As it can be seen from Fig. 5.5, while for most of the locations no cooperation is needed when EGC receiver is used, for MRC receiver the opposite is true. This is because in case of decoding using EGC receiver, the degradation due to asynchronous interference exceeds the gain obtained from diversity. On the other hand, since MRC receivers have better performance (in terms of probability of error) when compared to EGC receivers, this makes them able to benefit from diversity even with the existence of asynchronous interference. Also, it can be seen that BSs’ combinations selected by the analytical expressions and simulation are similar which shows the accuracy of the analytical approach.

In the geometrical approach, the distances from the UE’s location (point) to the BSs in the 6 adjacent cells are computed, and the BSs which satisfy the TDOA condition are considered to be the cooperating BSs for this location. Finally, if all the distances to the adjacent cells do not satisfy the TDOA condition, this leads to the signals of the user in this location being decoded by the serving BS only. Using the same parameters but for 1000 random locations, which are shown in Fig. 5.6, and with $1/\sigma^2_{W,b} = 5$ dB, Table 5.1 shows the probability of cooperation, with both the analytical and geometrical approaches
Figure 5.5: Selection of BSs combinations for 50 random locations inside the central cell.

at different cell radii. The geometrical results are obtained using simulation in addition to the approximate expressions in (5.6). Several notes can be inferred from the table as follows. First, in general, increasing the cell radius leads to decreasing the probability of cooperation, as expected. Second, again we can note that compared to the EGC receiver, using an MRC receiver increases significantly the probability of cooperation and hence increases the percentage of area that could benefit from BS cooperation. It can be seen that when $R/a$ is not large, almost all the cell area could benefit from cooperation when MRC receiver is used. On the other hand, when EGC receiver is used, any increase in the cell radius leads to a decrease in the percentage of cooperation areas. Third, the circular approximation is better than the hexagonal one when $R/a$ is not large and vice versa, as expected. Finally, the results obtained using the EGC receiver match the results obtained using the geometrical approach. This confirm our expectation that the main reason for performance degradation when using EGC receiver is due to the asynchronous interference and suggests that EGC receivers should be used only when the TDOA among received signals is less than the CP length (i.e., when there is no asynchronous interference).

Table 5.2 shows the probability of cooperation for different values of noise power at the BSs. The table is generated using the same parameters as before with cell radius equals 3 km. Once more, the matching between the results obtained using the EGC
Figure 5.6: Uniform distribution of 1000 random user locations.

<table>
<thead>
<tr>
<th>Radius (km)</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_c$ (analytical, MRC)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.87</td>
<td>0.48</td>
<td>0.30</td>
<td>0.19</td>
</tr>
<tr>
<td>$P_c$ (analytical, EGC)</td>
<td>0.33</td>
<td>0.32</td>
<td>0.28</td>
<td>0.25</td>
<td>0.23</td>
<td>0.21</td>
<td>0.10</td>
<td>0.07</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>$P_c$ (geometrical, simulation)</td>
<td>0.28</td>
<td>0.24</td>
<td>0.21</td>
<td>0.18</td>
<td>0.16</td>
<td>0.14</td>
<td>0.07</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>$P_c$ (geometrical, circular approx.)</td>
<td>0.29</td>
<td>0.26</td>
<td>0.24</td>
<td>0.22</td>
<td>0.21</td>
<td>0.19</td>
<td>0.14</td>
<td>0.13</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td>$P_c$ (geometrical, hexagonal approx.)</td>
<td>0.22</td>
<td>0.18</td>
<td>0.16</td>
<td>0.14</td>
<td>0.12</td>
<td>0.11</td>
<td>0.06</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>

receiver and the geometrical results can be noted. Also, the superior performance of the MRC receiver when compared to the EGC receiver is clear. Finally, the percentage of cooperation is almost zero when the noise power is very small. The reason is that the cooperation could not enhance the performance of the users any more compared to the direct communication with the serving BS, and hence direct communication is preferable in these cases. Fig. 5.7 shows a normalized histogram for the probability of occurrence of the selected BSs combinations using the geometrical approach. As it can be seen, the probability of cooperation is $(1 - 0.579 = 0.421)$ which is similar to the probability of cooperation using the analytical approach for the EGC receiver in the range $1/\sigma_{W,b}^2 < 25$ dB. Furthermore, the probability of cooperation using the circular approximation is 0.41 which is close to the one from the geometrical approach as anticipated.
Table 5.2: Probability of cooperation at different values of noise power

<table>
<thead>
<tr>
<th>$1/\sigma_{\text{W,b}}$ (dB)</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_c$ (analytical, MRC)</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.64</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_c$ (analytical, EGC)</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5.7: Probability of occurrence of the different BSs combinations for 1000 different locations inside the central cell.
Chapter 6

Asynchronous Interference Mitigation

As shown in the previous chapter, the timing requirements restrict the applicability of CoMP to small areas that decrease as the cell radius increases. In this chapter, using the same system parameters as the previous chapter, we propose a method that enables the detection and decoding of the signals in asynchronous UL CoMP systems, with both perfect and imperfect knowledge of delays and CSI.

6.1 Perfect Knowledge of Delays and CSI

Our approach depends on the full characterization of the asynchronous interference in the frequency domain. This characterization is carried on frequency-selective fading channels. In Chapter 4, a suitable model is derived for interference in the case of SISO OFDM systems. A generalization of this model to MIMO systems is given below. Employing the result in (4.22) for SISO OFDM systems and assuming BS \( b \) and UE \( u \), the frequency domain of the received signal on subcarrier \( K \) at BS \( b \) when the time offset is negative (to the left) can be expressed as

\[
R_b^h(K) = (H_{\text{des}}^{b,u}x_{h,u})^T X_{m} + (H_{\text{int}}^{b,u}x_{h,u})^T X_{m-1} + W^b_m(K),
\]

(6.1)

where \( H_{\text{des}}^{b,u} \) and \( H_{\text{int}}^{b,u} \) are the same as \( H_{\text{des}} \) and \( H_{\text{int}} \) which are defined in (4.23) but with adding the superscripts \( b, u \). Noting that the old symbol \( X_{m-1}^u \) is known, since it is already...
decoded and assuming perfect knowledge of delays and CSI, the signal in (4.22) can be simplified to

\[ R_b^m(K) = (a_{K}^{b,u})^T X^u_m + b^u_m(K) + W^b_m(K), \] (6.2)

where \( a_{K}^{b,u} = H_{\text{des}}^{b,u} \) and \( b^u_m(K) = (H_{\text{int}}^{b,u} \lambda^{b,u})^T X^u_{i-1} \). \( \lambda^{b,u} \) is the channel frequency response of the link between BS \( b \) and UE \( u \).

Now, in order to generalize the model to MIMO, let \( R_m = [R_1^m(0), R_1^m(1), R_1^m(2), R_1^m(N), R_2^m(0), ..., R_2^m(N), ..., R_M^m(N)] \) be a vector of all signals received at \( B \) BSs on the \( N \) subcarriers, \( X_m = [(X_1^m)^T, (X_2^m)^T, ..., (X_U^m)^T] \) be a vector of all signals transmitted from \( U \) UEs on the \( N \) subcarriers, \( b_m \) be a vector of all IBI/ISI from all users and \( W_m \) be a vector of AWGN samples at all the BSs. Then the received signals from all UEs on all subcarriers can be modeled as

\[ R_m = A^T X_m + b_m + W_m, \] (6.3)

where \( A \) is a matrix consisting of the sub-matrices \( a_{K}^{b,u} \). For instance, for a CoMP system with 2 BSs and 2 UEs, the system can be modeled as

\[
\begin{bmatrix}
R_1^m \\
R_2^m
\end{bmatrix} =
\begin{bmatrix}
a^{11} & a^{12} \\
a^{21} & a^{22}
\end{bmatrix}
\begin{bmatrix}
X_1^m \\
X_2^m
\end{bmatrix} +
\begin{bmatrix}
b_1^m \\
b_2^m
\end{bmatrix} +
\begin{bmatrix}
W_1^m \\
W_2^m
\end{bmatrix}
\] (6.4)

Using the MMSE equalizer, and assuming that the noise variance is equal at all the BSs, the transmitted signals can be obtained as follows.

\[ \hat{X}_m = [A^H A + \sigma^2_W I]^{-1} A^H (R_m - b_m), \] (6.5)

where \( I \) denotes the identity matrix and \( \sigma^2_W \) is the noise power which is, for simplicity, assumed to be equal at all the BSs. Since the estimation of the current symbol \( \hat{X}_m \) needs the computation of \( b_m \) which depends on the estimated old symbol, this could lead to error propagation in case the old symbol is wrongly decoded. In the numerical results shown later, this effect is taken into consideration.

### 6.2 Imperfect Knowledge of Delays and CSI

In the previous section, we have provided the analysis assuming perfect knowledge of delays and CSI. In order to study the impact of imperfect knowledge of these parameters on the performance of our detection method, we employ a joint delay and channel estimation...
method, similar to the one used in [25] for the UL of an LTE system. In the LTE standard, a preamble called physical random access channel (PRACH) is employed in the UL for the initial uplink time synchronization and initial network access [91]. The preamble consists of a constant amplitude zero autocorrelation sequence, called Zadoff-Chu (ZC). This sequence was first proposed in [92, 93], and it is employed by the LTE and the LTE-A for both UL and DL synchronization tasks [94]. The ZC sequence’s ideal correlation properties have led to its widespread use in new wireless standards. The ZC sequence is defined as

\[ f(n) = \begin{cases} 
  e^{j\pi r n^2 / N_s}, & N_s \text{ is even} \\
  e^{j\pi r (n+1) / N_s}, & N_s \text{ is odd}
\end{cases} \]

where \( N_s \) is the sequence length and \( r \) is the root sequence index which is typically chosen to be relatively prime to \( N_s \). One of the great features of the ZC sequence is that the periodic correlation of a sequence with a cyclically shifted version of itself produces a Kronecker delta function which peaks at the lag instant and zero elsewhere. This feature can be utilized in our system model, by letting the UEs which transmit at the same time and frequency resources use the same ZC sequence (i.e., same root sequence index) but with different cyclic shifts. This achieves orthogonality among the transmitted preambles from different UEs which is needed to avoid cross interference. The second advantage of this feature is that correlating with the base ZC sequence (i.e., the one with zero shift) in each BS leads to estimating all the delays and CIRs of all the UEs received by this BS at once [25]. The number of samples of the cyclic shift \( N_{CS} \) is a parameter that needs to be selected carefully. This number should be large enough to accommodate the maximum expected TDOA, plus the maximum expected delay spread \( \tau_{\text{max}} \). We choose this number to equal \( (N_s/U) \), where \( U \) is the number of UEs that use the same sequence.

Given the aforementioned properties of the ZC sequence, the joint delay and channel estimation method can be described as follows. Each UE \( u \) from the set that uses the same time and frequency resources sends the same ZC sequence but with different shift \( (u - 1) \times N_{CS} \), where \( u = 1, 2, ..., U \). The assignment of \( N_{CS} \) to each UE could be through control messages sent from the BSs to the UEs in the downlink. At each cooperating BS \( b, b = 1, 2, ..., B \), a periodic correlation between the total received signal and a local copy of the preamble used in this cell (e.g., for BS \( b \) the preamble is the same ZC sequence with shift \( (b - 1) \times N_{CS} \)) is performed in the frequency domain as follows:

\[ y^b(n) = \frac{1}{N_s} \sum_{K=0}^{N_s-1} R^b(K) F^*_b(K) e^{j2\pi Kn / N_s}, \quad 0 \leq n \leq N_s - 1, \quad (6.6) \]

where \( F_b(K) \) is the DFT of the ZC sequence used at BS \( b \), and \( y^b(n) \) is the correlation output. Then the magnitude of the correlation output \( |y^b(n)| \) is searched for all peaks
above a given threshold that depends on the received SNR multiplied by the mean of the samples of $|y^b(n)|$, $0 \leq n \leq N_s - 1$. For instance, at BS1, the index of the first peak $t^{1,1}$ is the delay of UE1 ($\theta^{1,1}$) and samples of $y^b(n)$ from $t^{1,1}$ to the peak index that has value less than $t^{1,1} + \tau_{\text{exp}}^{\max}$ are considered as the CIR of the channel between UE1 and BS1. The first peak that has index $t^{1,2}$ larger than $t^{1,1} + \tau_{\text{exp}}^{\max}$ is the first tap of the channel between UE2 and BS1. Samples of $y^b(n)$ from $t^{1,2}$ to the peak index that has value less than $t^{1,2} + \tau_{\text{exp}}^{\max}$ are considered the CIR of the channel between UE2 and BS1. The delay of UE2 equals $t^{1,2} - (u - 1) \cdot N_{\text{CS}}$ where $u = 2$ for UE2. The same is applied for the remaining UEs received by BS1. The same steps are applied for each BS to estimate all the delays and all the CIRs. For instance, Fig. 6.1 shows a block diagram for the channel and delay estimation at BS1. The algorithm at the BSs can be summarized as follows:

**Algorithm 1 Joint Delay and Channel Estimation Algorithm**

1: for BS index $b = 1$ to $B$ do
2: Compute the periodic correlation $y^b(n)$. 
3: Search $|y^b(n)|$ for all peaks above a given threshold.
4: for UE index $u = 1$ to $U$ do
5: $\theta^{b,u} = t^{b,u} - (u - 1) \cdot N_{\text{CS}}$ where $t^{b,u}$ is the first peak index that is larger than $t^{b,u-1} + \tau_{\text{exp}}^{\max}$ and $t^{b,1}$ is the first peak index.
6: The CIR between UE $u$ and BS $b$ is the samples from $t^{b,u}$ to the peak index that is less than $t^{b,u} + \tau_{\text{exp}}^{\max}$.
7: end for
8: end for

It is worth mentioning that, although the detection method does not impose any restrictions on the delays, this joint method for delay and channel estimation restricts the delays to be less than $(N_{\text{CS}} - \tau_{\text{exp}}^{\max})$.

### 6.3 Iterative Method for Asynchronous Interference Mitigation

As it can be seen from (6.5), the MMSE receiver needs an inverse operation which would have complexity of the order $O(n^3)$ [95] when solved by direct methods like Gaussian elimination, where $n = B \cdot N$ assuming the number of BSs $B$ equals to the number of users $U$ and $N$ is the number of subcarriers. The system in (6.3), ignoring the AWGN term, can be considered as a system of linear equations which can be solved iteratively. For the
simplicity of the analysis, we consider a system like the one in (6.4) with 2 BSs and 2 UEs in AWGN channel. This system, ignoring the AWGN, can be modeled as

\[
\begin{bmatrix}
\bar{R}^1 \\
\bar{R}^2
\end{bmatrix} = \begin{bmatrix}
I & C^{1,2} \\
C^{2,1} & I
\end{bmatrix}
\begin{bmatrix}
X^1 \\
X^2
\end{bmatrix},
\]

(6.7)

where we dropped the symbol index \( m \) for clarity and \( \bar{R}^b = R^b_m - b^u_m \). \( I \) is the identity matrix and \( C^{b,u} \) is the ICI coefficients matrix with its elements can be inferred from (3.6) and (4.24) as follows:

\[
[C^N]_{K,q}^{b,u} = \frac{1}{N} \Gamma_{1}^{b,u} ((K - q)N) e^{j2\pi b^u q/N}, \quad 0 \leq K, q \leq N - 1,
\]

(6.8)

where

\[
\Gamma_{1}^{b,u}(q) = \begin{cases} 
N - \theta^{b,u}_{CP} & q = 0 \\
\left(\frac{e^{-j2\pi b^u q/N}}{1-e^{-j2\pi q/N}}\right) & q \neq 0
\end{cases}
\]

(6.9)

Note that \( C^{1,1} \) and \( C^{2,2} \) in (6.7) are equal to the identity matrix \( I \) since users in the same cell as the serving BS are synchronized and hence there is no ICI (i.e., ICI coefficient matrix equal to \( I \)).

Let us denote the matrix in (6.7) by \( A \). It is clear that this matrix is sparse, so iterative methods for sparse matrices [96] can be used to solve this system of linear equations in an
efficient way. Generally, the complexity of these methods is in the order of $O(i \cdot z \cdot n)$ where $i$ is the number of iterations and $z$ is the number of non-zero elements. If the matrix is dense, the order would be $O(i \cdot n^2)$ since in each iteration a matrix-vector multiplication with order $O(n^2)$ is needed. In the following, we demonstrate how one of the basic iterative methods can be employed to solve the system in (6.7). Then and based on the structure of the matrix $A$, we propose further simplifications to reduce the complexity needed to solve this system of linear equations.

Jacobi method is one of the most basic iterative methods to solve systems of linear equations [96]. In this method, $A$ is decomposed into 3 matrices where $A = D - E - F$. $D$ is a diagonal matrix with its diagonal equal to the diagonal of $A$ and $-E$ and $-F$ are the lower and upper triangular matrices, respectively, but with replacing the diagonal elements with zeros. The Jacobi iteration can be expressed as [96]

$$
\begin{bmatrix}
X_1^k \\
X_2^k
\end{bmatrix}_{k+1} = D^{-1}(E + F) \begin{bmatrix}
X_1^k \\
X_2^k
\end{bmatrix}_k + D^{-1} \begin{bmatrix}
\bar{R}_1^k \\
\bar{R}_2^k
\end{bmatrix},
$$

(6.10)

where $k$ is the iteration index. In the following, we provide further simplifications based on the special structure of the matrix $A$.

- The matrix $D$ and its inverse can be removed from the computations since in our system model $D$ is simply the identity matrix $I$. As a result, the iteration can be expressed as

$$
\begin{bmatrix}
X_1^k \\
X_2^k
\end{bmatrix}_{k+1} = \bar{A} \begin{bmatrix}
X_1^k \\
X_2^k
\end{bmatrix}_k + \begin{bmatrix}
\bar{R}_1^k \\
\bar{R}_2^k
\end{bmatrix},
$$

(6.11)

where

$$
\bar{A} = E + F = \begin{bmatrix}
0_{N \times N} & -C^{1,2}_{1} \\
-C^{2,1} & 0_{N \times N}
\end{bmatrix}.
$$

(6.12)

- Due to the zero matrices in $\bar{A}$, the iteration can be simplified to

$$
\begin{bmatrix}
X_1^k \\
X_2^k
\end{bmatrix}_{k+1} = -C^{1,2} \begin{bmatrix}
X_2^k \\
X_1^k
\end{bmatrix}_k + \begin{bmatrix}
\bar{R}_1^k \\
\bar{R}_2^k
\end{bmatrix}.
$$

(6.13)

- It can be seen from (6.8) that the matrix $C^{b,u}$ can be decomposed into circulant matrix $\Gamma_1^{b,u}((K - q)_N)$ and a constant vector $e^{j2\pi b,u,q/N}$ that does not change with
changing the row number $K$. Therefore, the matrix-vector multiplication $C_{b,u}X_k^u$ in (6.13) can be computed by FFT [97] as follows:

$$
\begin{bmatrix}
X^1_k \\
X^2_k
\end{bmatrix}_{k+1} = 
\begin{bmatrix}
\text{ifft} \left\{ \text{fft}(\Gamma_1^{1,2}(-q)_N) \circ \text{fft}(X^2_k \circ e^{j2\pi\theta^{1,2}q/N}) \right\} \\
\text{ifft} \left\{ \text{fft}(\Gamma_1^{2,1}(-q)_N) \circ \text{fft}(X^1_k \circ e^{j2\pi\theta^{2,1}q/N}) \right\}
\end{bmatrix} + 
\begin{bmatrix}
\tilde{R}^1 \\
\tilde{R}^2
\end{bmatrix},
$$

$0 \leq q \leq N - 1.$ \hspace{1cm} (6.14)

- From the properties of the DFT, the Hadamard product $X^u_k \circ e^{j2\pi\theta_{b,u}q/N}$ can be replaced by circular shift as follows:

$$
\begin{bmatrix}
X^1_k \\
X^2_k
\end{bmatrix}_{k+1} = 
\begin{bmatrix}
\text{ifft} \left\{ \text{fft}(\Gamma_1^{1,2}(-q)_N) \circ \text{fft}(x^2_k(n - \theta^{1,2}N)) \right\} \\
\text{ifft} \left\{ \text{fft}(\Gamma_1^{2,1}(-q)_N) \circ \text{fft}(x^1_k(n - \theta^{2,1}N)) \right\}
\end{bmatrix} + 
\begin{bmatrix}
\tilde{R}^1 \\
\tilde{R}^2
\end{bmatrix},
$$

$0 \leq n, q \leq N - 1.$ \hspace{1cm} (6.15)

where $x(n)$ is the n-th element of $\text{fft}(X)$.

With these simplifications, the complexity of the iterative method is reduced to be in the order of $O(i \cdot n \log n)$ instead of $O(i \cdot n^2)$.

The previous iterative procedure assumes that the matrix in (6.7) has an inverse, but this is not guaranteed. Sometimes the matrix in (6.7) is not invertible since the submatrices that form this matrix are not full rank. This is the reason that a zero-forcing equalizer is not a good option for estimating the transmitted signals in (6.4). Moreover, this suggests that for systems with more BSs and UEs or when the channel is frequency-selective, it is better to use a more robust iterative method from the Krylov subspace category [96] with a coefficient matrix equals to $A^H A + \sigma_w^2 I$ and nonhomogeneous term equals to $A^H(R_m - b_m)$. In our numerical results, we have used the quasi-minimal residual (QMR) method which is an iterative method to solve non-Hermitian linear systems [98]. It has been proved that the QMR method is an efficient method for matrices where the identity matrix is dominating [99].

### 6.4 Numerical Results

The performance of our proposed scheme, to mitigate the asynchronous interference, is investigated in Fig. 6.2 which shows the performance of a CoMP system with 2 BSs and 2 UEs, each with one antenna. The 2 UEs have symmetrical positions with respect to
the BSs and they are using the same time and frequency resources. The FFT size is 128 subcarriers and the CP length is 9 samples. A turbo encoder with a rate of 1/2 is used and the bits are mapped using the 16-QAM modulation. The performance is evaluated under a frequency-selective fading channel with a uniform power delay profile. The maximum delay spread is 5 samples and the path loss exponent equals 3.5. Finally, the parameters used for the joint channel and delay estimation are as follows. The ZC sequence length is 512 samples and the root sequence index is 25. A cyclic prefix is appended to the ZC sequence, with a length larger than the maximum delay spread (6 samples). The maximum expected delay spread is $\tau_{\text{max}}^{\text{exp}} = 22$ and the threshold values for each SNR which are used to find the peaks of the magnitude of the correlation output are determined by simulations.

It can be observed from Fig. 6.2 that there is an improvement in performance when the 2 BSs cooperate to decode the signals (CoMP, delays = 0), compared to the case in which each BS decodes only the signal of the UE in the same cell and considers the signal from the UE in the other cell as interference (no cooperation, delays = 0). Also, it can be seen that this improvement is lost when the delays are larger than the CP length (CoMP, delays = 25). Finally, the results show that our method retrieves the gains achieved by the CoMP operation, even when the delays are larger than the CP length.

The performance of more general scenarios is shown in Fig. 6.3 where two, three, and four BSs cooperate to decode the signals of UEs. The delay between each UE and BS is uniformly distributed in the closed interval [10,25] samples. Also, the number of channel taps for the link between each UE and BS is uniformly distributed in the closed interval [2,5] taps. Like the previous figure, turbo channel coding with rate 1/2 and 16-QAM modulation are used. Also, the path loss exponent equals 3.5. The figure shows the case when the CP length is larger than the delay plus the maximum delay spread ($N_{\text{CP}} = 32$) and compares it to the case when the system uses the normal length of CP that is used in LTE standard ($N_{\text{CP}} = 9$) but with our method used for compensation. First, it can be seen that our method of compensation cancels most of the asynchronous interference and it gives performance close to the case when there is no asynchronous interference. Also, the larger the number of BSs that cooperate to decode the UEs’ signals, the better the performance, as can be expected. This is not the case when we employ channel and delay estimation and as it can be seen when the number of BSs is fewer the performance is better. This can be explained by the fact that increasing the number of BSs increases the number of delays and channel links that need to be estimated and hence increases the probability of error due to the accumulation of estimation errors from different links.

Finally, the performance of the iterative methods is shown in Fig. 6.4. For the QMR method, we used the function provided by MATLAB. In both iterative methods, the QMR and the proposed one, the maximum allowable number of iterations is $N = 128$ which is
Figure 6.2: APE performance of our proposed mitigation method with channel and delay estimation in symmetrical CoMP scenario.

one half of the matrix size \( (2N \times 2N) \). Also, the tolerance of both methods was set to \( 10^{-6} \), so whenever the difference between the estimated vector and the previous estimated one is less than or equal \( 10^{-6} \), the algorithm stops and returns the current estimated vector. In our proposed iterative method, if the desired tolerance is not achieved within the maximum allowable number of iterations, an MMSE equalizer is used to estimate the transmitted signals. It can be seen from the figure that the performance of the QMR is similar to the performance of the MMSE equalizer and this is because the inputs to the QMR method are: coefficient matrix equals to \( A^H A + \sigma^2_W I \) and nonhomogeneous term equals to \( A^H (R_m - b_m) \). Although our proposed iterative method has slightly worse performance than the QMR method but as indicated in Section 6.3, it is less complex. Also, it is worth mentioning that our proposed method could not find a solution (when \( A \) is not invertible) and used an MMSE equalizer in only 2.43% of the total number of simulated frames (10000 frames).
Figure 6.3: APE performance of our proposed mitigation method in general CoMP scenario with multiple BSs and multiple UEs.
Figure 6.4: APE performance of iterative methods in CoMP scenario with 2 BSs and 2 UEs.
Chapter 7

Concluding Remarks and Future Work

7.1 Concluding Remarks

In the first part of the thesis, we first have provided a complete analysis for the asynchronous interference that results from the frequency and integer time offsets in OFDM systems. In particular, it has been shown that integer time offsets result in three types of interference: ICI, IBI, and ISI. The latter appears in frequency-selective fading channels. Also, our analysis and simulation showed that, due to the existence of the CP, the different subcarriers in OFDM systems with integer time offset do not have the same performance. Closed-form expressions and an approximate method for evaluating the BER/SER of BP-SK, QPSK and 16-QAM under both AWGN and Rayleigh fading channels were provided. Simulation results showed that our expressions are accurate and that the approximation works well.

In the second part, we have shown the effect of asynchronous interference on UL CoMP systems when the TDOAs of UEs’ signals are larger than the CP length. An upper bound for the percentage of areas that can be covered by cooperation was set using geometrical and analytical approaches. The effect of cell radius on this percentage was demonstrated, and increasing this radius without using compensation algorithms was found to result in the percentage of BS cooperation decreasing. Therefore, a robust method that eliminates asynchronous interference was proposed to solve this problem. An MMSE equalizer, preceded by joint channel and delay estimation, was used to eliminate the MUI in addition to the asynchronous interference. Although an UL system with a single antenna was con-
sidered in both the UEs and the BSs, the proposed method can be applied to any system with any number of antennas given that the number of the received signals is larger than or equal to the number of signals that need to be decoded. Finally, numerical results were provided to show the accuracy of the derived expressions and the good performance of the proposed method.

7.2 Future Work

The main objective of this research was to propose a method for mitigating the asynchronous interference that results from the timing synchronization problem in CoMP systems. In our analysis, we have taken into consideration the effect of imperfect knowledge of delays and CSI. Nevertheless, and as an extension to our work the effect of the following factors should be investigated.

- **Channel Estimation:** In our research, we used a dedicated one OFDM symbol of successive subcarriers (preamble) for channel estimation. The effect of using scattered pilots within the data symbols for channel estimation should be investigated. The advantage of using pilots for channel estimation is to track the changes in channel gains over time. Also, this should reduce the overhead in terms of the resources needed for channel estimation.

- **Carrier Frequency Offset:** The effect of CFO on channel and delay estimation needs to be investigated. Integer CFO could leads to wrong delay estimation results. This will affect the performance of the interference mitigation method.

- **Multiple User Interference:** In our analysis, we considered only the users that employ the same time and frequency resources. The effect of interference caused by other users in the system should be investigated. Also, it is desirable to evaluate the performance of our proposed method by system level simulations where multiple users and BSs use different time and frequency resources.

- **Iterative Procedure:** In our analysis, we have provided customized iterative procedure for the interference mitigation method when the number of BSs and UEs is two and for transmission over AWGN channel. For systems with more BSs and UEs or for transmission over frequency-selective fading channels the standard QMR method is used. A customization for this method based on the signal model of the CoMP system could reduce the complexity more.
Appendix A

In evaluating the integral in (3.26), we need to use the error function and some identities related to it. The error function can be defined as shown in (1).

\[
\text{erf}(ax) = \frac{2}{\sqrt{\pi}} \int_0^ax e^{-t^2} dt.
\]  

(1)

From the definition, it can be concluded that:

\[
\frac{d}{dx}\text{erf}(ax) = \frac{2a}{\sqrt{\pi}} e^{-a^2x^2},
\]

(2)

and

\[
\int e^{-a^2x^2} dx = \frac{\sqrt{\pi}}{2a} \text{erf}(ax).
\]

(3)

An important integral that will be used in the evaluation of (3.26) is the one shown in (4).

\[
II = \int_0^\infty e^{-b^2x^2} \text{erf}(ax) dx.
\]

(4)

The result of this integral can be found in [100, eq. 4.3.2], but the reported result is valid only when \(a\) is positive. In the following, we derive a result that is valid for positive and negative values of \(a\). The proof starts by differentiating (4) with respect to \(a\) using (2) as shown in (5).

\[
\frac{d}{da}II = \frac{2}{\sqrt{\pi}} \int_0^\infty xe^{-a^2x^2} e^{-b^2x^2} dx.
\]

(5)

Then computing the integral in (5) with respect to \(x\) as shown in (6).

\[
\frac{d}{da}II = \frac{1}{\sqrt{\pi}} \frac{1}{a^2 + b^2}.
\]

(6)
Finally, integrating the result in (6) leads to the final result shown in (7).

\[ II = II(0) + \int_0^a \frac{1}{\sqrt{\pi}} \frac{1}{x^2 + b^2} \, dx = \frac{1}{\sqrt{\pi}b} \arctan\left( \frac{a}{b} \right). \]  

(7)

Now, the integral in (3.26) can be represented by

\[ I = \frac{1}{2\pi} \int_0^\infty \frac{r}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} \int_{x_1=rA_1}^\infty e^{-x_1^2} \, dx_1 \int_{x_2=rA_2}^\infty e^{-x_2^2} \, dx_2 \, dr. \]  

(8)

Using the identity in (3), the integral in (8) can be represented by

\[ I = \frac{1}{4} \int_0^\infty \frac{r}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} \left[ 1 - \text{erf}\left( \frac{rA_1}{\sqrt{2}} \right) \right] \left[ 1 - \text{erf}\left( \frac{rA_2}{\sqrt{2}} \right) \right] \, dr \]

\[ = I_1 - I_2 - I_3 + I_4, \]  

(9)

where

\[ I_1 = \frac{1}{4} \int_0^\infty \frac{r}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} \, dr = \frac{1}{4}, \]  

(10)

and

\[ I_2 = \frac{1}{4} \int_0^\infty \frac{r}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} \text{erf}\left( \frac{rA_1}{\sqrt{2}} \right) \, dr. \]  

(11)

Integrating (11) by parts with the aid of (2) and (3) leads to the result

\[ I_2 = \frac{1}{4 \sqrt{1 + \sigma^2A_1^2}} A_1. \]  

(12)

Similarly, but with replacing \( A_1 \) with \( A_2 \):

\[ I_3 = \frac{1}{4 \sqrt{1 + \sigma^2A_2^2}} A_2. \]  

(13)

Finally, \( I_4 \) can be represented as follows:

\[ I_4 = \frac{1}{4} \int_0^\infty \frac{r}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} \text{erf}\left( \frac{rA_1}{\sqrt{2}} \right) \text{erf}\left( \frac{rA_2}{\sqrt{2}} \right) \, dr. \]  

(14)
The integral in (14) can be evaluated as shown in (15) using integration by parts with the aid of the identity in (2).

\[
I_4 = \frac{A_1}{2\sqrt{2\pi}} \int_0^\infty e^{-\frac{1 + \sigma^2}{2\sigma^2} r^2} \text{erf}(\frac{r A_2}{\sqrt{2}}) dr \\
+ \frac{A_2}{2\sqrt{2\pi}} \int_0^\infty e^{-\frac{1 + \sigma^2}{2\sigma^2} A_1^2} \text{erf}(\frac{r A_1}{\sqrt{2}}) dr.
\]  

(15)

The two integrals in the right hand side of (15) are in the form of (4). Therefore, the result of the integral in (15) can be represented as shown in (16).

\[
I_4 = \frac{1}{2\pi} \frac{A_1\sigma}{\sqrt{1 + \sigma^2 A_1^2}} \arctan \frac{A_2\sigma}{\sqrt{1 + \sigma^2 A_1^2}} \\
+ \frac{1}{2\pi} \frac{A_2\sigma}{\sqrt{1 + \sigma^2 A_2^2}} \arctan \frac{A_1\sigma}{\sqrt{1 + \sigma^2 A_2^2}}.
\]  

(16)

Combining the results in (10), (12), (13), and (16) according to (9) leads to the final result shown in (3.27).
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