Alternative Approaches for Analysis
of Bin Packing and List Update
Problems

by

Shahin Kamali

A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Doctor of Philosophy
in
Computer Science

Waterloo, Ontario, Canada, 2014

(© Shahin Kamali 2014



Author’s Declaration

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis, including any
required final revisions, as accepted by my examiners.

I understand that my thesis may be made electronically available to the public.

ii



Abstract

In this thesis we introduce and evaluate new algorithms and models for the analysis of online bin
packing and list update problems. These are two classic online problems which are extensively studied
in the literature and have many applications in the real world. Similar to other online problems, the
framework of competitive analysis is often used to study the list update and bin packing algorithms.
Under this framework, the behavior of online algorithms is compared to an optimal offline algorithm on
the worst possible input. This is aligned with the traditional algorithm theory built around the concept
of worst-case analysis. However, the pessimistic nature of the competitive analysis along with unrealistic
assumptions behind the proposed models for the problems often result in situations where the existing
theory is not quite useful in practice. The main goal of this thesis is to develop new approaches for
studying online problems, and in particular bin packing and list update, to guide development of practical
algorithms performing quite well on real-world inputs. In doing so, we introduce new algorithms with good
performance (not only under the competitive analysis) as well as new models which are more realistic for
certain applications of the studied problems.

For many online problems, competitive analysis fails to provide a theoretical justification for observa-
tions made in practice. This is partially because, as a worst-case analysis method, competitive analysis
does not necessarily reflect the typical behavior of algorithms. In the case of bin packing problem, the Best
Fit and First Fit algorithms are widely used in practice. There are, however, other algorithms with better
competitive ratios which are rarely used in practice since they perform poorly on average. We show that
it is possible to optimize for both cases. In doing so, we introduce online bin packing algorithms which
outperform Best Fit and First Fit in terms of competitive ratio while maintaining their good average-case
performance.

An alternative for analysis of online problems is the advice model which has received significant at-
tention in the past few years. Under the advice model, an online algorithm receives a number of bits of
advice about the unrevealed parts of the sequence. Generally, there is a trade-off between the size of the
advice and the performance of online algorithms. The advice model generalizes the existing frameworks in
which an online algorithm has partial knowledge about the input sequence, e.g., the access graph model for
the paging problem. We study list update and bin packing problems under the advice model and answer
several relevant questions about the advice complexity of these problems.

Online problems are usually studied under specific settings which are not necessarily valid for all
applications of the problem. As an example, online bin packing algorithms are widely used for server
consolidation to minimize the number of active servers in a data center. In some applications, e.g., tenant
placement in the Cloud, often a ‘fault-tolerant’ solution for server consolidation is required. In this setting,
the problem becomes different and the classic algorithms can no longer be used. We study a fault-tolerant
model for the bin packing problem and analyse algorithms which fit this particular application of the
problem. Similarly, the list update problem was initially proposed for maintaining self-adjusting linked
lists. However, presently, the main application of the problem is in the data compression realm. We show
that the standard cost model is not suitable for compression purposes and study a compression cost model
for the list update problem. Our analysis justifies the advantage of the compression schemes which are
based on Move-To-Front algorithm and might lead to improved compression algorithms.
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Chapter 1

Online Algorithms

In online algorithms, in contrast to offline algorithms, the input is not revealed all at once. Instead,
it is formed as a sequence of requests which appear in a sequential manner. To serve each request, an
online algorithm has to make a decision based on the revealed parts of the sequence. The decisions of the
algorithm are irrevocable, i.e., the algorithm cannot revert or change its actions. In other words, an online
algorithm has to build a solution for a sequence o on the partial solutions that it builds for the prefix
subsequences of o.

When studying online algorithms, similar to other algorithms, we are interested in providing worst-
case guarantees. The performance of an online algorithm is often compared against an optimal offline
algorithm OPT. This kind of worst-case analysis has been studied in the context of online scheduling and
bin packing problems since the 1970s. However, it became more popular when it was reintroduced in the
1980s in the form of competitive analysis for analysis of paging and list update algorithms. Since then, the
competitive ratio has served as a practical measure for the study and classification of online algorithms. An
algorithm is said to be c-competitive (assuming a cost-minimization problem) if the cost of the algorithm
for any request sequence never exceeds ¢ times the optimal cost (up to some additive constant) of an offline
algorithm OPT which knows the entire request sequence in advance. If we do not allow the additive term,
the resulting ratio is called the absolute competitive ratio. In this thesis, by competitive ratio, we always
mean asymptotic competitive ratio as defined above.

Although the main initiative for studying most online algorithms is their practicality in the real world,
some assumptions behind the models and analysis techniques make the current results not quite useful for
all applications. Some of these issues can be listed as follows:

e In most applications, beside providing worst-case guarantees, an online algorithm needs to have
a good typical behavior (average-case performance). The focus on improving competitive ratio
often results in sacrificing the average-case performance. Consequently, many of the studied online
algorithms have no practical significance. This is particularly the case for the bin packing problem.
In Chapter 3, we discuss this issue and address it by introducing practical algorithms which provide
both average and worst-case guarantees.

e Notwithstanding its wide applicability, competitive analysis has some drawbacks. For certain prob-
lems, it gives unrealistically pessimistic results and fails to distinguish between algorithms that have



vastly differing performance in practice. Another drawback is the unfair comparison between online
and offline algorithms which gives unjust advantage to OPT. One natural way to address this issue
is to give online algorithms the power of deferral, i.e., some limited power in changing their previous
decisions (see, e.g., [77, 23, 83]). Another approach is to give online algorithms partial information
about the future. A well-studied example is the concept of lookahead in which some future requests
are revealed to the online algorithm. In the past few years, a more general framework is studied
which gives partial information about the future on an advice tape. The advice bits are generated by
an offline oracle. There is a trade-off between the number of bits of advice and the competitive ratio
of the resulting algorithms. In Chapters 4,5,6, we discuss this trade-off in details for bin packing and
list update problems.

e The models defined for online problems are not realistic for all applications of the problems. For
example, the standard model for the list update problem is defined in a way to suit self-adjusting
lists. Later, a novel application of the problem was discovered for data compression; however, the
standard model was never adjusted for this application. Another example is when bin packing is
used for server consolidation; while this is a well known application of the problem, if a fault-tolerant
scheme for server consolidation is required (which is the case in modern applications), the standard
model and algorithms will not be valid and should be adjusted. In Chapters 7,8, we introduce
practical models for bin packing and list update which suit the above applications.

Bin packing and list update problems are among the most studied online problems with many appli-
cations in practice (see, e.g., [49, 9]). In the bin packing problem, the goal is to place a sequence of items
of different sizes into a minimum number of bins. We assume items have sizes in the range (0,1] and bins
have a uniform capacity of 1. Examples of bin packing algorithms are Best FiT and FirsT F1T which avoid
opening new bins for an incoming item (unless they have to) and the Harmonic algorithm which is based
on placing items of similar sizes into the same bins. In the list update problem, the input is a sequence
of requests to items of a list of fixed size. To answer a request to an item z, an algorithm has to access
x. Accessing an item at index 4 in the list has a cost of i. A list update algorithm can reorganize the
list using free and paid exchanges. The goal is to update (reorganize) the list so that the total cost is
minimized. Example of list update algorithms are Move-To-Front (MTF) which moves the requested item
to the front of the list using a free exchange and Frequency Count (F¢) that maintains items in decreasing
order of their observed frequency. (See Chapter 2 for a detailed definition of bin packing and list update
problems.)

Throughout the thesis, we use A(c) to denote the costs of A for packing a request sequence 0. When o
follows from the context, we simply use A to denote this cost. We use similar notation for all algorithms,
including OPT.

1.1 Analysis Measures

Online algorithms were initially studied under stochastic models which assume a random distribution for
input sequences. These measures are good for studying the typical behavior of the algorithms under random
input assumptions. Unfortunately however, they do not provide any worst-case guarantee. Moreover, the
distributions behind the online sequences are not always fixed and change over time. The competitive ratio
provides worst-case guarantees for online algorithms. However, for many problems (e.g., bin packing) an

3



algorithm with a good worst-case performance does not necessarily perform well on the average. In
practice, this discrepancy is addressed by sacrificing the worst-case performance, i.e., the algorithms with
good average-case performance (e.g., BEST Fir and FirsT FiT) are preferred over the ones with better
competitive ratio (e.g., the Harmonic algorithm). There have been efforts to introduce measures which
capture worst-case and average-case complexity of algorithms at the same time. Among these measures,
random order analysis, relative worst order analysis, and bijective analysis are most relevant.

Random order analysis was introduced by Kenyon [100] in the context of online bin packing. In the bin
packing problem, the number of bins used by OPT is the same for all permutations of an input sequence
while an online algorithm A might open different number of bins for different permutations. Instead of
considering the number of bins used by A on a worst-case sequence, one can consider the expected number
of bins used by A over all permutations of a sequence o and compare it with the number of bins in an
optimal packing of 0. The maximum ratio achieved this way (over all sequences) is defined as the random
order ratio of A. Since we take the expectation over all permutations, the random order ratio of an
algorithm is no larger than its competitive ratio. For example, the random order ratio of Best FiT for
bin packing is in the range (1.08,1.5) [100] while its competitive ratio is 1.7 [95]. The random order ratio
captures both worst-case and average-case complexity (since we assume all permutations are equally likely,
it is related to the uniform distribution for the input sequence). Unfortunately however, it is difficult to
compute random order ratios for most bin packing algorithms.

The relative worst order ratio was introduced by Boyar and Favrhold [410, 66]. Under this measure, two
algorithms are directly compared and the ratio between their costs on the worst permutations of a given
sequence is considered. Note that, for a given sequence, two algorithms might find their maximum cost on
different permutations of the sequence. If an algorithm A does better than algorithm B for some sequences
and worse for other sequences, the two algorithms are incomparable. Otherwise, the maximum ratio over
all sequences is taken as the relative worst order ratio. Unfortunately, in many cases, the algorithms are
incomparable, e.g., BEST F1T and HARMONIC are not comparable. Moreover, this measure does not reflect
the typical behavior of online algorithms, e.g., BEST FIT has no advantage over FIRST FIT or HARMONIC
(regarding the relative worst order ratio) [40] while it is known that it outperforms both on the average
(see Section 2.1.1).

Angelopoulos et al. [16] introduced bijective analysis as another measure which directly compares
online algorithms. Under bijective analysis, an algorithm A is no worse than B, if any sequence o can
be bijected to another sequence o’ so that the cost of A for o is no more than that of B for ¢’. This
type of analysis captures both worst-case and average case and has proven useful for showing the observed
advantage of Move-To-Front algorithm for the list update problem [17, 18]. Bijective analysis requires
the set of all input sequences to be countable. Hence, in its standard form, it cannot be applied to the
bin packing problem. However, if we modify the definition to restrict ¢’ to be a permutation of o, the
measure can be adapted to compare bin packing algorithms. Unfortunately, with this adaptation, bin
packing algorithms are hard to study and analyze.

Introducing algorithms which provide both average-case and worst-case guarantees is important in
practice. List update algorithms were initially studied with respect to their typical behavior on sequences
that follow probability distributions. The average cost ratio of an algorithm A is the expected ratio
between the cost of A for a sufficiently long random sequence and that of a static offline algorithm which
maintains items in non-increasing order by probability. Under this setting, the ratio achieved by Fc is 1
[125] while that of MTF is 7/2 [47]. This indicates that Fc is better than MTF on average. However, MTF
has an advantage over the other algorithms in the worst case scenarios [134]. Blum et al. [34] introduced

4



a randomized algorithm that, for any € > 0, achieves competitive ratio of 1.6 + € and average cost ratio
of 1 4+ €. In some sense, the algorithm provides both worst-case and average-case guarantees of the best
existing algorithms. In Part II of this thesis, we introduce a new algorithm that does the same for the bin
packing problem.

1.2 Advice Model of Computation

The total lack of information about the future is unrealistic in many real-world scenarios. The advice
model is introduced to address this issue [69]. Under the advice model, an online algorithm receives a
number of bits of advice about the unrevealed parts of the sequence. Generally, there is a trade-off between
the size of advice and the performance of online algorithms.

In the past few years, slightly different models of advice complexity have been proposed for online
problems. All these models assume that there is an offline oracle, with infinite computational power,
which provides the online algorithm with some bits of advice. How these bits of advice are given to the
algorithm is the source of difference between the models. In the first model, presented by Dobrev et al. [63],
an online algorithm poses a series of questions which are answered by the offline oracle in blocks of answers.
The total size of the answers, measured in the number of bits, defines the advice complexity. The problem
with this model is that information can be encoded in the individual length of each block. To address
this issue, another model is proposed by Emek et al. [69] which assumes that online algorithms receive a
fixed number of bits of advice per request. We call this model the advice-with-request model. This model
is studied for problems, such as metrical task systems and k-server, and the results tend to use at least
a constant number of bits of advice per request [69, 122]. Nevertheless, there are many online problems
for which a sublinear and even a constant number of bits of advice in total is sufficient to achieve good
competitive ratios. However, under the advice-with-request model, the possibility of sending a sublinear
number of advice bits to the algorithm is not well defined. Bockenhauer et al. [37, 36] presented another
model of advice complexity which assumes that the online algorithm has access to an advice tape, written
by the offline oracle. At any time step, the algorithm may refer to the tape and read any number of advice
bits. The advice complexity is the number of bits on the tape accessed by the algorithm. We refer to this
model as advice-on-tape model. Since its introduction, the advice-on-tape model has been used to analyze
the advice complexity of many online problems including paging [37, 90, 104], disjoint path allocation [37],
job shop scheduling [37, 104], k-server [36, 122], knapsack [38], Steiner tree problem [26], various coloring
problems [30, 74, 31, 130], set cover [103, 35], maximum clique [35], and graph exploration [62]. Throughout
the rest of the thesis, by advice model, we mean advice-on-tape model.

To provide general lower bounds for the advice complexity of online problems, we use the Binary
Guessing problem, defined in [69, 35].

Definition 1 ([35]). The Binary String Guessing Problem with Known History (2-SGKH) is the following
online problem. The input is a bitstring of length m, and the bits are revealed one by one. For each bit by,
the online algorithm A must guess if it is a 0 or a 1. After the algorithm has made a guess, the value of
by is revealed to the algorithm.

In a few places in Part III of the thesis, we make use of the following lemma which implies that advice
of linear size is required to correctly guess more than half bits of an input bitstring.



Lemma 1 ([35]). On an input of length m, any deterministic algorithm for 2-SGKH that is guaranteed to
guess correctly on more than am bits, for 1/2 < a < 1, needs to read at least (1+(1—a)lg(l—a)+alga)m
bits of advice.

Provided with the above lemma, we can reduce the 2-SGKH problem to other problems (e.g., bin
packing) to show that a linear number of advice bits are required to achieve close-to-optimal solutions.

1.3 Summary of Results and Organization of the Thesis

In Chapter 2, we conclude the first part of the thesis by reviewing the existing results on the bin packing
and list update problems. We do not aim to be exhaustive, but rather present the highlights which are
related to other parts of the thesis.

Although many online algorithms are proposed for the bin packing problem, the classic Best Fit and
FIrsT FIT algorithms are the mostly applied algorithms for the problem. This is because the existing
algorithms which provide improvements on the competitive ratio have relatively bad average-case perfor-
mance. A natural question is whether there exist an algorithm which achieves a better competitive ratio
than BesT FiT and FIRsT FIT without a compromise on the average-case performance. In part IT of the
thesis, we answer this question positively by introducing two new algorithms with the desired property. In
our analysis, we assume a continuous uniform distribution where the probability of an item having size x
is the same as having size 1 — z. Our interest in these algorithms is mostly theoretical; however, variants
of these algorithms which adapt to different distributions might have practical significance.

In Part III of the thesis, we study the advice complexity of bin packing, square packing, and list update
problems. When studying the advice model, there are a few questions to answer. First, how many bits of
advice are required and sufficient to achieve an optimal solution? In other words, how much information
about an input sequence is sufficient to achieve a solution which is as good as an offline solution? We
answer this question for bin packing and list update problems by providing tight lower and upper bounds.
Another important question is how many bits of advice are sufficient to outperform all online algorithms,
i.e., to break the lower bound on the competitive ratio of all online algorithms? For the bin packing
problem, we show that advice of logarithmic size is sufficient. For the box packing problem, advice of
also logarithmic size is sufficient to outperform all existing online algorithms. For the list update problem,
only two bits of advice are sufficient to outperform all deterministic online algorithms. The bits indicate
the better of three list update algorithms for serving an input sequence. Another relevant question asks
for the best competitive ratio that one can achieve with advice of linear size (linear to the length of input
sequence). We partially answer this question for the bin packing problem by providing upper and lower
bounds.

In Part IV, we study two applications of the bin packing and list update problems. Unlike previous
parts, the results in this part are merely practical. In Chapter 7, we study the fault tolerant server
consolidation as an application of the bin packing problem. In this application, instead of one copy of
each item, two copies (replicas) should be placed in two different bins (servers) so that potential failure of
one bin does not interrupt the service. Among other results, we provide a new algorithm for this problem
which has a visible advantage over two existing heuristics. In Chapter 8, we study the list update problem
in the context of compression and analyze list update algorithms under a theoretical framework which is
more relevant to compression purposes. On the practical side, we introduce a new compression scheme



which is based on a list update algorithm. The list update algorithm makes use of some bits of advice
which are included in the compressed file. Our experiments indicate that our scheme has an advantage
over other schemes which make use of list update algorithms.
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Chapter 2

A Tale of Two Problems

Bin Packing and list update problems are among the most studied online problems which have contributed
a lot to the development of online algorithms. In this chapter we briefly review the results related to these
problems.

2.1 Bin Packing Problem

In the bin packing problem, the goal is to place items of rational sizes into a minimum number of bins of
uniform sizes. The bin packing problem is among the first online problems around which the concept of
worst-case analysis was developed. The first upper bounds for the competitive ratio of online bin packing
algorithms was introduced by Ullman [139] and was followed by the influential works of Johnson, Garey,
Graham, and Ullman in the 1970s [78, 93, 95]. The first general lower bound for competitiveness of online
algorithms was introduce by Yao in 1980 [142]. The stochastic analysis of online bin packing algorithms
has an even older history. In this section, we review the algorithms and results related to the worst case
and average case analysis of bin packing algorithms.

Definition 2. An instance of the classic bin packing problem is defined by a sequence o = (o1,...,0,) of
items. We use s(o;) to denote the size of an item o;, which is a value in the range (0,1]. The goal is to
pack these items in the minimum number of bins of capacity 1. In the online version of the problem, the
items are revealed in an online manner, and an algorithm should place an item into a bin without looking
at the future items. After placing an item, the algorithm cannot move the item to another bin.

A natural algorithm for the problem is NexT Fit (NF) which keeps one open bin at each time. If a
given item does not fit in the bin, the algorithm closes the bin (i.e., it does not refer to it in future) and
opens a new bin. In contrast to NF, FirsT Fir (FF) does not close any bin; it maintains the bins in the
order they are opened and places a given item in the first bin which has enough space for it. In case such
a bin does not exist, it opens a new bin for the item. BesT Fit (BF) performs similarly to FF, except that
it maintains the bins in decreasing order of their levels; the level of a bin is the total size of items placed
in the bin. FF and BF are members of the family of Any Fit algorithms. An algorithm is Any Fit if opens



a new bin for an item only if the item does not fit in any of the existing bins. A subfamily of Any Fit
algorithms are Almost Any Fit algorithms. An algorithm is Almost Any Fit if it is Any Fit, and it avoids
placing an item in the bin with the lowest level (unless there is no other bin with enough space for the
item). An alternative approach is to divide items into a constant number of classes based on their sizes and
pack items of the same class apart from other classes. An example is the Harmonic (HA) algorithm of Lee
and Lee [106] which has a parameter K and defines K intervals (1/2,1],(1/3,1/2],...,(1/(K —1),1/K],
and (0, 1/K]; items which belong to the same interval are separately treated using the NexT FiT strategy.

2.1.1 Average-Case Analysis

Online bin packing algorithms are usually compared through their average-case performance and worst-
case performance. Under average-case analysis, it is assumed that item sizes follow a fixed distribution
that is typically the uniform distribution over the interval [0, C|, where C' is the bin capacity, typically
assumed without loss of generality to be 1. The results described below are for this distribution. With
this assumption, one can define the asymptotic average-case performance ratio (or simply average ratio)
of an online algorithm as the expected ratio between the number of bins used by the algorithm and that

of OPT for placing a long randomly-generated sequence. Recall that OPT is an optimal offline algorithm.

[ Alow)

OPT(U(H))}) where o(,) is a randomly

More precisely, the average ratio of an online algorithm A is lim E
n—oo

generated sequence of length n.

It is known that NF has an asymptotic average ratio of 1.3' [50] for sequences generated uniformly at
random while FF and BF are optimal in this sense and have an average ratio of 1 [28]. To further compare
algorithms with average ratio of 1, one can consider the expected waste which is the expected amount of
wasted space for packing a sequence of length n. More precisely, the wasted space of an algorithm A for
packing a sequence o, of length n is E[A(0(,)) — s(0(,))], i.e., the difference between the number of
bins used by A for placing o(,) and the total size of items in o), denoted by s(c(,)). FF and BF have

expected waste of sizes ©(n2/3) and O(y/nlg®* n), respectively [132, 107]. It is also known that all online

algorithms have expected waste of size Q(y/n1g'/?n) [132]. These results show that BF is almost optimal
with respect to average performance.

There are other algorithms which perform almost as well as BF on average. These algorithms are based
on matching a ‘large’ item with a ‘small’ item to place them in the same bin. We call an item large if
it is larger than 1/2 and small otherwise. INTERvAL FIrsT FiT (IFF) [55] and ONLINE MaTcH (OM) [52]
are among the matching-based algorithms. IFF has a parameter K and divides the unit interval into K
intervals of equal length, namely I; = (%, %] fort=1,2,..., K. Here, K is an odd integer and we have
K =2j + 1. The algorithms defines j + 1 classes so that intervals I. and Ix_. form class ¢ (1 < ¢ < j)
and interval Ix forms class j + 1. Items in each class are packed separately from other classes. The items
in class ¢ (2 < ¢ < j+1) are treated using the FF strategy, while items in the first class are treated using
an ALMOST FF strategy. ALmosT FF is similar to FF except that it closes a bin when it includes a small
and a large item; further, a large item is never placed in a bin which includes more than one small items,
and a bin with K small items is declared as being closed. The average ratio of IFF is 1; precisely, it has
an expected waste of ©(n?/3). Algorithm OM also has a parameter K and declares two items as being
companions if their sum is in the range [1 — %, 1]. To place a large item, OM opens a new bin. To place

a small item x, the algorithm checks whether there is an open bin 8 with a large companion of x; in case

1By 1.3 we mean 1.33333.... Similar notation is used throughout the thesis.



there is, OM places z in 5 and closes 8. Otherwise, it packs = using the NF strategy in a separate list of
bins. The average ratio of OM converges to 1 for large values of K [52].

2.1.2 Worst-Case Analysis

Although the matching-based algorithms have good average performance, they do not perform well in the
worst-case. In particular, IFF has an unbounded competitive ratio [55], and the competitive ratio of OM
is 2 [52]. Among other matching algorithms we might mention MATcHING BesT FiT (MBF) which performs
similarly to BF except that it closes a bin as soon as it receives the first small item. The average ratio of
MBF is as good as BF while it has unbounded competitive ratio [132]. There is another online algorithm
with expected waste of size ©(y/nlg!/?n) [133] which matches the lower bound of [132]2. This algorithm
also has a non-constant competitive ratio [49].

Recall that the competitive ratio reflects the worst-case performance of online algorithms and is defined
as the asymptotically maximum ratio between the number of bins used by an online algorithm and that
of OPT for packing the same sequence®. More precisely, the (asymptotic) competitive ratio of an online
algorithm A is defined as inf{r > 1 : for some N > 0, A(c)/ OpT(c) < r for all o with OpPT(c) > N}
[49].

It is known that NF has a competitive ratio of 2 while FF and BF have the same ratio of 1.7 [93]. More
generally, every Almost Any Fit algorithms has a competitive ratio of 1.7 [93, 94] (see Section 2.1.2 for
definition of Almost Any Fit algorithms). The competitive ratio of HA converges to 1.691 for sufficiently
large values of K [106]. To be more precise, it approaches To, = Y ;° ti%l’ where t; = 2 and t;4; =
ti(t; — 1) + 1,i > 1*. There are online algorithms which have even better competitive ratios. These
include REFINED FirsT FiT (RFF) with ratio 1.666 [142], RerINED HarmonIc (RH) with ratio 1.636 [106],
MobrriED HarMONIC (MH) with ratio around 1.616 [118], and HaRMONIC++ with ratio 1.588 [131]. These
algorithms are members of a general framework of Super Harmonic algorithms [131]. Similar to HA, Super
Harmonic algorithms classify items by their sizes and pack items of the same class together. However, to
handle the bad sequences of HA, a fraction of opened bins include items from different classes. These bins
are opened with items of small sizes in the hopes of subsequently adding items of larger sizes. At the time
of opening such a bin, it is pre-determined how many items from each class should be placed in the bin. As
the algorithms runs, the reserved spot for each class is occupied by an item of that class. It is guaranteed
that the reserved spot is enough for any member of the class. This implies that the expected total size of
items in the bin is strictly less than 1 by a positive value. Consequently, the expected waste of the algorithm
is linear to the number of opened bins. Hence, for a sequence of length n, these algorithm have an expected
waste of Q(n). Since the expected wasted space of OPT is o(n), the average performance ratio of Super
Harmonic algorithms is strictly larger than 1. In particular, REFINED HARMONIC and MODIFIED HARMONIC
have average performance ratios around 1.28 and 1.18, respectively [84, 117].

Regarding the lower bound, Yao showed that no online algorithm has a competitive ratio better than
1.5 [142]. This lower bound was subsequently improved. The best existing lower bound is presented by

2For the closed bin packing problem in which the length of the input sequence is known, there is an algorithm that achieves
an optimal expected waste of size \/n [20].

3As mentioned previously, by competitive ratio, we mean asymptotic competitive ratio. For the results related to the
absolute competitive ratio of bin packing algorithms, we refer the reader to [49, 54].

4Some notations are borrowed from [49].
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Algorithm \ Average Ratio \ Expected waste \ Competitive Ratio ‘

NexT Fir (NF) 1.3 [50] Q(n) 2
Best Fir (BF) 1 [28] O(vnlg®* n) [132, 107] 1.7 [93]
FirsT Fir (FF) 1 [107] O(n?/3) [132, 51] 1.7 [93]
Harmonic (Ha) 1.2899 [106] Q(n) — Tho ~ 1.691 [106]
REFINED FirsT Fir (RFF) > 1 Q(n) 1.66 [142]
REFINED HarMONIC (RH) 1.2824 [84] Q(n) 1.636 [106, 84]
Mobrriep HArMoNIC (MH) 1.189 [117] Q(n) 1.615[118]
HARMONIC++ > 1 Q(n) 1.588 [131]
OpT 1 O(y/n) [101, 110] N/A

Table 2.1:  Average performance ratio, expected waste (under continuous uniform distribution), and
competitive ratios for different bin packing algorithms

Balogh et al. [22] and implies that no online algorithm can have a competitive ratio better than 1.54037.
Table 2.1 shows the existing results for major bin packing algorithms.

2.1.3 Offline Bin Packing

The bin packing problem is known to be NP-hard (see, e.g., [79]). The hardness proof which is based on
a simple reduction from the Partition problem also shows that the absolute approzximation ratio of any
polynomial time algorithm is no less than 3/2 (assuming P # NP). The absolute approximation ratio
of an algorithm A is the maximum ratio between the number of bins opened by A and that of OpT for
any input, while the asymptotic approzimation ratio is the maximum value of the same ratio restricted to
inputs for which OPT opens a sufficiently large number of bins. In what follows, by approximation ratio,
we mean asymptotic approximation ratio.

There are many offline algorithms which are based on sorting items in decreasing order of item sizes.
In particular, FIrsT FiT DECREASING (FFD) and Best FiT DECREASING (BFD) respectively apply FirsT FiT
and BEsT FIT strategies after sorting the sequence. These algorithms both have expected waste of size
©(y/n) [110, 101] and an approximation ratio of 11/9 [93]. More generally, if an Any Fit algorithms is
applied after sorting, the approximation ratio of the resulting algorithm is at least 11/9. A variant of FFD,
called Modified FFD, has an improved approximation ratio of 71/60 while preserving the good average
case behavior [96]. There are other approaches which are based on encoding the problem into an Integer
Programming formulation and solving the relaxed Linear Programming formula. For a long time, the
best approximation algorithm was that of Karmarkar and Karp [98] which opened OpT +O(lg> OPT) bins
for a sequence that can packed optimally in OPT bins. This result was finally improved by Rothvof}
with an algorithm which opens OPT+O(lg OPT x lglg OPT) bins [126].  On the other hand, it is not
known whether the problem of packing a sequence into OPT +1 bins is NP-hard or not. In particular, it
is not known whether the additive gap between the optimum Linear Program solution and the optimum
integral solution is more than 1. This relates the problem to the Modified Integer Round-up Conjecture
[128]. It should be mentioned that the approximation algorithms which are based on Integer Programming
formulation of the problem are not useful in practice because of their complicated nature and slow running
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time. For example, the algorithm of Karmarkar and Karp has a running time of O(n®) which makes it too
slow for practical scenarios.

2.1.4 Two Dimensional Bin Packing

There are many extensions of the 1-dimensional bin packing problem as defined above. The simplest
extension might be the square packing problem in which, instead of items to be placed into one-dimensional
bins, the input is a set of squares which need to be packed in squares of unit sizes. This variant of the
problem can be further generalized to the box packing problem in which the input is a sequence of boxes
(rectangles) to be placed into unit squares. Both square packing and box packing problems can be further
generalized to d dimensions.

Square packing and box packing problems are studied under both offline and online settings. In the
offline setting, all squares (boxes) are available in advance. In the online setting, the squares (boxes)
appear in an online and sequential manner. Similar to the bin packing problem, the decisions of the online
algorithms are irrevocable, i.e., it is not possible to move a square (box) after it is placed into a bin.

The offline version of the square packing problem is NP-hard [108]. There were numerous efforts to
introduce algorithms with good approximation ratios (see, e.g., [102, 71]) until Bansal et al. introduced
an APTAS for the problem [24], i.e., they introduced an algorithm whose output never exceeds (1 +
€) OPT(0) + 1 bins for an input ¢ and a given € > 0. The running time of this algorithm is O(nlg(n)) but
it depends exponentially on e. In [70] a robust APTAS is provided in which the items are packed one by
one, and the total volume of items which may migrate between bins, or change their positions inside bins,
is bounded by a constant factor of the volume of the new item. The running time of this robust APTAS
is ©(n?logn). For the online setting, the best existing algorithm has a competitive ratio of 2.1187 [88].
It is also known that any online algorithm has a competitive ratio of at least 1.6406.[72]. Note that there
is a big gap between the best upper and lower bounds. It should be mentioned that most existing results
extend to the cube packing problem which is the generalization of the problem into d dimensions d > 2.

The box packing problem is much harder than square packing. In the offline setting, in contrast to
square packing, there is no APTAS for the problem unless P=NP [24]. The best existing approximation
algorithm was recently introduced by Bansal and Khan [25] and has an approximation ratio of 1.4055.
It is also known that no algorithm can have an approximation ratio better than 1+ 1/2196 [45]. The
online setting for the box packing problem is also well-studied (see, e.g.,[87, 75, 76, 140, 33, 33]). The best
existing online box packing algorithm has a competitive ratio of 2.5545 [87], while there is a lower bound
of 1.907 for the competitive ratio of any online box packing algorithm [33].

2.2 List Update Problem

List update is a fundamental problem in the context of online computation. The problem was first studied
by McCabe [113] more than 45 years ago under distributional analysis in the context of maintaining a
sequential file. In 1985, Sleator and Tarjan [134] introduced the framework of competitive analysis for the
study of the worst-case behavior of list update algorithms. Since then, many deterministic and randomized
online algorithms have been proposed and studied under this framework.
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Definition 3. [9] Consider an unsorted list of | items. An instance of the list update problem is a sequence
of n requests that must be served in an online manner. To serve a request to an item x, an online algorithm
A linearly searches the list until it finds x. If x is the i’th item in the list, A incurs a cost i to access x.
Immediately after this access, A can move x to any position closer to the front of the list at no extra cost;
this is called a free exchange. Also, A can exchange any two consecutive items at a cost of 1; these are
called paid exchanges. An efficient algorithm can thus use free and paid exchanges to minimize the overall
cost of serving a sequence. This model is called the standard cost model.

Three well-known deterministic online algorithms are Move-To-Front (MTF), TRANSPOSE, and Fre-
quency Count (Fc¢). MTF moves the requested item to the front of the list; whereas TRANSPOSE exchanges
the requested item with the item that immediately precedes it. FC maintains an access count for each item
ensuring that the list always contains items in non-increasing order of frequency count. TIMESTAMP is an
efficient list update algorithm introduced by Albers [2]. After accessing an item x, TIMESTAMP inserts z
in front of the first item y that is before x in the list and was requested at most once since the last request
for z. If there is no such item y, or if this is the first access to x, TIMESTAMP does not reorganize the list.

As mentioned earlier, list update algorithms were initially studied with respect to their average-case
behavior on random sequences. Recall that the average cost ratio of an algorithm A is the expected ratio
between the cost of A and that of an optimal static ordering for serving randomly generated sequences
of large lengths. Under this setting, the ratio achieved by Fc is 1 [125] while that of MTF is 7/2 [46].
Moreover, there are distributions in which TrRANSPOSE has a better ratio than MTF [125]. These results
indicate that FC and TRANSPOSE are no worse than MTF. However, in practice, MTF has an advantage
over the other algorithms. This is partially because the input sequences do not necessarily follow a fixed
probability distribution.

List update algorithms were among the first algorithms studied using competitive analysis. Sleator
and Tarjan [134] showed that MTF is 2-competitive, while TRANSPOSE and FC do not have constant
competitive ratios. Karp and Raghavan proved a lower bound of 2 —2/(1+ 1) (reported in [91]), and Irani
[91] proved that MTF gives a matching upper bound. It is known that TIMESTAMP is also a best possible
online algorithm, with respect to competitive ratios.

Besides MTF and TIMESTAMP, El-Yaniv showed that there are many other algorithms which have opti-
mal competitive ratios [67]. In doing so, he introduced a family of algorithms called MovE-TO-RECENT-ITEM
(MRI). A member of this family has an integer parameter k > 1, and inserts an accessed item x just after
the last item y in the list which precedes x and is requested at least k + 1 times since the last request
to x. If such item y does not exist, or if this is the first access to x, the algorithm moves x to front of
the list. It is known that any member of MRI family of algorithms is 2-competitive [67]. Schulz proposed
another family of algorithm called SorT-By-RaNk (SBR) [129], which is parametrized by a real value «
where 0 < a < 1. The extreme values of a result in MTF (when a = 0) and TIMESTAMP (when o = 1).
Members of SBR family are also 2-competitive [129].

Classic list update algorithms have also been studied under relative worst order analysis [66]. Tt is
known that MTF, TIMESTAMP, and FC perform identically according to the relative worst order ratio,
while TRANSPOSE is worse than all these algorithms.

In terms of the optimal offline algorithm for the list update problem, Manasse et al. [111] presented an
offline optimal algorithm which computes the optimal list ordering at any step in time ©(n x (I!)?), where
n is the length of the request sequence and [ is the size of the list. This time complexity was improved

13



Algorithm \ Competitive Ratio \ deterministic \ Projective \ Economical ‘

MTF 2 [134, 91] v v v
TRANSPOSE non-constant [134] v X v
FREQUENCY COUNT non-constant [134] v v v
RANDOM-MTF (RMTF) > 2 [39] X v v
MovEe-FracTioN (MFy) 2k [134] v X v
TIMESTAMP 2 [2] v v v

MRI family 2 [67] v v v

SBR family 2 [129] v v v
TIMESTAMP family (randomized) 1.618 [2] X v v
SPLIT 1.875 01, 92] X X v

BIT 1.75 [121] X v v

MTF2 (deterministic) 2.5 (Section 6.4) v v v
Random Reset (RST) 1.732 [121] X v v
CoMB 1.60 [8] X v v

Table 2.2: A review of online strategies for list update problem.

to O(n x 2!(1 — 1)!) by Reingold and Westbrook [120]. Hagerup proposed another offline algorithm with
running time O(2' 1! f(I)+1xn), where f(1) < 1! 3" [36]. Note that the time complexity of these algorithms
is incomparable to one another. Another algorithm by Pietzrak is reported to run in time O(n 13 I!) [114].
It should be mentioned that Ambiihl claims that the offline list update problem is NP-hard for non-constant
values of [ [12], although a full version of the proof remains to be published.

All the main existing online algorithms for the list update problem are economical, i.e., they only use
free exchanges (look at Table 2.2). In fact, there is only one known non-trivial class of algorithms that uses
paid exchanges [81]. While it is still not clear how an online algorithm can benefit from paid exchanges,
Reingold and Westbrook showed that there are optimal offline algorithms which only make use of paid
exchanges [120].

2.2.1 Randomization

As mentioned earlier, any deterministic list update algorithm has a competitive ratio of at least 2—2/(1+1).
In order to go past this lower bound, a few randomized algorithms have been proposed. Randomized online
algorithms are usually compared against an oblivious adversary which has no knowledge of the random
bits used by the algorithm. To be more precise, an oblivious adversary generates a request sequence before
the online algorithm starts serving it, and in doing so, it does not look at the random bits used by the
algorithm. Two stronger types of adversaries are adaptive online and adaptive offline adversaries. An
adaptive online adversary generates the tth requests of an input sequence by looking at the actions of the
algorithm for serving the last ¢ —1 requests. An adaptive offline adversary is even more powerful and knows
the random bits used by the algorithm, i.e., before giving the input sequence to the online algorithm, it
can observe how the algorithm serves the sequence. The definition of the competitive ratio of an online
algorithm is slightly different when compared with different adversaries, and is based on the expectations
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over the random choices made by the online algorithm (and adaptive adversaries). For a precise definition
of competitiveness for randomized algorithms, we refer the reader to [121].

Ben-David et al. [27] proved that if there is a randomized algorithm which is c-competitive against
an adaptive offline adversary, then there exist deterministic algorithms which are also c-competitive. In
this sense, randomization does not help to improve the competitive ratio of online algorithms against
adaptive offline adversaries. In fact, for the list update problem, the adaptive online and adaptive offline
adversaries are equally powerful, and the lower bound 2 —2/(l + 1) for deterministic algorithms extends to
both adaptive adversaries [119, 121]. So, randomization can only help in obtaining a better competitive
ratio when compared against an oblivious adversary. Throughout, by the notion of c-competitiveness for
randomized list update algorithms, we mean c-competitiveness against an oblivious adversary.

RaNDOM-MTF (RMTF) is a simple randomized algorithm for the list update problem: after accessing
an item, RMTF moves it to the front with probability 0.5. The competitive ratio of RMTF is at least 2 [39],
which is not better than the best deterministic algorithms. The first randomized algorithm that beats the
deterministic lower bound was introduced by Irani [91]. In this algorithm, called SPLIT, each item z has a
pointer to another item which precedes it in the list, and after each access to x, the algorithm moves z to
either the front of the list or front of the item that  points to (we omit the details here). This randomized
algorithm has a competitive ratio of 1.875 [91, 92]. Reingold et al. [121] proposed another randomized
algorithm called BIT. Before serving the sequence, the algorithm assigns a bit b(x) to each item x which is
randomly set to be 0 or 1. At the time of an access to an element x, the content of b(x) is complemented.
Then, if b(z) = 0, the algorithm moves x to the front; otherwise (when b(z) = 1), it does nothing. Note
that BIT uses randommness only in the initialization phase, and after that it runs deterministically; in
this sense the algorithm is barely random. It is known that BIT has a competitive ratio of 1.75 [121].
BIT is an instance of the class of Move-To-FRONT-EVERY-OTHER-ACCESS algorithms (also called MTF2
algorithms). Like BIT, these algorithms maintain a bit for each item and, depending on the value of the
maintained bit, move an accessed item to the front of the list or do nothing. Two deterministic examples
of MTF2 algorithms are Move-To-Front-Even (MTFE) and Move-To-Front-Odd (MTFO) in which all bits
are initially 0 and 1, respectively. In Section 6.4, we will prove that all deterministic MTF2 algorithms are
2.5-competitive.

BIT is a member of a more generalized family of online algorithms called COUNTER [121]. A COUNTER
algorithm has two parameters: an integer s and a fixed subset S of {0,1,...,s—1}. The algorithm keeps a
counter modulo s for each item. With each access to an item z, the algorithm decrements the counter of x
and moves it to the front of the list if the new value of the counter is a member of S. With good assignments
of s and S, a COUNTER algorithm can be better than BIT. For example, with s = 7,5 = {0,2,4}, the
ratio will be 1.735 which is better than the 1.75 of BrT [121].

It is also known that a random reset policy can improve the ratio even further. The algorithm
RaNDOM RESET (RST) maintains a counter ¢(z) for each item x in the list. The counter is initially set
randomly to be a number 4 in the set {1,2,...,s — 1} with probability m;. When the requested item has
a counter larger than 1, the algorithm makes no move and decrements the counter. If the counter is 1,
it moves the item to front and resets the item counter to ¢ < s with probability m;. Unlike COUNTER
algorithms, RANDOM RESET algorithms are not barely random. The best values of s and m;’s result in an
algorithm with a competitive ratio of v/3 ~ 1.732 [121].

The deterministic TIMESTAMP algorithm described earlier is indeed a special case of a family of ran-
domized algorithms introduced by Albers [2]. A randomized TIMESTAMP (p) algorithm has a parameter
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p. Upon a request to an item, the algorithm applies the MTF strategy with probability p and the (de-
terministic) TIMESTAMP strategy with probability 1 — p. The competitive ratio of TIMESTAMP (p) is
max{2 — p, 1+ p(2 — p)} which achieves its minimum when p = (3 — v/5)/2; this gives a competitive ratio
of 1.618. Albers et al. [8] proposed another hybrid algorithm which randomly chooses between two other
algorithms. This algorithm is called CoMB. Upon a request to an item, the algorithm applies the BiT
strategy with probability 0.8 and the (deterministic) TIMESTAMP strategy with probability 0.2. CoMB has
a competitive ratio of 1.6 [8], which is the best competitive ratio among the existing randomized algorithms
for the list update problem.

There has been some research for finding lower bounds for the competitive ratio of randomized list
update algorithms [91, 121, 138]. The best existing lower bound is 1.5 proven by Teia [138], assuming
the list is sufficiently large. Ambiihl et al. [13] proved a lower bound of 1.50084 for randomized online
algorithms under the partial cost model, where an algorithm incurs ¢ — 1 units to access an item in the ith
position. Note that there is still a gap between the best upper and lower bounds.

2.2.2 Projective Property

Most existing algorithms for the list update problem satisfy the projective property. Intuitively, an algo-
rithm is projective if the relative position of any two items z, y in the list maintained by the algorithm
only depends on the requests to x and y in the input sequence and their relative position in the initial
configuration.

Assume A is an online algorithm with the projective property so that the decision of A on each request
is independent of the cost it has paid for previous requests. In order to achieve an upper bound for the
competitive ratio of A, it suffices to compare the cost of A on sequences of two items with that of an optimal
algorithm OPTy for serving those sequences [39]. Fortunately, the nature of OPTz is well-understood and
there are efficient optimal offline algorithms for lists of size two [120]. This opens the door for deriving
upper bounds for the competitive ratio of projective algorithms under the partial cost model, which also
extend to the full cost model.

Ambiihl et al. [14, 15] showed that COMB is an optimal randomized projective algorithm under com-
petitive analysis. Consequently, if one wants to improve on the randomized competitive ratio 1.6 of COMB,
a new algorithm which is not projective is needed.

2.2.3 List Update and Compression

An important application of the list update problem is in data compression. Such an application was
first reported by Bentley et al. [29] who suggested that an online list update algorithm can be used as a
subroutine for a compression scheme. Consider each character of a text as an item in the list and the text
as the input sequence. A compression algorithm writes an arbitrary initial configuration in the compressed
file as well as the access cost of A for serving each character in unary format. Hence, the size of the
compressed file is equal to the access cost of the list update algorithm. The initial scheme proposed in
[29] used MTF as its subroutine. Albers and Mitzenmacher [7] used TIMESTAMP and showed that in some
cases it outperforms MTF.

In order to enhance the performance of the compression schemes, the Burrows-Wheeler Transform
(BWT) can be applied to the input string [41]. In the BWT transformation, the characters of an input
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sequence are rearranged into runs of similar characters. Consequently, the resulting permutation has high
amount of locality. Moreover, the transformation is reversible in the sense that the original sequence can
be retrieved from the BWT permutation without any loss in data. Dorrigiv et al. [65] observed that after
applying the BWT, the schemes which use MTF outperform other schemes in most cases.

All the above studies adopt the standard cost model for analysis of compressions schemes. More
formally, when an item is accessed in the ith position of the list, the value of 4 is written in unary format
on the compressed file. In practice, however, the value of ¢ is written in binary format using ©(lg1)
bits. Hence, the true ‘cost’ per access is logarithmic in what the standard model assumes. This was first
observed in the literature by Dorrigiv et al. [65] where they proposed a new model for the list update
problem which is more appropriate for compression purposes. Under this model, the cost of accessing an
item in the ith position is O(lgd). In fact, there is a meaningful difference between the standard model
and compression model. Consider the Move-FracTtioN (MF) family of list update algorithms proposed by
Sleator and Tarjan [134]. An algorithm in this family has a parameter k (k > 2) and upon a request to
an item in the ith position, moves that item [i/k| — 1 positions towards the front. While MFy, is known
to be 2k-competitive under the standard model [134], it is not competitive under the compression model
[65]. For example, MFy is 4-competitive under the standard model and Q(lgl) competitive under the
compression model. This raises the question whether MTF, which is widely used in compression schemes,
is competitive under the compression model. In Section 8, we answer this question in the affirmative.

A randomized algorithm can also be applied for text compression if the random bits used by the
algorithm are included in the compressed file. The number of random bits does not change the size of the
file dramatically, specially for barely random algorithms like BIT. Similarly, an algorithm under the advice
model can be used for compression. As before, the advice bits should be included in the compressed file.
We will illustrate this in Section 8 and show that the compression schemes that make use of advice bits
perform well in practice.

2.2.4 Locality of Reference

Another issue in the analysis of list update algorithms is that real-life sequences usually exhibit locality
of reference. Informally speaking, this property suggests that the currently requested item is likely to be
requested again in near future. The locality of sequences is particularly evident when the a list update
algorithm is used for compression purposes after Burrows-Wheeler Transform. Hester and Hirschberg [89]
claimed that, ‘Move-To-Front performs best when the list has a high degree of locality’. Angelopoulos et al.
[17, 18] formalized this claim by showing that MTF is the unique optimal solution under bijective analysis
for sequences that have locality of reference with respect to concave analysis. Under concave analysis, a
sequence has locality if it is consistent with a concave function f so that the maximum number of distinct
requests in a window of size 7 is at most f(7) [3].

Inspired by the concave analysis, Dorrigiv et al. [64] quantified the locality of input sequences. The
non-locality of a sequence o of length n, denoted by )\, is defined as >i, d; in which d; is the number of
distinct items requested since the last request to o[i] (the item requebted at index i of o). For the first
request to an item, d; is equal to the length of the list. It is known that the cost of any online algorithm
is at least )\ while MTF is optimal in this sense and has a cost of \. The cost of TIMESTAMP is at least
2, and TRANSPOSE and Fc both have a cost of at least m/2 x A [64]. These results imply an advantage
for MTF when sequences have high locality.
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Albers and Lauer [4] further studied the problem under locality of reference assumptions. They defined
a new model which is based on the number of runs in input sequences. For an input sequence o , involving
two items z and y, a run is a maximal subsequence of requests to the same item. A run is long if it contains
at least two requests and short otherwise. Consider a long run R of requests to x, and let R’ denote the
next long run which comes after R in the sequence. Note that there might be short runs between R and
R'. If R’ is formed by requests to ¥, then a long run change happens. Also, a single extra long run change
happens when the first long run and the first request of the sequence reference the same item. For an
arbitrary sequence o (defined on potentially more than two items), let the projected sequence over a pair
(z,y) of items be a copy of ¢ in which all requests except those to = or y are removed. Define the number
of runs (respectively long run changes) of o as the total number of runs (respectively long run changes)
of the projected sequences over all pairs (x,y). Let r(o) and (o) respectively denote the total number of
runs and long run changes in 0. Define A = %, i.e., A represents the fraction of long run changes among
all the runs. Note that we have 0 < A < 1. The larger values of A imply a higher locality of the sequence,
e.g., when all runs are long, we get A = 1. Also, note that the length of long runs does not affect the
value of \. Using this notion of locality, the competitive ratio of MTF is at most IJ%\, i.e., for sequences
with high locality MTF is almost 1-competitive. The ratio of TIMESTAMP does not improve on request
sequences satisfying A-locality, i.e., it remains 2-competitive. The same holds for COMB, i.e., it remains

1.6-competitive. However, for BIT, the competitive ratio improves to min{1.75, %i—i}

2.3 Remarks

Although both list update and bin packing algorithms are well-studied from a theoretical point of view,
there are many open questions which remain to be answered. In the case of bin packing, there is still a
gap between the competitive ratio of the best algorithm and the best existing lower bound. The same
holds for the competitive ratio of the best randomized list update algorithm. While studying these open
questions is important from a theoretical point of view, answering them seems to have little bearing on
practice. This is partially due to the fact that the existing models and analysis methods are not suitable
for all practical scenarios. In our study of these two problems in the following parts of the thesis, we
consider different perspectives which bring the applicability of the problems into account.
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Part 11

Beyond Competitive Analysis
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Chapter 3

A Near-Optimal Online Bin Packing
Algorithm

In the survey of bin packing by Coffman et al. [49], it is stated that ‘All algorithms that do better than
FIRST FIT in the worst-case seem to do much worse in the average case.” In this chapter, however, we
show that this is not necessarily true and give an algorithm whose competitive ratio, average-case ratio,
and expected wasted space are all at or near the top of each class. This also addresses a conjecture by Gu
et al. [84] stated as ‘Harmonic-K is better than FIrRsT FiT in the worst-case performance, and FIRsT FIT
1s better than Harmonic-K in the average-case performance. Maybe there exists an on-line algorithm with
the advantages of both First Fit and Harmonic-K.’

3.1 Introduction

We would like to present an algorithm with optimal average-case and close-to-best worst-case performance
for the bin packing problem. As mentioned in the previous chapter, it has long been observed that bin
packing algorithms with optimal average-case performance were not optimal in the worst-case sense. We
introduce an algorithm called Harmonic MarcH (HM) which is better than BF and FF in the worst case.
At the same time, it performs as well as BF and FF on average. In particular, we show the competitive
ratio of HM is as good as HA, i.e., it approaches T, =~ 1.691 for sufficiently large values of K, where K is
the parameter of the algorithm (number of classes that it defines). For sequences generated uniformly at
random, the average performance ratio of HM is 1 which is as good as BF and FF. The expected waste of
Hu is ©(y/n1g®* n) which is as good as BF and better than FF.

The idea behind HM can be used as a general way to improve the performance of the Super Harmonic
class of algorithms. We illustrate this for the simplest member of this family, namely the REFINED HARMONIC
algorithm of Lee and Lee [106]. To do so, we introduce a new algorithm called REFINED HARMONIC MATCH
(REM). We show that the competitive ratio of this algorithm is at most equal to the 1.636 of REFINED
HarMonic. At the same time, the average-case ratio of RHM is 1 which is as good as BF and Hwm.
The expected waste of RHM is equal to that of BF. Consequently, the algorithm achieves the desired

20



Algorithm ‘ Average Ratio ‘ Expected waste ‘ Competitive Ratio ‘

Next Fir (NF) 1.3 [50] Q(n) 2
BesT FiT (BF) 1[28] O(y/nlg** n) [132, 107] 1.7 [95]
First Fir (FF) 1 [107] O(n?/3) [132, 51] 1.7 [95]
HarMmonic (Ha) 1.2899 [106] Q(n) — Tw = 1.691 [1006]
REFINED FIRST FIT (RFF) >1 Q(n) 1.66 [142]
REFINED HArRMONIC (RH) 1.2824 [84] Q(n) 1.636[106, 84]
Mobiriep HarMmonic (MH) 1.189 [117] Q(n) 1.615[118]
HARMONIC++ > 1 Q(n) 1.588 [131]
Harmonic Match (Hwm) 1 O(y/mnlg®**n) — To ~ 1.691
Refined Harmonic Match (Ruwm) 1 ©(y/nlg®*n) 1.636

Table 3.1: Average performance ratio, expected waste, and competitive ratios for different bin packing
algorithms. Results in bold are our contributions.

average-case performance of BF and also the worst-case performance of REFINED HarRMONIC. Table 3.1 is
an extension of Table 2.1 which gives a summary of our results when compared to the existing online bin
packing algorithms.

Recall that Harmonic (HA) algorithm with parameter K defines K classes (1/2,1], (1/3,1/2], ...,
(1/(K—-1),1/K], and (0,1/K]. Items in the same class are separately treated using the NExT FIT strategy.
Just as with the Harmonic algorithm, HM and RHM are based on classifying items based on their sizes and
treating items of each class (almost) separately. To boost the average-case performance, these algorithms
match large items with proportionally smaller items through assigning them to the same classes (Recall
that an item is large if it is larger than 1/2 and small otherwise). Careful definition of classes results in the
same average-case performance as MBF. To some extent, our competitive analyses of HM and RHM are
similar to those of HA and Refined HA, respectively. Similarly, the average-case analyses of the algorithms
are closely related to the analysis of MBF algorithm and uses similar techniques.

For the bulk of this Chapter, we assume the item sizes are distributed uniformly in the interval [0, 1],
where bins are of unit capacity. However, to evaluate the average-case performance of the introduced
algorithms in the real-world, we test them on sequences that follow discrete uniform distribution as well
as other distributions. The results of our comparisons suggest that HM and RHM have comparable per-
formance with BF and FF. At the same time, they have a considerable advantage over other members of
the Harmonic family of algorithms.

3.2 Harmonic Match Algorithm

Similarly to HarMmonIc algorithm, HArRMoONIC MATcH has a parameter K and divides items into K classes
based on their sizes. We use HMf to refer to HarmMonic MarcH with parameter K. The algorithm defines
K pairs of intervals as follows. The ith pair (1 <i < K — 1) contains intervals (55, 7] and (77, ©5].
The Kth pair includes intervals (0, ﬁ] and (KLH, 1]. An item z belongs to class 4 if the size of z lies in
any of the two intervals associated with the ith pair (see Figure 3.1). Intuitively, the items which are ‘very
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Figure 3.1: The classes defined by HMm. The algorithm matches items from intervals indicated by arrows.

large’ or ‘very small’ belong to the Kth class, and as the item sizes become more moderate, they belong
to classes with smaller indices.

When compared to the intervals of HArRMONIC algorithm, one can see that the first interval of the ith
pair in the HArRMoNIC MATcH algorithm HMg is the same as the (i 4+ 1)th interval of HARMONIC algorithm
HAgy1 (1 <4< K). Namely, the intervals are the same in both algorithms except that the interval (%7 1]
of HA is further divided into K + 1 more intervals. In other words, HMg is similar to HAx 1, except
that it tries to match large items with proportionally smaller items. The pairs of intervals which define
a class in HM have the same length, e.g., in the first pair, both intervals have length %. This property is
essential for having good average-case performance for our uniform distribution on [0,1]. In other words,
items of sizes x and 1 — z appear with the same probability in a class. This allows boosting the average
case performance by following a similar strategy as BesT FiT for items inside each class. Moreover, the
HarMoONIC-type classification of items allows improvement on the competitive ratio. In what follows, we
formalize these intuitions.

The packing maintained by HM includes two types of bins: the mature bins which are almost full (can
be thought as being closed) and normal bins which might become mature by receiving more items. For
placing an item x, HM detects the class that x belongs to and applies the following strategy to place x.
If z is a large item (x > 1/2), HM opens a new bin for x and declares it as a normal bin. If z is small
(x < 1/2), the algorithm applies the Best Fir (Br) strategy to place x in a mature bin. If there is no
mature bin with enough space, the BF strategy is applied again to place x in a normal bin that contains
the largest ‘companion’ of x. A companion of z is a large item of the same class that fits with x in the
same bin. In case the BF strategy succeeds to place x in a bin (i.e., there is a normal bin with a companion
of z) the selected bin is declared as a mature bin. Otherwise (when there is no companion for x), the
algorithm applies the NExT FIT strategy to place x in a single normal bin maintained for that class; such
a bin only includes small items of the same class. If the bin maintained by the NF strategy does not have
enough space, it is declared as a mature bin and a new NF-bin is opened for x. Note that HM, as defined
above, is simple to implement and its time complexity is as good as BF.

HwM™ treats items of the same class in a similar way that ONLINE MaTcH (OM) does, except that there
is no restriction on the sum of the sizes of two companion items. Recall that OM has a parameter which
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defines a lower bound for the sum of two items in a bin. In order to facilitate our analysis in the following
sections, we define RELAXED ONLINE MATcH (RoM) algorithm as a subroutine of HM that works as follows.
To place a large item, ROM opens a new bin. To place a small item z, it applies the BF strategy to place x
in an open bin with a single large item and closes the bin. If such a bin does not exists, ROM places x using
the NF strategy (and opens a new bin if necessary). Using RoM, we can describe the HaArRMONIC MATCH
algorithm in the following way. To place a small item, HMg tries to place it in a mature bin using the
BF strategy. Large items and the small items which do not fit in mature bins are treated using the Rom
strategy along with other items of their classes (which did not fit in the mature bins). The bins which are
closed by the RoM strategy are declared as mature bins.

3.2.1 Worst-Case Analysis

For the worst-case analysis of HM, we observe that the HArMoNIC algorithm is monotone in the sense that
removing an item does not increase its cost.

Lemma 2. Removing an item does not increase the number of bins used by the HARMONIC algorithm.

Proof. Recall that the HArRMoNIC algorithm with K classes (HA ) defines a class for each item and applies
the NF strategy to place each item together with items of the same class. So, the number of bins used by
the algorithm to pack a sequence ¢ is NF(o1) + NF(o2) + ... + NF(ok), where o; is the sequence of items
which belong to class ¢. Assume an item x is removed from o, and let j denote the class that x belongs to
(1 <j < K). The number of bins used by HAg for the reduced sequence (in which « is removed) will be
the same except that NF(o;) is replaced by NF(c%), where o’ is a copy of o; in which x is missing. It is
known that NF is monotone (see, e.g., [116]). Hence, we have NF(c}) < NF(0;). Consequently, the cost

of HA cannot increase after removing x. O

We use the above lemma to show that the number of bins used by HMg to pack any sequence o is no
larger than that of HAx 1. Consequently, the competitive ratio of HMg is no larger than that of HAx 4.

Theorem 1. The number of bins used by HM g to pack any sequence o is no larger than that of HAk 1.

Proof. Consider the packing of o by HM . We say a small item is red if it is packed with a large item in
the same bin; otherwise, it is white. Consider the sequence ¢’ which is the same as o except that the red
items are removed. We claim HMg (0) = HAxy1(0”). Let o; denote the sequence of items which belong to
class i of HMg (1 < i < K). The number of bins used by HMg to pack o; is I; + NF(W;), where [; is the
number of large items o; and W; is the sequence formed by white items in ;. Let o} be a subsequence of
o; in which red items are removed (hence, it is also a subsequence of ¢’). Since small and large items are
treated separately by HAx 11, the number of bins used by HAx 11 to pack o} is also I; + NF(W;). Hence,
HMg (0;) = HAg1+1(0}). Taking the sum over all classes, we get HMg (0) = HAg11(0”). On the other hand,
by Lemma 2, HA is monotone and HAx11(0’) < HAg11(0). Consequently, HMg (o) < HAg41(0). O

We show that the upper bound given in the above theorem is tight. Consequently, we have:

Corollary 1. The competitive ratio of HMg is equal to that of HAg 11, i.e., it converges to T =~ 1.691
for large values of K.
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Proof. Let a < Ty denote a lower bound for the competitive ratio of HAx 1 and consider a sequence o
for which the number of bins used by HAx 1 is a times more than that of OPT. Define a sequence o,
as a permutation of ¢ in which items are sorted in increasing order of their sizes. When applying HMg
on o, all large items will be unmatched in their bins (no other item is packed in their bins). Hence, the
number of bins used by HMg to pack o, is equal to the number of bins used by HAx 1 to pack o, i.e., a
times the number of bins used by OPT for ¢ and o, (Note that OPT creates an identical packing for both
o and o). O

To achieve a competitive ratio better than 1.7 of BF and FF for HMg, it is sufficient to have K > 6.
In that case, HMg performs as well as HA7, which has a competitive ratio of at most 1.695.

3.2.2 Average-Case Analysis

In this section, we study the average-case performance of the HMm algorithm, assuming the item sizes are
distributed uniformly in the interval [0,1]. Like most related work, we make use of the results related
to the up-right matching problem. An instance of this problem includes n points generated uniformly at
random in a unit-square in the plane. Each point receives a & or & label with equal probability. The goal
is to find a maximum matching of @& points with © points so that in each pair of matched points the &
point appears above and to the right of the & point. Let U,, denote the number of unmatched points in an
optimal up-right matching of n points. For the expected size of U, it is known that F[U,] = ©(y/n lgg/ ‘n)
[132, 107, 124, 53]. Given an instance of bin packing defined by a sequence o, one can make an instance
of up-right matching as follows [99]. Each item z of o is plotted as a point in the unit square. the vertical
coordinate of the point corresponds to the index of x in o (scaled to fit in the square). If z is smaller than
1/2, the point associated with x is labelled as @ and its horizontal coordinate will be 1 —2s(z) (recall that
s(z) denotes the size of x); otherwise, the point will be © and its horizontal coordinate will be 2s(x) — 1.
Note that the resulting point will be bounded in the unit square. A solution to the up-right matching
instance gives a packing of ¢ in which the items associated with a pair of matched points are placed in
the same bin. Note that the sum of the sizes of these two items is no more than the bin capacity. Also, in
such a solution, each bin contains at most two items.

For our purposes, we study o; as a subsequence of ¢ which only includes items which belong to the same
class in the HM algorithm. The items in oy are generated uniformly at random from (H%, %] U (%, H%]
Since the two intervals have the same length, the items can be plotted in a similar manner on the unit
square as follows. The horizontal coordinate of a small item with size x is 1 — (s(z) x t(t + 1) — t) and for
large items it is s(x) x t(t + 1) — (t> — 1). The label of the item and its vertical coordinate are defined as

before.

Any bin packing algorithm which closes a bin after placing a small item can be applied to the up-right
matching problem. Each edge in the up-right matching instance corresponds to a bin which includes one
small and one large item. Recall that the algorithm Marcuing BesT Fit (MBF) applies a BF strategy
except that it closes a bin as soon as it receives an item with size smaller than or equal to 1/2. So, MBF
can be applied for the up-right matching problem. Indeed, it creates an optimal up-right matching, i.e.,
if we apply MBF on a sequence o; which is randomly generated from (0, 1], the number of unmatched
points will be 9(\/77t1g3/4 n¢), where n; is the length of oy [132]. We show the same result holds for the

bin packing sequences in which items are taken uniformly at random from (77, ] U (454, 751:
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Lemma 3. For a sequence o; of length n; in which item sizes are selected uniformly at random from
(t%, %] U (%, H%], we have E[MBF(o¢)] = nt/2 + G)(\/TTtlg;3/4 ne).

Proof. Define an instance for up-right matching from o; as follows. Let  be the ith item of o} (1 <@ < ny).
If « is small, plot a point with @ label at position (1 — (s(x) x t(t + 1) — t),i/n+); otherwise, plot a point
with @ label at position (s(x) x t(t +1) — (t> —1),4/n;). This way, the points will be bounded in the unit
square. Since the item sizes are generated uniformly at random from the two intervals and the sizes of the
intervals are the same, the point locations and labels are assigned uniformly at random. As a result, the
number of unmatched points in the up-right matching solution by MBF is expected to be O(,/n; lgg/ 4 ne).
The unmatched points are associated with the items in o; which are packed as a single item in their bins
by MBF. Let sg denote the number of such items; hence, E[sg] = @(\/TTtlg3/4 n¢). Except these sg items,
other items are packed with exactly one other item in the same bin. So we have MBF(0y) — sg < n./2
which implies E[MBF(o)] = n:/2 + E[sg]. Since E[sg] = @(\/nTglgg/4 ny), the statement of the lemma
follows. O

Recall that we used RoM as a subroutine of MBF. We show that RoM is no worse than MBF.

Lemma 4. For any instance o of the bin packing problem, the number of bins used by ROM to pack o is
no more than that of MBF.

Proof. Both RoM and MBF open a new bin for each large item. Also, they treat small items which have
companions in the same way, i.e., they place the item in the bin of the largest companion and close that
bin. The only difference between RoM and MBF is in placing small items without companions where Rom
applies the NF strategy while MBF opens a new bin for each item. Trivially, ROM does not open more
bins than MBF for these items. O

Lemma 5. Removing an item does not increase the number of bins used by MBF.

Proof. Let o denote an input sequence and n denote the length of 0. We use a reverse induction to show
that removing the (n — i)th item (0 <7 < n — 1) does not increase the number of bins used by MBF to
pack o. Note that removing the last item does not increase the number of bins used by of any algorithm
and the base of induction holds. Assume the statement holds for i = k + 1, i.e., removing any item from
index ¢ > k+ 1 does not increase the number of bins used by MBF. We show the same holds for i = k. Let
n; denote the number of large items in o and nss; denote the number of single small items, which are the
small items which have no companion. When placing a single small item, MBF opens a bin and closes the
bin right after placing the item. So, the number of bins used by MBF to pack o will be MBF(0) = n; + ngs.
Let = denote the kth item in o. We show that removing = does not increase the number of bins used by
MBF. There are a few cases to consider.

First, note that if z is a single small item, removing it decreases the number of bins of MBF by one
unit. Since the packing of other items does not change, the inductive step trivially holds. Next, assume x
is a small item which has a companion. Removing x might create a space for another small item z’ in the
bin of x. In case such an item does not exist (i.e., no other item replaces x in its bin), the packing and
consequently the number of bins used by the algorithm does not change. Otherwise, z’ is placed in the
bin which includes the companion of z and closes that bin. Let &’ denote the index of 2’ in the sequence
and note than k' > k. Also, let 0~% denote a copy of o from which an item a is removed. We have
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MBF(0~%) = MBF(0~'), i.e., removing item z changes the number of bins used by MBF in the same way
that removing z’ does. By the induction hypothesis, removing z’ does not increase the number of bins of
MBF and we are done.

The only remaining cases is when « is a large item. If  does not have a companion, removing x decreases
the number of bins by one unit and we are done. Next, assume = has a companion z’ and let 0~ denote
the same sequence as o in which both z and z’ are removed. As before, let 0=* denote a copy of ¢ in
which z is removed. We have MBF(c~~) = MBF(0) — 1. On the other hand, MBF(c~%) < MBF(oc~ ") + 1.
This is because adding a small item to a sequence does not increase the number of bins used by MBF by
more than one unit; this holds because MBF closes a bin as soon as a small item is placed in the bin. We
conclude that MBF(c~%) < MBF(0), and the inductive step holds. O

Provided with the above lemmas, we prove the following theorem.

Theorem 2. Let o be a sequence of length n in which item sizes are selected uniformly at random from
(0,1]. The expected wasted space of HM for packing o is (9(\/ﬁlg3/4 n).

Proof. Let 0~ be a copy of o in which the items which are placed in mature bins are removed. Let
o1 ,...,0g be the subsequences of o~ formed by items belonging to different classes of HM. We have:

K K K
o) = ZROM(J{) < ZMBF(J[) < ZMBF(Ut)
t=1 t=1 t=1

The inequalities come from Lemmas 4 and 5, respectively. Consequently, by Lemma 3, we have:

Z (ni/2+O(VA1s"  n0)) = 5 +O(Vnlg" n)

Note that the last equation holds since K is a constant. The expected value of s(o), the total size of
items in o, is n/2 (since the expected size of an item is 1/2 and item sizes are independent). Consequently,
for the expected waste of HM algorithm, we have:

E[HM(0) — 5(0)] = E[HM(0)] - E[s(0)] = n/2 + ©(vnlg** n) —n/2 = ©(v/nlg* " n)

O

It should be mentioned that, although the expected waste of HM algorithms is @(\/ﬁlgs/ 4 n), there is
a multiplicative constant involved in this expression which depends on K. This implies that the rate of
convergence to BF is slower for larger values of K.

3.3 Refined Harmonic Match

In this section, we introduce a slightly more complicated algorithm, called REFINED HARMONIC MATCH
(RHM), which has a better competitive ratio than BF and HM while performing as well as them on average.
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Figure 3.2: The classes defined by RHM. The algorithm matches items from intervals indicated by arrows.

Similar to HMm, RHM divides items into a constant (i.e., O(1)) number of classes and treat items of each
class separately. The classes defined for RHM are the same as those of HMg with K = 19. The items
which belong to class t > 2 are treated using the HM strategy, i.e., a set of mature bins are maintained. If
an item fits in mature bins, it is placed there using the BF strategy; otherwise, it is placed together with
similar items of its class using the ROM strategy. At the same time, the bins closed by the RoMm strategy
are declared as being mature.

The only difference between HM and RHM in packing items of class 1, i.e., items in the range (1/3,2/3].
RuM divides items in this range into four groups a = (1/3,37/96], b = (37/96,1/2], ¢ = (1/2,59/96], and
d = (59/96,2/3] (see Figure 3.2). Similar to REFINED HARMONIC, to handle the bad sequences which result
in the lower bound of Ty, for competitive ratios of HA and MH, RHM designates a fraction of bins opened
by items of group a to host future c items. Note that the total size of a ¢ item and an a item is no more than
1. To ensure a good average-case performance, RHM should be more elaborate than REFINED HARMONIC
as it cannot treat b items apart from other items using a strategy like NF (as REFINED HARMONIC does).

In what follows, we introduce an online algorithm called REFINED RELAXED ONLINE MATCH (RRM) as
a subroutine of RHM that is specifically used for placing items of class 1. To place an item x of class
1 (z € (1/3,2/3]), RRM uses the following strategy. At each step of the algorithm, when two items of
class 1 are placed in the same bin, that bin is declared as being mature and will be used for placing small
items of other classes. More precisely, it will be added to the set of mature bins maintained by the Hwm
algorithm that packs items of other classes. If = is a d-item, RRM opens a new bin for x. If x is a c¢ item,
the algorithms checks whether there are bins with a single a item designated to be paired with a ¢ item.
In case there are, = is placed in a bin with an a item using the BF strategy. Otherwise, a new bin is
opened for x. For a and b items (small items of class 1), RRM uses the BF strategy to select a bin with
enough space which includes a single large item (if there is such a bin). This is particularly important to
guarantee a good average-case behavior. If x is a b item, the algorithms checks the bin with the highest
level in which z fits; if such a bin includes a ¢ or a b item, z is placed there. Otherwise (when there is no
selected bin or when it has an a item), a new bin is opened for z. If  is an a item, the algorithm uses the
BF strategy to place it into a bin with a d or ¢ item. If no suitable bin exist, = is placed in a bin with a
single a item (there is at most one such bin). If there is no such bin, a new bin is opened for x.
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Algorithm 1: RRM algorithm: Placing a sequence of items in the range (1/3,2/3]

input: A sequence o = (01,09, ...,0,) of items in the range (1/3,2/3]

NalaNa27Naa7NabaNacaNb7Nbc +~0
for i <+ 1 ton do
switch o; do
case d item:
| open a new bin for o;
case c item:
if Ny, > 0 then
use the BF strategy to place o; in a bin with an a item
Ng, < Ng, —1; Nye  Noe + 1
{Na, is the number of bins with a single a item which are designated to have a c item}
else open a new bin for o;; N, < N.+ 1;

case b item:
select the bins with a ¢ item which have enough capacity for o;
if there is a selected bin then
place o; into the bin with the highest level among the selected bins;
Npe < Npe +1; N. +— N, — 1;
else if N, =1 then
| place o; into the bin with a single b item; N; < 0;
else open a new bin for o;; Np + 1;
case a item:
select the bins with a d item which have enough capacity for o;
if there is such a bin then
| place o; into the bin with the highest level among those bins
else if N, > 0 then
| place o; into the bin with the largest ¢ item; Ny Ny + 1; No + N, — 1;
else if N,, =1 then
| place o; into any with a single a item; Ny, < 0; Ngq < Ngg + 1;
else
place o; in a new (empty) bin
{compare the number of red bins with 3 times number of blue bins}
if Nug < 3(Nac + Nay + Nie) then
| Na, < 1; {declare the opened bin as a red bin (an az-bin) }
else
| Na, < Na, +1; {declare the opened bin as a blue bin (an ai-bin) }

endsw
end

We define red bins as those which include two a items or a single a item designated to be paired with
another a item, and define blue bins as those which include either a ¢ item together with an a or a b item
or a single a item designated to be paired with a ¢ item in the future. When opening a new bin for an
a item, RHM tries to maintain the number of red bins as close to three times the number of blue bins as
possible. Namely, if the number of red bins is less than 3 times of blue bins, it declares the opened bin as
a red bin to host another a item in the future; otherwise, the new open bin is declared as a blue bin to
host a ¢ item in the future. This way, the number of red bins is close to (but never more than) three times
that of blue bins. Note that, when many b items are placed together with ¢ items, the resulting bins are
blue. In this case, the algorithm does not limit the number of blue bins unless it opens bins for a items.
Consequently, the number of red bins can be less than three times the number of blue bins. Algorithm 1
illustrates how RRM works.
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3.3.1 Worst-Case Analysis

In this section, we prove an upper bound of 1.636 for the competitive ratio of RHM. We start by introducing
some notation. Bins in a packing by RRM can be divided into the following groups: d-bins which include
a d-item (might also include an a item), c-bins (respectively b-bins) which include a single ¢ (respectively
b) item, ay-bins (respectively as-bins) which include a single a item and are designated to include a ¢
(respectively an a) item in the future, bb-bins (respectively aa-bins) which include two b (respectively a)
items, ac-bins which include an a item and a ¢ item, and bc-bins which include a b item and a c item.
Note that there is at most one b-bin and one as-bin (otherwise, two of those bins should have formed a
bb-bin or an aa-bin, respectively). We use capital N and lower case n to refer to the number of bins and
items, respectively. N, denotes the number of bins of type a, e.g., N,. indicates the number of ac-bins.
Similarly, Nyed, Npiuwe denote the number of red and blue bins in the packing. Note that Nyeq = Ngg + Na,
and Nyjye = Nae + Npe + Noy- We use n, to denote the number of items of type 7 (7 € {a,b,¢,d}).
Moreover, we use np, to denote the number of b items which are packed with a ¢ item (ny, = Np.) and ny,
to denote the number of other b items (np, + np, = np). Counting the number of a and b; items we get
Ng + Ny, = 2Nao + Nae + Noy + Ny + Npe. Since N,, < 1, by definition of red and blue bins, we get the
following.

Ng + Ny, < 2Nred + Nblue <ng+ Ny, +1 (31)

We refer to the above inequalities in a few places in our analysis. Since RHM uses the same strategy as
Hw for placing items in classes k > 2, and HM never opens more bins tha HA does (Theorem 1), we can
prove the following lemma.

Lemma 6. The number of bins used by RHM to pack items of classes t > 2 is upper bounded by

Tt
t+1

18
RuM(0) < RRM(0c,) +nx + ) +20W'/19 + 20
t=2

in which o., is the subsequence formed by items of class 1, nx is the number of large items in classes
other than class 1, ny is the number of small items in class t, and W' is the total size of small items in
class 19 (the last class).

Proof. Since RHM performs similarly to HM for placing items of class ¢ > 2, the proof of Theorem 1 can
be applied to state that RHM does not open more bins than the Harmonic algorithm for placing these
items. HARMONIC opens a new bin for each large item; this sums up to nx for all large items (except those
of class 1). HarMONIC places t 4 1 items of class ¢ in the same bin (2 < ¢ < 18); hence, it opens at most
tztl + 1 bins for small items in such class. The empty space in any bin assigned to items of the last class
(class 19) is at most 1/20 since the size of items in this class is no more than 1/20. Hence, the number of
opened bins for this class is at most 20/’ /19 + 1. Note that some items in classes ¢t > 2 might be placed
in the mature bins maintained by HM (including the bins released by RRM). When comparing with the
HarMonic algorithm, we can think of these items as being removed. Since the HArRMONIC is monotone
(Lemma 2), removing these items does not increase the number of bins. Hence, the claimed upper bound

still holds. |
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Theorem 3. The competitive ratio of RHM is at most 373/228 < 1.636.

Proof. RRM is defined in a way that no ¢-bin and a;-bin can be open at the same time. We consider the
following two cases based on the packing of RRM for the subsequence o.;, formed by items of type 1.

e Case 1: In the final packing, there is at least one a;-bin while there is no ¢-bin.

e Case 2: There is no a;-bin in the final packing.

We prove the theorem for the above cases separately.

Case 1: Assume there is no ¢-bin in the final packing while there is at least one a;-bin. Let x be the
last a item for which an a;-bin is opened. We claim that no blue bin is added to the packing after placing
x. Blue bins are opened by a or ¢ items. A new blue bin cannot be opened by a ¢ item as such a ¢ item
should have been placed in one of the existing a; bins. Also, a new blue bin cannot be opened by an a
item since that results in a bin with a single a item (an a1-bin)); this contradicts = being the last item for
which an a; bin is opened. So, the number of blue bins does not increase after placing . At the time of
placing x, the number of red bins is no less than three times the number of blue bins; otherwise, the bin
opened for x would have been declared as a red bin (i.e., an az-bin). So, for the final packing, we have
3Npive — Nyea < 3. Using Equation 3.1 we get:

Nred + Nptye < 4na/7—|— 4nbl/7—|— 1

And for the total number of bins used by RRM we will have:

RRM(0c1,) =Na + Nae + Noe + Nop + Npp + Nay + Nay + Nag
< ng+ np, /2 + Npwe + Nrea
<ng + My /2 +4ng /T + dng, [T+ 1
<ng+4ng/7+4np /T + 1

Plugging this into the upper bound given by Lemma 6, we get:

18
RiM(0) < nx + 3 titl £ 20W' /19 + ng + 4na /T + 4ny)T + 21 (3.2)
t=2
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To further analyze the algorithm, we use a weighting function similar to that of [106]. We define a
weight for each item so that the total weight of items in a sequence, denoted by W (o), becomes an upper
bound for the number of bins used by RHM (within an additive constant). At the same time, we show
that the total weight of any set of items which fit in a bin is at most 1.63; this implies that the number of
bins used by OPT to pack o is at least W(o)/1.63. Consequently, the ratio between the number of bins
used by RHM and OPT is at most 1.63.

The weights are defined in the following manner. The weights of d items and large items of classes
other than class 1 (i.e., items larger than 2/3) are 1. The weights of ¢ item are 0. The weights of b and a
items are both 4/7. Small items of class ¢ (2 <t < 18) have weight 1/(¢t + 1). The weight of a small item
x of class 19 is 20s(x)/19. This way, as Inequality 3.2 suggests, the number of bins used by RHM is no
more than the total weight of items (within an additive constant).

Next, we study the maximum weight of items in a bin of OpT. Let (1, f(s,...,: denote the size of
items in a bin of OPT so that 81 > B2 > ... > B;. Let W,,; denote the total weight of items in such a bin.
We claim that Wy, < 1.63. Define the density of an item as the ratio between the weight and the size of
the item. Density of an a item is at most % = 12/7 < 1.72. Deunsity of b items is at most 33%6 < 1.48.
For items smaller than a items, the density decreases from at most 4/3 for items of class 2 to at most
20/19 for items of classes 18 and 19. Density of d items and large items of classes other than class 1 is at
most 96/59 < 1.63. To prove the claim, we do a case analysis. In what follows, we will for simplicity use

Bi to denote both the item and its size. The particular usage will, we hope, be recognizable from context.

(I) Assume f; is larger than 59/96, i.e., it is a d item or larger. If 85 is an a or a b item, we will have
Bs+...+8: <5/96 < 1/19. So, all other items belong to classes 18 or 19 and their density is at most
20/19. Hence, the total weight of items in the bin will be at most 1 +4/7 4+ 5/96 x 20/19 < 1.63.
If 55 is smaller than or equal to 1/3, the total size of all items except 31 is at most 37/96 and their
density is at most 4/3. The total weight will be at most 1 + 37/96 x 4/3 < 1.52.

(IT) Assume f is a c¢ item, i.e., its weight is 0. The total sizes of other items in the bin (all items except
B1) is at most 1/2 and their density is upper bounded by 12/7. Hence, the total weight of items in
the bin will be at most 1/2 x 12/7 < 1.

(IIT) Assume (; is a b item and S5 is also a b item or an a item. The total size of other items is at most
27/96 while their density is at most 4/3 (note that they belong to class 2 or higher). Hence, the
total weight of items in the bin will be at most 4/7 +4/7 4+ 27/96 x 4/3 < 1.52. Next, assume 3 is
smaller than a items. The total size of all items except 51 will be at most 59/96 while their density
is at most 4/3. The total weight of items in a bin will be at most 4/7 + 59/96 x 4/3 < 1.4.

(IV) Assume f$; and 3 are both a items. The total size of all other items is at most 1/3 and their density
is at most 4/3 (note that they belong to class 2 or higher). Hence, the total weight of items in the
bin will be at most 4/7+4/7+1/3 x 4/3 < 1.59. Next, assume [ is smaller than a items; the total
size of all items except 31 will be at most 2/3 while their density is at most 4/3. The total weight
of items in a bin will be at most 4/7 +2/3 x 4/3 < 1.46.

(V) Assume (3 is smaller than 1/3. In this case, the density of all items and consequently their total
weight is at most 4/3.
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Recall that the number of bins used by RHM to pack a sequence o is no more than the total weight of
items in o, i.e., W(o). At the same time, the total weight of items in a bin by OPT is at most 1.63, i.e.,
the cost of OPT is at least W(0)/1.63. We conclude that the competitive ratio of RHM is at most 1.63.

Case 2: Assume there is no a1-bin in the packing. For the number of bins used by RRM to pack o, ,
we have:

Ocly :Nd+Nc+Nac+Nbc+Nbb+Naa+Na2
Snd+nc+nb2/2+Nred+1

Recall that the algorithm ensures that Ny.q < 3Npue. By Equation 3.1, we get Nyeq < 3n,/7 +
3ny, /T + 3/7. Plugging this into the above inequality, we will get:

RRM(0¢,) < ng+ne+ np, /2 4+ 3nq /74 30, /T+3/7+ 1
<ng+n.+np/2+3n,/7+2.

By Lemma 6, for the total number of bins used by RuM, we will have:

18
RuM(c) < nx + Z
t—2

titl +20W' /19 + ng + ne +np /2 + 3n, /7 + 22 (3.3)

Similar to Case 1, we use a weighting technique. For a, b, and c items, the weights are respectively
3/7,1/2, and 1. The weights of other items are defined similar to Case 1. As Inequality 3.3 suggests, this
definition for weights ensures that the total weight of items is an upper bound for the number of bins used
by RHM (within an additive constant). As before, we study the maximum weight of a bin in the packing
of OpT. Let 81 > B2 > ... > B; be the sizes of items in such a bin and W, be their total weight. We
claim that W, < 1.63. Note that the density of d items and large items of classes other than class 1 is
at most 96/59 < 1.63. Density of ¢, b and a items are respectively upper bounded by 2, 1.3, and 1.29.
Density of items smaller than 1/3 which belongs to class t > 2 is at most 2. The only exception is the

1
last class (class 19) for which density of small items is at most 20/19. We do a case analysis as before.

(I) Assume (3 is not a c-item. In this case, the density of all items, and consecutively their total weight,
is less than 1.63.

(IT) Assume S is a ¢ item and B3 is a b item. The total size of other items will be at most 11/96 < 1/8.
Hence, these items belong to class 7 or higher and their density is at most 9/8. The total weight of
items in the bin will be 1+ 1/2+411/96 x 9/8 < 1.62.

(III) Assume (3 is a ¢ item and 3 is an a item. The total size of other items will be at most 1/6. These
items belong to class 5 or higher and their density is at most 7/6. Hence, the total weight of items
will be at most 1 +3/7+1/6 x 7/6 < 1.63.
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(IV) Assume S is a ¢ item and (2 belongs to class 2. The total size of other items will be at most 1/4.
Now, if 85 belongs to class 3, the size of other items will be at most 1-1/2-1/4-1/5=1/20; so they
belong to the last class and their density is at most 20/19. The total weight of items will be at most
1+1/3+1/441/20 x 20/19 = 373/228 ~ 1.636. If 85 belongs to class 4 or higher, its density will
be at most 6/5, and the total weight of items in the bin will be at most 1 +1/3+1/4 x 6/5 < 1.634.

(V) Assume f; is a ¢ item and f2 belongs to class 3 or higher; so, all items except 51 have a density of
at most 5/4. The total weight of items will be at most 1+ 1/2 x 5/4 = 1.625.

To summarize, the total weight of items in a bin in OPT’s packing is at most 373/228. This implies that
number of bins used by OPT to pack o is at least 228/373 x W (o). Recall that the number of bins used
by RHM for is upper bounded by W (o) (within an additive constant). We conclude that the competitive
ratio of RHM is at most 373/228.

O

3.3.2 Average-Case Analysis

We show that the average-case performance of RHM is as good as BF and HM. As before, we assume the
item sizes are distributed uniformly in the interval [0, 1]. Except the following lemma, other aspects of the
proof are similar to those in Section 3.2.2.

Lemma 7. For any instance o of the bin packing problem in which items are in the range (1/3,2/3], the
number of bins used by RRM to pack o is no more than that of MaTcHING BesT FiT (MBF).

Proof. The key observation is that RRM uses the BF strategy to place a small item z in a bin which
includes a large item. Note that small items are a and b items in the RRM algorithm. Only if such a
bin does not exist, RRM deviates from the BF strategy. Let Sk, and S}, 5 respectively denote the set
of large items which are not accompanied by a small item in the packings maintained by RRM and MBF
(respectively) after placing the first ¢ items (0 < ¢ < n, where n is the length of o); we refer to these sets
as single-sets of the algorithms. We claim that for all values of ¢, the single-set of RRM is a subset of that
of MBF, i.e., Shpy € Siypr- We prove this by induction. Note that for ¢ = 0 both single-sets are empty
and the base case holds. Assume S% ), C S, 5p for some ¢t > 0 and let = denote the (¢ + 1)th item in
o. If z is a large item, MBF opens a bin for x, and x will be included in the single-set for MBF; & may or
may not be added to the single-set of RRM (it will not be added if it is a ¢ item and there are a; bins in
the packing). Regardless, we will have S;EM C Si}% p- Next, assume z is a small item. MBF and RRM
both use the BF strategy to place x in one of the bins in S}, 5 and Skp,,. If such a bin does not exist
for MBF, by induction hypothesis, it will not exist for RRM and the induction statement holds. Next,
assume MBF places = in a bin B € S%,5,; so, B will be removed from single-set of MBF, i.e., we have
Stth e = Shgr — {B}. If B ¢ S4y,,, the induction statement holds because Shh,, will be a subset of
St -y, which is a indeed a subset of S{f% .. (a non-common items is removed from S, ). IF B € Shpy,s
RRM places x in B; this is because, similar to MBF, RRM uses the BF strategy to place small items in

bins which include large items. Consecutively, we have Skry C Siypr-

The number of bins used by MBF to pack o iS ngman + |S5 gl in which ngy4 is the number of small
items in o. This is because MBF opens a new bin for each small item. In the final packing of RRM,
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the number of bins which include small items is no more than 74,,4;. Other bins in the packing are
associated with items in Sy, since the single-set of RRM is a subset of that of single-set of MBF, we
have [SErul < |S%yprl- Hence, in total, the number of bins in the packing of RRM is no more than that
of MBF. ]

Theorem 4. Let o be a sequence of length n in which item sizes are selected uniformly at random from
(0,1]. The expected wasted space of RHM for packing o is @(\/ﬁlgg/4 n).

Proof. Let 0~ be a copy of ¢ in which those items which are placed in mature bins are removed. Also, let

0g,...,019 be the subsequences of o~ formed by items belonging to different classes of HM. We have
19 19 19
Hum(o) = RRM(01) + Y RoM(o; ) < Y MBF(0; ) < Y MBF(0¢)
=2 t=1 t=1

The second-to-last inequality comes from Lemmas 4 and 7 and the last inequality comes from Lemma 5.
Consequently, by Lemma 3, we have:

19

E[HM(0)] <Y (nt/2 + Oy g nt)) _ g L o(ymg )

t=1

The expected value of s(c), the total size of items in o, is n/2. Consequently, E[HM(c) — s(o)] =
O(v/nlg®* n) which completes the proof. O

3.4 Experimental Evaluation

The results of the previous sections indicate that HM and RHM have similar average-case performance as
BF if we assume a uniform, continuous distribution for item sizes. In this section, we expand the range of
distributions beyond continuous uniform distribution (for which the algorithm were developed) to further
observe the performance of these algorithms on sequences which follow discrete distributions. In doing so,
we experimentally compare HM and RHM against classic bin packing algorithms. Table 3.2 gives details
of the datasets that we generated for our experiments. In all cases, the item sizes are randomly and
independently taken from a subset of the set {1,2,..., E} of integers; this subset defines the range of the
items in the set-instance. Here, ' indicates the capacity of the bins. Typically, we have E = 1000, and the
range is [1,1000). In what follows, we briefly describe the set-instances that we used in our experiments.

e Discrete Uniform Distribution (DU) sequences: We test the algorithms on discrete uniform distri-
butions. In these distribution, the probability of an item having size x is the same for all values
of x € {1,2,...,E}. Tt is known that average-case behavior of bin packing algorithms can be dif-
ferent under discrete and continuous distributions. In particular, the wasted space of OPT in these
distributions is expected to be constant [48]. The bin packing problem is extensively studied under
discrete uniform distributions (see, e.g., [48, 58, 6]).

e NORMAL and POISSON sequences: Both Normal and Poisson distributions have been previously
studied for generating bin packing sequences (see, e.g., [73, 136]).
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’Set—instance Distribution \ E \ Range ‘

DUO Uniform 100 [1,E)
DU1 Uniform 500 [1,E)
DU2 Uniform 1,000 | [LE)
DU3 Uniform 1,000 | [1,E/2)
DU4 Uniform 1,000 | [1,E/10)
NORMAL | Normal (¢ = E/2, 0 =FE/6) | 1,000 [1L,E)
POISSON Poisson (A = E/3) 1,000 [1,E)
ZIPF1 Zipfian (0 = 1/2) 1,000 | [LE)
ZIPF2 Zipfian (6 = 1/3) 1,000 | [LE)
SORTED Uniform, sorted decreasing 1,000 [LLE)
WD1 | Weibull (k = 0.454, A = £/2) | 1,000 | [L,E)
WD2 | Weibull (k = 1.044, A = E/2) | 1,000 | [1,E)
BPSD1 BPS distribution (s = 100) | 1,000 | [1,E/2)
BPSD2 BPS distribution (s = 100) | 1,000 | [1,E/4)

Table 3.2: . The distributions used to create set-instances to compare algorithms.

Zipfian Distribution (ZD) sequences: In sequences that follow the Zipfian distribution, item sizes
follow the power-law, i.e., a large number of items are pretty small while a small number of items
are quite large. The distribution has a parameter § (0 < # < 1) that indicates how skewed the
distribution is. Bin packing sequences with Zipfian distribution are considered in the experiments in
[19].

Sorted-Decreasing (SORTED) sequences: To create an instance of this family, we take a sequence
of uniformly random-sized items and sort it in the decreasing order of item sizes. This way, we
can compare the performance of offline versions of the algorithms (where sequences are sorted in
decreasing order before being packed in an online manner).

Weibull Distribution (WD) sequences: It is known that the Weibull distribution can be used to
model real-world bin packing benchmarks [43]. This distribution has a shape parameter A and a
scale parameter k. The parameters considered here are among the ones suggested in [43].

Bounded Probability Sampled Distributions (BPSD) sequences: To get these sequences, a random
distribution is generated as follows. Given a parameter s, we select s random numbers in a given
range and assign random weights to them. The probability associated with an item in the distribution
is proportional to its weight. These sequences were first introduced by Degraeve and Peeters [61]
and later used in the experiments of Applegate et al. [19].

For each of the indicated set-instances, we create 1000 random sequences of length 10° and compute

the average number of bins used by different algorithms for packing these sequences. Beside the Any-Fit
and Harmonic family of algorithms, we also consider Sum-of-Squares (Ss) algorithm which performs well
for discrete distributions [58, 56, 57]. To place an item into a partial packing P, SS defines sum of squares
of P, denoted by ss(P), as >, Np(h)?; here Np(h) denotes the number of bins with level h in P. To place
an item x, SS places x into an existing bin, or opens a new bin for z, so as to yield the minimum possible
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DUoO DU1 DU2 DU3 DU4 NORMAL POISSON ZIPF1 ZIPF2 SORTED WD1 WD2 BPSD1 BPSD2

NF 664,996 666,327 666,519 298,400 51,689 698,725 405401 514,464 433,172 644,744 324,147 458,133 299,898 137,011
WF 584,585 585,536 585,680 275,235 50,907 606,569 371,060 448,165 376,331 500,287 281,821 397,966 276,922 131,691
HA 642,759 644,296 644,718 289,682 51,592 713,657 414,238 502,309 425421 644,752 320,099 454,963 290,945 135,667
RFF 643,428 644,517 644,480 289,200 50,004 719,629 454,676 500,605 423,017 644,349 317,709 452,763 291,015 126,103
RHA 646,366 648,066 648,436 297,125 51,592 719,921 448,736 505943 428,804 648,469 322,767 459,280 298,372 135,667
om 500,988 501,193 501,279 298,400 51,689 500,677 405401 403,962 346,265 500,429 263,364 368,887 299,898 137,011
FF 502,042 502,984 503,209 251,250 50,004 502,648 343,865 392,609 333,397 500,281 251,093 352,958 254,444 126,103
BF 500,884 501,081 501,171 251,137 50,004 500,642 343,822 392,235 333,236 500,281 251,067 352,740 254,291 126,090
HM 507,016 502,553 502,251 251,014 50,009 501,142 351,595 392,358 333,416 501,250 251,403 352,987 254,333 126,086
RHM 507,016 502,553 502,251 260,381 50,009 501,142 392,812 392,357 333,416 501,250 251,403 352,981 264,203 126,086
ss 501,083 502,374 503,374 250,003 50,000 503,135 333,802 390,271 331,938 503,031 251,019 350,568 251,250 125,641
oPT 500,005 499,993 500,009 249,992 49,999 499,519 332,999 390,198 331,915 500,008 251,015 350,533 251,219 125,638

(a) The average number of bins used by online algorithms.

DUO DU1 DU2 DU3 DU4 NORMAL POISSON  ZIPF1 ZIPF2 SORTED WD1 WD2 BPSD1 BPSD2

NF 1.330 1.333 1.333 1.194 1.034 1.399 1.217 1.318 1.305 1.289 1.291 1.307 1.194 1.091

WF 1.169 1.171 1171 1.101 1.018 1.214 1.114 1.149 1.134 1.001 1.123 1.135 1.102 1.048
HA 1.286 1.289 1.289 1.159 1.032 1.429 1.244 1.287 1.282 1.289 1.275 1.298 1.158 1.080

RFF 1.287 1.289 1.289 11157/ 1.000 1.441 1.365 1.283 1.274 1.289 1.266 1.292 1.158 1.004
RHA 1.293 1.296 1.297 1.189 1.032 1.441 1.348 1.297 1.292 1.297 1.286 1.310 1.188 1.080
oM 1.002 1.002 1.003 1.194 1.034 1.002 1.217 1.035 1.043 1.001 1.049 1.052 1.194 1.091
FF 1.004 1.006 1.006 1.005 1.000 1.006 1.033 1.006 1.004 1.001 1.000 1.007 1.013 1.004

BF 1.002 1.002 1.002 1.005 1.000 1.002 1.033 1.005 1.004 1.001 1.000 1.006 1.012 1.004

HM 1.014 1.005 1.004 1.004 1.000 1.003 1.056 1.006 1.005 1.002 1.002 1.007 1.012 1.004
RHM 1.014 1.005 1.004 1.042 1.000 1.003 1.180 1.006 1.005 1.002 1.002 1.007 1.052 1.004
SS 1.002 1.005 1.007 1.000 1.000 1.007 1.002 1.000 1.000 1.006 1.000 1.000 1.000 1.000

(b) The experimental average ratio online algorithms.

Figure 3.3: Average performance of online bin packing algorithms for different set-instances. The indi-
cated numbers represent the average number of bins used by the algorithms (a) and the experimental
average ratios (b). In most cases, HM (and RHM) performs significantly better than other Harmonic-based
algorithms.

value of ss(P’) for the resulting packing P’. Note that Ss is not well-defined for the continuous version of
the bin packing problem. Csirik et al. [57] proved that for any discrete distribution in which the optimal
expected waste is sub-linear, Ss also has sub-linear expected waste. In particular, for those distributions
where the optimal expected waste is constant, Ss has an expected waste of at most O(lgn). We note that
the competitive ratio of Ss is at least 2 and at most 2.77 [56] which is worse than most online algorithms.

Figure 3.3a shows the average number of bins used by the classic bin packing algorithms, as well as HM
and RHM, to pack the above set-instances. For algorithms that classify items by their sizes (e.g., HA and
HM), the number of classes (the value of K) is set to 20. These results indicate that, in general, HM and
RuM perform significantly better than other members of the Harmonic family. At the same time, they
have comparable performance with BF and FF.

We also compute the experimental average ratio of an algorithm as the ratio between the observed
expected number of bins used by the algorithm and that of OPT. In doing so, we estimate the cost of OPT
as the total size of items. Figure 3.3b shows the experimental average ratio of the considered algorithms.
Note that the ratios associated with HM and RHM are close to 1 and much smaller than other members of
the Harmonic family (e.g., HA and RH). These results are more visible in Figure 3.4 which shows the bar
chart for experimental average ratio of different online algorithms. It can be seen that HM and RHM, along
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Figure 3.4: The bar chart associated with the experimental average ratios of online bin packing algorithms.
To make the results more visible, the vertical scale is changed to start at 0.9 in (a). The ratios associated
with HM and RHM are visibly smaller than Harmonic-based algorithms. To compare these with other
algorithms which have ratios close to 1, the vertical scale is changed in (b) to start at 0.9 and go only upto
1.02.

with BF, FF, and Ss algorithms, have a significant advantage over other algorithms. To compare these
algorithms among themselves, we magnify the bar char in Figure 3.4b so that the scale of the y-coordinate
starts at 0.999 and goes only up to 1.02. While the result indicate a slight advantage for Ss and BF, there
are distributions for which HM outperforms BF or Ss. In what follows, we briefly review the results for
different distributions.

Comparing the number of bins used by HM and RuM for DUO, DU1, and DU2, we observe that their
relative performance improves when the size of the bins (i.e., F) increases. For small value of E = 100
(UDO), these algorithms are slightly worse than FF. However, as E increases to 1000 (UD2), the algorithms
perform better than FF and converge to BF. This is in accordance with the results in Sections 3.2.2 and
3.3.2 which imply that, for continues uniform distribution, the expected waste of HM and RHM converge
to that of BF. Note that as F goes to infinity, the discrete distribution approaches a continuous one.

For symmetric distributions, where items of sizes x and E — x appear with the same probability, the
expected number of bin used by HM and RHM are equal. A difference between the packings of HM and
RHM happens when a number of small items of the first class (items of type a in RHM) appear before any
large item of the same class (an item of type c¢). In these cases, RHM reserves some bins for subsequent
large items (by declaring the bins as being blue). For symmetric distributions, however, it is unlikely that
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many small items appear before the next large item. Consequently, the average number of bins used by
HM and RHM are the same for symmetric sequences. On the other hand, for asymmetric sequences where
small items are more likely to appear, e.g., DU3 and POISSON, HM has a visible advantage over RHM.
In these sequences, there is no reason to reserve bins for the large items since they are unlikely to appear.

Finally, we note that for SORTED, the number of bins used by HM and RHM are comparable to those
of BF and FF. This implies that, on average, the offline versions of these algorithms are comparable with
the well-known First-Fit-Decreasing and Best-Fit-Decreasing algorithms. It remains open whether the
same statement holds for the worst-case performance of these algorithms.

3.5 Remarks

HM and RHM can be seen as variants of HARMoNIC and REFINED HARMONIC algorithms in which small and
large items are carefully matched in order to improve the average performance while preserving the worst-
case performance. We believe that the same approach can be applied to improve the average performance
of other Super Harmonic algorithms and in particular that of HArRMoNIC++ (which is currently the best
online bin packing algorithm regarding the competitive ratio). Given the complicated nature of these
algorithms, modifying them involves a detailed analysis which we leave as a future work.

While Hm and RHEM have better competitive ratio than BF, they are not expected to be preferred in
practical scenarios. Recall that the worst-case sequences are unlikely to appear in practice, and regarding
the average-case performance, HM and RHM have no significant advantage over BF (although they have
comparable performance).

It is possible to study the performance of the introduced algorithms under the relative worst order
analysis (see Section 1.1 for a review). It is known that under relative worst order analysis, FIRsST FIT
is no worse than any Any Fit algorithm (and in particular Best Fir) [40]. Also, HarMoNIC algorithm is
not comparable to FF for sequences which include very small items. However, when all items are larger
than ﬁ (K is the parameter of the HaArMONIC algorithm), HARMONIC is better than FF by a factor of
6/5 [40]. Applying Theorem 1, we conclude that when all items are larger than ﬁ, HARMONIC MATCH
with parameter K is strictly better than FF and BF under the relative worst order analysis. This provides
another theoretical evidence for the advantage of HARMoNic MaTcH over BF and FF.

Several online bin packing algorithms, such as BF and FF, have the undesired property that removing
an item might increase the number of bins used the algorithm [116]. This ‘anomalous’ behavior results in
an unstable algorithm which is harder to analyze. As mentioned earlier, an algorithm is called monotone
if removing an item does not increase its cost. It is not clear whether HM and RHM are monotone;
however, a slight twist in HM results in a monotone algorithm. Consider a modified algorithm, called
Mobiriep HARMONIC MaTcH (MHM), that works similar to HM except that it does not maintain mature
bins, i.e., it closes a bin as soon as it becomes mature. It is not hard to see that MHM is a monotone
algorithm. At the same time, the results related to the worst-case and average-case performance of HMm
hold also for MHM (Corollary 1 and Theorem 2). However, MHM performs slightly worse than HM on
discrete distributions evaluated in Section 3.4. We leave further analysis of monotonous behavior of this
algorithm as a future work.
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Chapter 4

Online Bin Packing with Advice

In this chapter, we consider the online bin packing problem under the advice model of complexity. Recall
that under the advice model, the ‘online constraint’ is relaxed and an algorithm receives partial information
about the future requests. We investigate the trade-off between the amount of advice and the quality of
the resulting algorithms. In doing so, we provide tight bounds for the amount of advice that is required
and sufficient for an algorithm to achieve an optimal packing. We also introduce a simple algorithm that
achieves a competitive ratio of 3/2 when provided with a logarithmic number of bits of advice. ~ We
introduce another algorithm that achieves a competitive ratio of 4/3 + ¢ provided with a linear number
of bits of advice. Finally, we provide a lower bound argument that implies that advice of linear size is
required for an algorithm to achieve a competitive ratio better than 9/8.

4.1 Introduction

Recall that in the bin packing problem the goal is to pack a given sequence of items into a minimum number
of bins with fixed and equal capacities. We consider the bin packing problem under the advice-on-tape
model. Recall that under the advice model, the advice bits are written on a tape which is available to an
online algorithm since the beginning. We formally define the bin packing problem with advice as follows,
based on the definition of the advice model in [36]:

Definition 4. In the online bin packing problem with advice, the input is a sequence of items o =
(01,...,0n), revealed to the algorithm in an online manner. We have 0 < s(o;) < 1, where s(o;) is the
size of o;. The goal is to pack these items in the minimum number of bins of unit size. At time step t, an
online algorithm should pack item oy into a bin. The decision of the algorithm to select the target bin is
a function of ®,01,...,04_1, where ® is the content of the advice tape. An algorithm A is c-competitive
with advice complexity s(n) if there exists a constant ¢y such that, for all n and for all input sequences
o of length at most n, there exists some advice ® such that A(o) < ¢ OPT(0) + co, and at most the first
s(n) bits of ® have been accessed by the algorithm. If ¢ =1 and co = 0, then A is optimal.

We answer several questions about the advice complexity of the online bin packing problem. First,
we study the number of advice bits that are required and sufficient to achieve an optimal solution for a
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sequence of length n. We consider two different settings of the problem. When there is no restriction
on the number of distinct items or their sizes, we show that n[lg OPT(0)] bits of advice are sufficient to
achieve an optimal solution, where OPT(c¢) is the number of bins in an optimal packing. We also prove
that at least (n — 20PT(0))1lg OPT(0) bits of advice are required to achieve an optimal solution. When
there are m distinct items in the sequence, we prove that at least (m — 3)1gn — 2mlgm bits of advice are
required to achieve an optimal solution. If m is a constant, there is a polynomial time online algorithm
that receives mlgn 4 o(lgn) bits of advice and achieves an optimal solution. We also show that, even if
m is not bounded, there is a polynomial time online algorithm that receives m[lg(n 4+ 1)] + o(lgn) bits of
advice and achieves a packing with (1 4+ ) OpT(c) + 1 bins.

We also study a relevant question that asks how many bits of advice are required to perform strictly
better than all online algorithms. We bound this by providing an algorithm which receives lgn + o(Ign)
bits of advice and achieves a competitive ratio of 3/2. Recall that any online bin packing algorithm has a
competitive ratio at least 1.54037 [22]. Hence, our algorithm outperforms all online algorithms.

Moreover, we introduce an algorithm that receives 2n + o(n) bits of advice and achieves a competitive
ratio of 4/3 + ¢, for any fixed value of ¢ > 0. We also prove a lower bound that implies that a linear
number of bits of advice are required to achieve a competitive ratio of 9/8 — ¢ for any fixed value of 6 > 0.

Under the advice-on-tape model, we require a mechanism to infer how many bits of advice the algorithm
should read at each time step. This could be implicitly derived during the execution of the algorithm or
explicitly encoded in the advice string itself. For example, we may use a self-delimited encoding as used in
[36], in which the value of a non-negative integer X is encoded by writing the value of [lg([lg(X +1)]+1)]*
in unary (a string of 1’s followed by a zero), the value of [lg(X + 1)] in binary, and the value of X in
binary. These codes respectively require [1g([lg(X +1)] +1)] + 1, [1g([Ilg(X + 1)] +1)], and [Ig(X + 1)]
bits. Thus, the self-delimited encoding of X requires

e(X)=llg(X + D] +2[lg([lg(X +1)]+1)] +1

bits. The existence of self-delimited encodings at the beginning of the tape usually adds a lower-order
term to the number of advice bits required by an algorithm.

4.2 Optimal Algorithms with Advice

In this section we study the amount of advice required to achieve an optimal solution. We first investigate
the theoretical setting in which there is no restriction on the number of distinct items or on their sizes. We
observe that there is a simple algorithm that receives n[lg OPT(0)] bits of advice and achieves an optimal
solution. Such an algorithm basically reads [lg OPT(c0)] bits for each item, encoding the index of the bin
that includes the item in an optimal packing. We show that the upper bound given by this algorithm is
tight up to lower order terms, when n —2 OpPT(c) = O(n).

Theorem 5. To achieve an optimal packing for a sequence of length n and optimal cost OpT (o), it is
sufficient to receive n[lg OPT(o)] bits of advice. Moreover, any deterministic online algorithm requires at
least (n — 20PT(0))lg OPT(0) bits of advice to achieve an optimal packing.

I Throughout the thesis, we use lgz to denote logy ().
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Proof. Upper Bound: Consider an offline oracle that knows an optimal packing?. Note that such an oracle
has unbounded computational power. This oracle simply writes on the advice tape, for each item x, except
for the last two, the index of the bin in an optimal packing that x is packed in. To pack any item x, the
online algorithm simply reads the index of the bin that x should be packed in and packs x accordingly.
For the last two items, the algorithm simply uses Best-Fit. Since the packing is the same as one for an
optimal algorithm up to that point, if it is impossible to fit both of the remaining items in the bins already
used, Best-Fit will ensure that at least one fits if that is possible. If both of the remaining items fit in
the same already open bin, it is fine to put the first one of the last two items anywhere it fits, since there
will still be space remaining for the last. If both of the remaining items fit in open bins, but should be in
different bins, using Best-Fit will ensure that they are both placed there. This requires [lg OPT(0)]| bits
of advice per item which sums up to (n — 2)[lg OpT(0)]| bits of advice. The algorithm should also know
the value of X = [lg OPT(0)] in order to read the appropriate number of bits on each request. This can
be done by encoding X in unary and terminating with a zero (or self-delimited encoding of X as indicated
in Section 1.2). This uses no more than 2[lg OPT(o)] bits. Consequently the number of advice bits used
by the algorithm is n[lg OpPT(0)]| as stated by the theorem.

Lower Bound: Consider a set S = {o!,..., 0"} of sequences, so that each ¢” has length n for 1 < r <
N. Let 1 < k <n —1. The sizes of items in each sequence ¢” in the set has the form

111 1 - .
ngaﬁ,...,w,uhth,...,uk

in which u7, ..., u;, are defined as follows. Consider a set V of vectors of the form
T T T T T T
V=@l =Lvy=2,...,0p =k, 051, Vq0r--sVUp_p)

such that each v € {1,...,k} for k+1<h<n-—k.
For example, when n = 8 and k = 3, the vector (1,2,3,2,1) is a vector in V.

We associate with each vector V" € V a sequence o” € S. For a vector V" € V and bin j, define

u; =1-— 3 ; kai, where a; is the ith item in the sequence o7, i.e., a; = 2% Note that all u;s are
1<i<n—
_vzz'_ 5
strictly larger than 0.5. Clearly, OrPT(0,.) = k for all r. We refer to the first n — OPT(o) items as small
items and the last OPT(0) items as large items.

For example, assume n = 8 and OpT(c) = 3. For a vector V" = (1,2,3,2,1), we have
uf =1—(3+g5) =0.734375, uy =1 — (3 + %—12) = 0.84375, and uj = 1 — 1= = 0.9375. Hence,
the sequence ¢ associated with V" is (1 1 L L1 0734375 0.84375,0.9375).

1>87167 322 64’
In fact, V" indicates in which bin each of the first n — OPT(o) items of ¢" should be packed, and at
the end, u} fills the empty space of the jth bin to capacity to achieve an optimal packing P for a given
sequence (it is optimal since all bins are fully packed). We claim that P is the unique optimal packing.

2When studying the number of advice bits for achieving an optimal solution, we are merely measuring the information
content of online problems. In this sense, similar to most related works, we do not make any assumption on the computational
power of the offline oracle that generates advice.
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Suppose there is another optimal packing P’. Observe that each bin includes at most one large item, and
indeed exactly one since we assume it is also optimal. Let a;(1 <i < n — OPT(0)) be the first item which
is packed in some other bin in P’ than the one prescribed by P. Consider the bin B that a; is packed into
in P. This bin cannot be fully packed in P’ since a; is strictly larger than the total size of all remaining
small items, i.e., even if we put all of them in the empty space of a;, there is still some empty space in B.
As a result P’ cannot be optimal. Hence, there is unique solution for packing each sequence in the set S.

Note that there are N = Op1(o)*~20"F T(7) sequences S. We claim that these sequences need separate
advice strings. Suppose otherwise, and let 0", 0" € S (r # ') be two different sequences with the same
advice string. Note that the first n — OpT(0) items in these sequences are the same. Since the online
algorithm performs deterministically and we assume it receives the same advice for both ¢” and UT/,
the partial packings of the algorithms after packing the first n — OpPT(o) items are the same for both
sequences. However, this implies that the final packing of the algorithm is different from the optimal
packing prescribed by V™" for at least one of the sequences. As discussed, such a packing is the unique
optimal packing and deviating from that increases the number of bins used by the algorithm by at least
one unit. As a result, the algorithm performs non-optimally for at least one of ¢” or o"". We conclude that
the sequences in the set S need separate advice strings. Since there are N = OpT(0)"207"(?) sequences
in S, at least 1lg(OpT(0)"297"(?)) = (n — 20PT(0))1g OPT(0) bits of advice are required to get that
many distinct advice strings. O

Next, we consider a more realistic scenario where there are m = o(n) distinct item sizes and the values
of these item sizes are known to the algorithm. Assume that the advice tape specifies the number of items
of each size. If we are not concerned about the running time of the online algorithm, there is enough
information to obtain an optimal solution. If we are concerned, we can use known results for solving the
offline problem [32, 60, 141]. We formalize this in the following two lemmas.

Lemma 8 ([80]). Consider the restriction of the bin packing problem to instances in which the number
of distinct item sizes is a constant non-negative integer m. There is a polynomial time algorithm that
optimally solves this restricted problem.

If there are more than a constant number of distinct items sizes, we can solve the problem almost
optimally.

Lemma 9 ([60, 141]). There is a polynomial algorithm for the bin packing problem which opens at most
(14 ¢€)OpT(0) + 1 bin, in which € is any small but fized value.

We use the above results to obtain the following:

Theorem 6. Consider the online bin packing problem in which there are m distinct item sizes, and the
sizes are assumed to be known. If m is a constant, there is a (polynomial time) optimal online algorithm
that receives mlgn + o(lgn) bits of advice. If m is not a constant, there is a (polynomial time) online
algorithm that reads m[lg(n + 1)] + o(lgn) bits of advice and achieves an almost optimal packing with at
most (1+¢) OPT(o) + 1 bins, for any small but fixed value of .

Proof. The offline oracle simply encodes the input sequence, considered as a multi-set, in m[lg(n + 1)]
bits of advice. In order to do that, it writes the number of occurrences of each of the m distinct items
on the tape. The online algorithm uses the algorithms of Lemma 8 (for constant values of m) or that of
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Lemma 9 (for non-constant m) to compute an (almost) optimal packing. Then it packs the items in an
online manner according to such an (almost) optimal packing. The algorithms reads frequencies of items in
chunks of X = [lg(n + 1)] bits and consequently needs to know the value of X. So, we add self-delimited
encodings of X at the beginning of the tape using e(X) bits. The number of advice bits used by the
algorithm is thus m[lg(n + 1)] + O (Iglgn), which is m[lg(n + 1)] + o(lgn) as m = o(n). O

We show that the above upper bound is asymptotically tight. We start with the following simple
lemma.

Lemma 10. Consider the equation x1 + 2x2 + ... + ax, = X in which the x;s (i < «) and X are

a—1
non-negative integers. If X is sufficiently large, then this equation has at least (1 + %) solutions.

Proof. Define A = > | 4. Assign arbitrary values in the range [0..X/A] to all ;s for 2 < i < «a (for
simplicity assume X /A is an integer). There are (1 + X/A)*~! different such assignments. Any of these
assignments defines a valid solution for the equation since by definition of A we have Y " ,iz; < X, and
we can assign z1 = X — > ¢, ix;. Replacing A with a(a + 1)/2 completes the proof. O

Theorem 7. At least (m — 3)lgn — 2mlgm bits of advice are required to achieve an optimal solution for
the online bin packing problem on sequences of length n with m distinct item sizes.

Proof. We define a family of sequences of length n and containing m distinct item sizes and show that the
sequences in this family need separate advice strings to be optimally served by an online algorithm. To
define the family, we fix m item sizes as being {%, ”2“"2, ";—“‘3, e 2’2”_1, 1}. To simplify the argument,
. . . m m m m . .
we scale up the sizes of bins and items by a factor of 2m. So, we assume the item sizes are {1,m + 2, m +
3...,2m — 1,2m}, and the bins have capacity 2m. Each sequence in the family starts with n/2 items of
size 1. Consider any packing of these items in which all bins have level at most equal to m — 2. Such
a packing includes a; bins of level 1 (one item of size 1 in each), as bins of level 2 (two items of size 1

in each), etc., such that the a;s are non-negative integers and a; + 2a2 + ... + (m — 2)a,,—2 = n/2. By

m—3
Lemma 10, there are at least (1 + m) distinct packings with the desired property. For any

of these packings, we define a sequence in our family. Such a sequence starts with n/2 items of size 1 and
is followed by another n/2 items. Let B denote the number of bins in a given packing of the first n/2
items, so that B < n/2. The sequence associated with the packing is followed by B items of size larger
than m + 1 which completely fit these bins (in non-increasing order of their sizes). Finally, we include
another n/2 — B items of size 2m in the sequence to achieve a sequence of length n.

We claim that any of the sequences in the family has a unique optimal packing of size n/2. This is
because there are exactly n/2 large items of size strictly greater than m (more than half the capacity of
the bin), and the other n/2 items have small size 1 (which fit the empty space of all bins). So each bin is
fully packed with one large item of size x and 2m — x items of size 1 (see Figure 4.1).

The unique optimal packing of each sequence is defined by the partial packing of the first n/2 small
items. Consider a deterministic online algorithm A that receives the same advice string for two sequence
o1 and o2. Since A is deterministic and both sequences start with the same sub-sequence of small items,
the partial packing of the algorithm after packing the first n/2 items is the same for both ¢! and 0%. As a
result, the final packing of A is sub-optimal for at least one them. We conclude that any deterministic online
algorithm should receive distinct advice strings for each sequence in the family. Since there are at least
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Figure 4.1: The optimal packings for two sequences of the family when n = 30 and m = 6 (item sizes and
bin capacities are scaled by 2m = 12).

m—3
(1 + m) sequences in the family, at least (m—3)lg (1 + W’M) > (m—3)1lgn—2mlgm

bits of advice are required. O

4.3 An Algorithm with Sublinear Advice

In this section, we introduce an algorithm that receives lgn + o(lgn) bits of advice and achieves a com-
petitive ratio of %, for any instance of the online bin packing problem. An offline oracle can compute and
write the advice on the tape in linear time, and the online algorithm runs as fast as First-Fit. Thus, the
algorithm might be applied in practical scenarios in which it is allowed to have a ‘quick look’ at the input
sequence.

We call items tiny, small, medium, and large if their sizes lie in the intervals (0,1/3], (1/3,1/2],
(1/2,2/3], and (2/3,1], respectively. The advice that the algorithm receives is the number of medium
items, which we denote by «.

The algorithm reads the advice tape, obtains a, opens « bins, called critical bins, and reserves 2/3 of
the space in each of them. This reserved space will be used to pack a medium item in each of the critical
bins, and these bins have a virtual level of size 2/3 at the beginning. All other bins have virtual level zero
when they are opened. The algorithm serves an item x in the following manner:

e If z is a large item, open a new bin for it. Set the virtual level to its size.
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o If z is a medium item, put it in the reserved space of a critical bin B. Update the virtual level to
the actual level. (B will not have any reserved space now.)

e If x is small or tiny, use the First FiT (FF) strategy to put it into any of the open bins, based on
virtual levels (open a new bin if required). Add the size of the item to the virtual level.

Note that the critical bins appear first in the ordering maintained by the algorithm as they are opened
before other bins.

Theorem 8. There is an online algorithm which receives 1gn + o(lgn) bits of advice and opens at most
3/20PT(0) + 2 bins to pack any sequence o of size n.

Proof. We prove that the algorithm described above has the desired property. The value of « is encoded in
X = [lg(n+1)] bits of advice. In order to read this properly from the tape, the algorithm needs to know the
value of X. This can be done by adding the self-delimited encoding of X in e(X) = [lg X]+2[lglg(X)]+2
bits at the beginning of the tape (see Section 1.2). Consequently the number of advice bits used by the
algorithm is X + O (lg X), which is lgn + o(Ign) as stated by the theorem.

Consider the packing of a sequence o by the algorithm. There are two cases. In the first case, there is a
critical bin B so that no other item, except a medium item, is packed in it. Since all tiny items are smaller
than 1/3 and can fit in B, all the non-critical bins that are opened after B include small and large items
only. More precisely, they include either a single large item or two small items (except the last one which
might have a single small item). Let L, M, and S denote the number of large, medium, and small items.
The number of bins used by the algorithm is at most L + M + S/2 + 1. Now, if S < M, this would be at
most L+ 3/2M + 1. Since L+ M is a lower bound on the number of bins of OpPT, the number of bins used
by the algorithm is at most 3/2 OpT(0) + 1 and we are done. If S > M, OpT should open L + M bins for
large and medium items, and in the best case, it packs M small items together with medium ones. For the
other S — M bins, OPT has to open at least (S — M) /2 bins. Hence, the number of bins of OPT is at least
L+M+(S—M)/2=L+ M/2+ 5/2, and we have 3/20pT(c) > 3L/2+3M/4+35/4> L+ M + S/2.
Thus, the number of bins used by the algorithm is at most 3/2 OpT(0) + 1.

In the second case, we assume that all critical bins include another item in addition to the medium
item. We claim that, at the end of packing a sequence, all bins, except possibly two, have level at least
2/3. First, we verify this for non-critical bins (bins without medium items). If a non-critical bin is opened
by a large item, it clearly has level higher than 2/3. All other non-critical bins only include items of
size at most 1/2. Hence, these bins, except possibly the last one, include at least two items. Among the
non-critical bins that include two items, consider two bins b; and b; (i < j) that have levels smaller than
2/3. Since b; contains at least two items, at least one of them has size smaller than 1/3. This item could
fit in b; by the FF property. We conclude that all non-critical bins, except possibly two, have level at least
2/3. Now, suppose two critical bins b; and b; have levels smaller than 2/3. Consider the first non-medium
item « which is packed in b; (in the second case, such an item exists). Since a medium item is packed in
the bin, z should be either tiny or small. If  is small, then the level of b; is at least 1/2 + 1/3, which
contradicts the level of b; being smaller than 2/3. Similarly, « cannot be a tiny item of size larger than
1/6 (since 1/2 4+ 1/6 > 2/3). Hence, x is a tiny item of size at most 1/6. This implies that at the time
the online algorithm packs z, bin b; has a virtual level of at least 5/6. The virtual level is at most 1/6
larger than the actual level (the final level). Hence, the actual level of b; is at least 5/6 — 1/6 = 2/3. We
conclude that at most one critical bin has level smaller than 2/3.
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To summarize, there are at most two non-critical bins and one critical bin which have level smaller
than 2/3. On the other hand, it is not possible to have one critical bin with contents less than 2/3 and
one non-critical one (other than the last) with such contents; this is because the rightmost bin will have
an item of size at most 1/3 which should have gone in the leftmost. To conclude, in the final packing,
there is at most two bins with content less than 2/3 (in which case both will be non-critical). Hence, the
number of bins used by the algorithm is at most 3/2 OPT(0) + 2. O

4.4 An Algorithm with Linear Advice

In this section, we present an algorithm that receives 2n + o(n) bits of advice and achieves a competitive
ratio of 4/3+¢ for any sequence of size n, and arbitrarily small but fixed values of €. Consider an algorithm
that receives an approximate size for each sufficiently large item x encoded using k bits. The approximate
size of 2 would be larger than its actual size by at most an additive term of 1/2F. The algorithm can
optimally pack items by their approximate sizes and achieve an approximate packing which includes a
reserved space of size x + ¢ (¢ < 1/2F) for each item. Precisely, for each sufficiently large item x, the
approximate packing includes a reserved space of size x + ¢ (¢ < 1/2%) for . This enables the algorithm
to place x in the reserved space for it in the approximate packing. Smaller items are treated differently
and the algorithm does not reserve any space for them. In the remainder of this section, we elaborate this
idea to achieve a 4/3-competitive algorithm.

Notice that the number of bins in an approximate packing can be as large as % times the number of

bins in an optimal packing. To see that, consider a sequence which is a permutation of
1 1 1 1 1 1
<§+51,§ —61,54—62,5 —52,...,§+€n/2,§ — En/2),

where ¢; < 1/2"(1 < ¢ < n/2). Since OPT packs all bins tightly, an increase in the sizes of items by a
constant (small) e results in opening a new bin for each two bins OPT uses. Hence, the number of bins in
an optimal approximate packing can be as bad as % OpT. This example suggests that using approximate
packings is not good for the bins in which a small number of large items are tightly packed. To address
this issue we divide the bins of OPT into two groups. Informally speaking, a bin is ‘good’ if we can transfer
a set of items, with a relatively small total size, from the bin, so that the sizes of the remaining items can
be approximated with advice of small size. Otherwise, we say the bin is ‘bad’ (in the above example, all
bins are bad). This is formalized in the following definition.

Definition 5. Consider an optimal packing of a sequence o. Given a small parameter ¢’ < 1/60, define
good bins to be those where the total size of the items smaller than 1/4 in the bin is at least 5e’. Define
all other bins to be bad bins.

A part of the advice received for each item x indicates if x is packed by OPT in a good bin or in a bad
bin. This enables us to treat items packed in these two groups separately.

Lemma 11. Consider sequences for which all bins in the optimal packing are good (as defined above).
There is an online algorithm that receives o(n) bits of advice and achieves a competitive ratio of 4/3.

Proof. Call an item small if it is smaller than or equal to 1/6 and large otherwise. The advice bits define
the approximate sizes of all large items with a precision of €', i.e., it gives the counts for each possible
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rounded item size. The amount of advice will be roughly 1/¢’1gn which is o(n) for constant values of &’.
The online algorithm A can build the optimal approximate packing of large items. In such a packing, there
is a reserved space of size at most s(x) 4 &’ for any large item x. The algorithm considers this packing as a
partial packing and initializes the level of each bin to be the total sizes of approximated items in that bin.
For packing an item z, if = is large, A packs it in the space reserved for it in the approximate packing. It
also updates the level of the bin to reflect the actual size of x. If x is small, A simply applies the First-Fit
strategy to pack z in a bin of the partial packing (and opens a new bin for it if necessary). We prove that
A is 4/3-competitive. In the final packing by A, call a bin ‘red’ if all items packed in it are small items
and call it ‘blue’ otherwise (the blue bins constitute the approximated packing at the beginning). There
are two cases to consider.

In the first case, there is no red bin in the final packing of A, i.e., all small items fit in the remaining
space of the bins in the approximate packing of large items. Let o’ be a copy of the input sequence in
which the sizes of large items are approximated, i.e., increased by at most ¢’; also let X be the number
of bins for the optimal packing of ¢’. Since there is no red bin in the final packing of A, the number of
bins used by A is equal to X. Consider the optimal packing of the actual input sequence o. Since all bins
are good, one can transfer a subset of items to provide an available space of size at least 5¢’ in each bin.
After such a transfer, we can increase the sizes of large items to their approximate sizes. Since there are
at most 5 large items in each bin and also available space of size at least 5¢’, the packing constructed this
way is a valid packing for the sequence ¢’. Since the size of the transferred items for each bin is at most
1/4, the transferred items from each group of four bins can fit in one new bin. Consequently the number
of bins in the new packing is at most 5/4 OpT(c). We know that the final packing by A is the optimal
packing for ¢’ (with X bins), and in particular not worse than the packing constructed above. Hence, the
number of bins used by A is not more than 5/4 OpPT(0).

In the second case, there is at least one red bin in the final packing of A. We claim that all bins in
the final packing of A, except possibly the last, have levels larger than 3/4. The claim obviously holds for
the red bins since the levels of all these bins (excluding the last one) are larger than 5/6. Moreover, since
there is a bin which is opened by a small item, all blue bins have levels larger than 5/6, i.e., the total size
of packed items and reserved space for the large items is larger than 5/6. Since there are at most 5 large
items in each bin, the actual level of each bin in the final packing of A is at least 5/6 — 5¢’, which is not
smaller than 3/4 for &’ < 1/60. So, all bins, except possibly one, have levels larger than 3/4. Consequently,
the algorithm is 4/3-competitive. O

It remains to address how to deal with bad bins. The next three lemmas do this.

Lemma 12. Consider sequences for which all bins in the optimal packing include precisely two items.
There is an algorithm that receives 1 bit of advice per request and achieves an optimal packing.

Proof. The single bit of advice for an item x determines whether or not the partner of x appeared as a
previous request, where the partner of = is the item which is packed in the same bin as x in OPT’s packing.
Consider an algorithm A that works as follows: If the partner of x has not been requested yet, A opens
a new bin for x. Otherwise, it uses the BF strategy to pack x in one of the open bins. We claim that A
achieves an optimal packing.

Assume that initially we have a mapping that maps the last item to go into a bin to the item it goes
on top of in the optimal packing, i.e., it maps the second item of each bin to the first item. We update
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this mapping when necessary and maintain the invariant that we can always pack optimally according to
the mapping. For packing a request x , if BF does not pack according to this mapping, it packs = on top
of ¢/, while, according to the mapping, it was supposed to pack x on top of y, and a later x’ is supposed
to go on top of y’. Due to the BF strategy, ' > y, so we can update the mapping to map the currently
unprocessed =’ to y, and, of course, x to /. O

Lemma 13. Consider a sequence o for which all items have sizes larger than 1/4 and for which each bin
in OPT’s packing includes precisely three items. The HARMONIC algorithm uses at most 4/3 OpT(o) + 3
bins to pack such a sequence.

Proof. The proof is based on a simple weighting function. Call an item z large if 1/3 < z < 1/2 and small
otherwise (1/4 < 2 < 1/3). Note that, since there are three items in each bin and all are larger than 1/4,
no item can have size 1/2 or larger. Define the weight of x to be 1/2 if x is large and 1/3 if it is small.
Consider a bin B in the packing of ¢ by OpPT. Since there are three items in B, its weight is maximized
when there are two large items and one small item in it (three large item do not fit in the same bin).
Hence, the weight of each bin in the OPT packing is at most 2 x 1/2 + 1/3 = 4/3. Consequently, we have
OpT(0) > 3/4W, where W is the total weights of all items. The Harmonic algorithm (HA) simply packs
small and large items in separate collections of bins. So, each of the algorithm’s bins, except possibly two
bins, contains either three small items or two large items. In both cases, the weight of each bin is at least
1 and we have HA(0) < W + 2. As a conclusion HA(o) < 4/3 OPT(0) + 2 which completes the proof. O

Lemma 14. Consider a sequence o for which all bins in the optimal packing are bad bins (as defined
earlier). There is an algorithm that receives two bits of advice for each request, and opens at most (4/3 +
13—55,8,) OpT(0) + 3 bins.

Proof. By the definition of bad bins, for any bin in the optimal packing, all items are either smaller than
5¢’ or larger than 1/4. We call the former group of items tiny items and pack them separately using the
Fr strategy. We refer to other items as normal items. Consider an offline packing P which is the same as
OpPT’s packing, except that all tiny items are removed from their bins and packed separately in new bins
using the FF strategy. This implies that the number of bins in P is more than OPT(o) by a multiplicative
factor of at most 1 + 1385/5/' Let Q be the optimal packing for normal items. Since all normal items are
larger than 1/4, each bin of Q contains at most three items. We say a bin of Q has type i (i € {1,2,3}), if
it contains ¢ normal items. Similarly, we say an item z has type 7 if it is packed in a type ¢ bin. All items
in type 3 bins have sizes smaller than 1/2 (otherwise one will have size at most 1/4 which contradicts the
assumption). Moreover, the sizes of the items in all type 1 bins (except possibly the last one) are larger
than 1/2 (otherwise a better packing is achieved by pairing two of them). With two bits of advice, we
can detect the type of an item as follows: Let b denote the two bits of advice with item z. If b is ‘01’ and
x > 1/2, then x has type 1; if b is ‘01’ and « < 1/2, then z has type 3; and if b is ‘10’ or b is ‘11’, then x
has type 2. Note that the code ‘00’ is not used at this point (this is used later on), and the use of ‘10’ and
‘11’ is still to be detailed.

Let X; denote the number of bins of type ¢ (1 < i < 3). Hence, the number of bins in Q is X7 + X+ X3,
and consequently the number of bins in P is at least X; + X5 + X3 + X', where X’ is the number of bins
filled by tiny items. Consider an algorithm A that performs as follows. If an item z has type 1, A simply
opens a new bin for x. If x has type 2, A applies the strategy of Lemma 12 to place it in one of the bins
maintained for items of type 2. Recall that the advice in this case is either ‘10’ or ‘11’; so the second bit
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provides the advice required by Lemma 12. If « has type 3, A applies the HA strategy to pack the item in
a set of bins maintained for type 3 items. By Lemma 13, the number of bins used by A for these items is
at most 4/3X5 + 3. Finally, A uses the FF strategy to pack tiny items in separate bins. Consequently, the
number of bins used by the algorithm is at most X;+X5+4+4/3X3+X'+3 < (1—1—13755;,) OprT(0)+X3/3+3 <

(4/3 + $225) OpPT(0) + 3. O

Provided with the above lemmas, we arrive at the following result:

Theorem 9. There is an online algorithm which receives two bits of advice per request, plus an additive
lower order term, and achieves a competitive ratio of 4/3 + €, for any positive value of €.

Proof. Define €’ to be 4. For e < 1/11, we have &’ < 1/60. Moreover, we have IE—";&, < %‘im = 6?15 =ec.
In an optimal packing, divide bins into good and bad bins using Definition 5. Also, let Gd and Bd
respectively denote the number of good and bad bins. Use advice bits to distinguish items which are
packed in good and bad bins, and pack them in separate lists of bins. More precisely, let the two bits
of advice for an item x be ‘00’ if it is packed by OPT in a good bin, and apply Lemma 11 to pack
these items in at most 4/3Gd bins. Similarly, apply Lemma 14 to pack items from bad bins in at most
(4/3+ 1355'5, )Bd+ 3 < (4/3+¢)Bd+ 3 bins, using bits of advice of the form ‘01’, ‘10’, or ‘11’, as discussed
in the proof of Lemma 14. Consequently, the number of bins used by the algorithm of the algorithm will
be at most 4/3Gd + (4/3+¢)Bd+3 < (4/3+¢) OpT(0) + 3. O

4.5 A Lower Bound for Linear Advice

In this section, we show that an advice of linear size is required to achieve a competitive ratio better
than 9/8 for the online bin packing problem. In our analysis, we make a reduction from the Binary
String Guessing Problem with Known History (2-SGKH) as defined in Section 1.2. Recall that in 2-SGKH
problem, a bitstring is revealed in an online manner and an online algorithm has to guess the content of
each bit before it is revealed. Any algorithm that correctly guesses more than half of the input bits must
receive an advice of linear size (Lemma 1).

Since the number of bits needed to express the number of ‘0’s in the input is at most [lg(n+1)] < lgn+1,
and this number can be given as advice by an oracle, if it is not given to the algorithm otherwise, we easily
obtain the following lemma from Lemma 1. Recall that the definition of e, the length of the encoding
function, is given in Section 1.2.

Lemma 15. Consider instances of size n of the 2-SGKH problem in which the number of ‘0’s is given to the
algorithm as part of the input. For these instances, any deterministic algorithm that is guaranteed to guess
correctly on more than an bits, for 1/2 < a < 1, needs to read at least (14+(1—a)lg(l—a)+alga)n—e(n)
bits of advice.

Proof. Assume to the contrary that the statement is not true. Hence, there is an algorithm, Bsca , that
knows the number of ‘0’s and receives fewer than (1 + (1 — «)lg(1 — a) + alga)n — e(n) bits of advice
while guessing correctly on more than an bits. This algorithm can be used to serve arbitrary instances
of the 2-SGKH problem (in which the number of ‘0’s is not known). Modify the advice tape used by the
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algorithm BSGA so that it contains at most e(n) additional bits at the beginning specifying the number of
‘0’s. (This can be done with the self-delimited encoding of the number of ‘0’s.) The algorithm for 2-SGKH
reads this number and gives it to BSGA. Then it asks Bsaa for its guess for each bit in the sequence and
answers the same as BSGA. It also informs BSGA of when it is correct and when it is wrong, with the
same information it is given. The algorithm is correct exactly when BSGA is correct. The total number of
advice bits will be less than e(n) + (1+ (1—a)lg(l—a)+alga)n—e(n) = (14+ (1 —a)lg(l —a) + alga)n.
However, Lemma 1 implies that no algorithm can guess correctly on more than an bits with this many
bits of advice. In conclusion, the initial assumption is incorrect and the statement holds. O

In order to relate the Binary String Guessing Problem to the online bin packing problem, we introduce
another problem called the Binary Separation Problem.

Definition 6. The Binary Separation Problem is the following online problem. The input I = (ni,0 =
(Y1,Y2,--.,Yn)) consists of n = ny + ng positive values which are revealed one by one. There is a fized
partitioning of the set of items into a subset of ni large items and a subset of ny small items, so that all
large items are larger than all small items. Upon receiving an item y;, an online algorithm for the problem
must guess if y belongs to the set of small or large items. After the algorithm has made a guess, it is
revealed to the algorithm whether y; actually belongs to class of small or large items.

We provide reductions from the modified Binary String Guessing Problem to the Binary Separation
Problem, and from the Binary Separation Problem to the online bin packing problem. In order to reduce a
problem P; to another problem P, given an instance of P; defined by a sequence o7 and a set of parameters
71 (such as the length of o7 or the number of ‘0’s in it), we create an instance of P, which is defined by
a sequence oo and also a set of parameters 72. In our reductions, we assume 7, is derived from 7;, and
since o7 is revealed in an online manner, o9 is created in an online manner by looking only at 77; and the
revealed items of 0.

Lemma 16. Assume that there is an online algorithm that solves the Binary Separation Problem on
sequences of length m with b(n) bits of advice, and makes at most r(n) mistakes. Then there is also an
algorithm that solves the Binary String Guessing Problem on sequences of length n, assuming the number
of ‘0’s is given as a part of input, so that the algorithm receives b(n) bits of advice and makes at most r(n)
ErTors.

Proof. We assume that we have an algorithm BSA that solves the Binary Separation Problem under the
conditions of the lemma statement. Using that algorithm, we define the number n; of large items to be the
number of ‘0’s in the instance of the Binary String Guessing Problem. Then, we implement our algorithm
Bsaca for the Binary String Guessing Problem as outlined in Algorithm 2, which defines the reduction.
This BsGA implementation, defined in Algorithm 2, functions as an adversary for BSA, e.g., in Line 4,
Bsaca gives Bsa its next request. Notice that we ensure that the BSGA makes a correct guess if and only
if BSA makes a correct guess. The advice tape is filled with bits of advice for this combined algorithm.
The BscA uses the BSA as a subroutine, but all the questions are effectively coming from the BsA.

The set-up, reminiscent of binary search, is carried out as specified in the algorithm with the purpose
of ensuring that when the Bsa is informed of the actual class of the item it considered, no result can
contradict information already obtained. Specifically, the next item for the BSA to consider is always
in between the largest item which has previously been deemed ‘small’ and the smallest item which has
previously been deemed ‘large’. The fact that we give the middle item from that interval is unimportant;
any value chosen from the open interval would work. O
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Algorithm 2: Implementing Binary String Guessing via Binary Separation.

The Binary Guessing algorithm knows the number of ‘0’s (n;) and passes it as a parameter
(the number of large items) to the Binary Separation algorithm

1: small = 0; large = 1

2: repeat

3:  mid = (large — small) / 2

4:  class_guess = SeparationAlgorithm.Classify This(mid)
5. if class_guess = ‘large’ then

6: bit_guess = 0

7. else

8: bit_guess = 1

9:  actual_bit = Guess(bit_guess) {The actual value is received after guessing (2-SGKH).}
10:  if actual_bit = 0 then

11: large = mid {We let ‘large’ be the correct decision.}
12:  else

13: small = mid {We let ‘small’ be the correct decision.}

14: until end of sequence

Now, we prove that if we can solve a special case of the bin packing problem, we can also solve the
Binary Separation Problem.

Lemma 17. Consider the bin packing problem on sequences of length 2n for which OPT opens n bins.
Assume that there is an online algorithm A that solves the problem on these instances with b(n) bits of
advice and opens at most n + r(n)/4 bins. Then there is also an algorithm BSA that solves the Binary
Separation Problem on sequences of length n with b(n) bits of advice and makes at most r(n) errors.

Proof. In the reduction, we encode requests for the BSA as items for bin packing. Assume we are given
an instance I = (ny1,0 = (y1,¥2,.-.,Yyn)) of the Binary Separation problem, in which ny is the number
of large items (ny1 + ny = n), and the values of y;s are revealed in an online manner (1 < ¢t < n). We
create an instance of the bin packing problem which has length 2n. Algorithm 3 shows the details of the
reduction. The bin packing sequence starts with n; items of size % + Emin (in Algorithm 3, the variable
‘NumberOfLargeltems’ is n; from the Binary Separation Problem). Any algorithm needs to open a bin
for each of these nq items. We create the next n items in an online manner, so that we can use the result
of their packing to guess the requests for the Binary Separation Problem. Let 7 = y; (1 < t < n) be
a requested item of the Binary Separation Problem; we ask the bin packing algorithm to pack an item
whose size is an increasing function of 7, and slightly less than % Depending on the decision of the bin
packing algorithm for opening a new bin or placing the item in one of the existing bins, we decide the type
of 7 as being consecutively small or large. The last ny items of the bin packing instance are defined as
complements of the items in the bin packing instance associated with small items in the binary separation
instance (the complement of item x is 1 — ). We do not need to give the last items complementing the
small items in order to implement the algorithm, but we need them for the proof of the quality of the
correspondence that we are proving.

Call an item in the bin packing sequence ‘large’ if it is associated with large items in the Binary
Separation Problem, and ‘small’ otherwise. For the bin packing sequence produced by the reduction, an
optimal algorithm pairs each of the large items with one of the first ny items (those with size % + Emin)s
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Algorithm 3: Implementing Binary Separation via Special Case Bin Packing.

1: Choose €,,in and €42 50 that 0 < enin < Emaz < %
2: Choose a decreasing function f: R — (gmin--Emaz)
3: for i = 1 to NumberOfLargeltems do
4 BinPacking.Treat(% + €min) {The decision can only be to open a bin.}
5: repeat
6: Let 7 be the next request
7. decision = BinPacking.Treat(% — f(7)){Placing an item of size 1 — f(r) }
8 if decision = ‘packed with an % + €min item’ then
9: class_guess = ‘large’
10: else
11: class_guess = ‘small’

actual_class = Guess(class_guess)
12:  if actual_class = ‘small’ then
13: Smallltems.append(1 — f(7)) {Collecting small items for later.}
14: until end of request sequence
15: for i = 1 to len(Smallltems) do
16:  BinPacking. Treat(1 — Smallltems[i]) {The decision is not used.}

placing them in the first n; bins. OPT pairs the small items with their complements, starting one of
the next mo bins with each of these small items. Hence, the number of bins in an optimal packing is
n1 + ne = n. The values €,,;, and &4, in Algorithm 3 must be small enough so that no more than two
of any of the items given in the algorithm can fit together in a bin. No other restriction is necessary.

We claim that each extra bin used by the bin packing algorithm, but not by OPT, results in at most
four mistakes made by the derived algorithm on the given instance of the Binary Separation Problem.
Consider an extra bin in the final packing of A. This bin is opened by a large item which is incorrectly
guessed as being small (bins which are opened by small items also appear in OPT’s packing). Note that
large items do not fit in the same bins as complements of small items. The extra bin has enough space for
another large item. Moreover, there are at most two small items which are incorrectly guessed as being
large and placed in the space dedicated to the large items of the extra bin. Hence, there is an overhead of
at least one for four mistakes. To summarize, A has to decide if a given item is small or large and performs
accordingly, and it incurs a cost of at least 1/4 for each incorrect decision. If A opens at most n + r(n)/4
bins, the algorithm derived from A for the Binary Separation Problem makes at most r(n) mistakes. O

Theorem 10. Consider the online bin packing problem on sequences of length n. To achieve a competitive
ratio of ¢ (1 < ¢ < 9/8), an online algorithm needs to receive at least (n(1 + (4dc — 4)1g(de —4) + (5 —
4c)1g(5 — 4c)) — ([lg(n + 1)) + 2[1g([lg(n + 1) + 1)] + 1))/2 bits of advice.

Proof. Consider a bin packing algorithm A that receives b(n) bits of advice and achieves a competitive
ratio of c¢. This algorithm opens at most (¢ — 1) OPT(o) bins more than OPT, so when OPT(0) = n/2, it
opens at most (¢ — 1)n/2 more bins. By Lemma 17, the existence of such an algorithm implies that there
is an algorithm A that solves the Binary Separation Problem on sequences of length n/2 with b bits of
advice and makes at most 2(¢ — 1)n errors. By Lemma 16, this implies that there is an algorithm B that
solves the Binary String Guessing Problem on sequences of length n/2 with b bits of advice and makes
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at most 2(c — 1)n mistakes, i.e., it correctly guesses the other n/2 —2(c — 1)n = (5 — 4¢)n/2 items. Let
a = 5 — 4e, and note that « is in the range [1/2,1) when ¢ is in the range (1,9/8]. Lemma 15 implies
that in order to correctly guess more than an/2 of the items in the binary sequence, we must have b(n)
larger than or equal to ((1+ (1 —a)lg(l —a)+ alga)n —e(n))/2. Replacing o with 5 — 4¢ completes the
proof. O

Thus, to obtain a competitive ratio strictly better than 9/8, a linear number of bits of advice is
required. For example, to achieve a competitive ratio of 17/16, at least 0.188n bits of advice are required
asymptotically.

Corollary 2. Consider the bin packing problem for packing sequences of length n. To achieve a competitive
ratio of 9/8 — 0, in which § is a small, but fized positive number, an online algorithm needs to receive Q2(n)
bits of advice.

4.6 Remarks

We conjecture that a sublinear number of bits of advice is enough to achieve competitive ratios smaller than
4/3. Note that our results imply that we cannot hope for ratios smaller than 9/8 with sublinear advice.
The lower bound presented here does not give a result better than half a bit per request asymptotically,
regardless of how close to a competitive ratio of 1 we wish to obtain. It would be interesting to strengthen
this result.

Online bin packing with advice is also studied by Renault et al. in [123]. They present an algorithm
for online bin packing which is (1 + 26)-competitive using s = % lg 6% +1g 5% + 3 bits of advice per request.
This is a nice theoretical result, showing that techniques for designing polynomial approximation schemes
can also be useful when considering online algorithms with advice. Unfortunately, when applying their
theorem for reasonable length input sequences and c-competitiveness, where ¢ < 4/3, the result is not
better than the lg OPT(0) bits per request, which are sufficient for optimality. To put this in context, the
algorithm that we introduced in Section 4.4 is 4/3-competitive and uses only two bits of advice per request
(plus some lower order term). To achieve a ratio of 4/3, Renault et al.’s algorithm has 6 = 1/6, so the
number of bits is at least 61g72 + 1g72 + 3 > 46 per request. Thus, there must be more than 246 bins
before the result improves on the naive approach of using lg OPT(o) bits per request.
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Chapter 5

Square Packing with Advice

In this chapter, we introduce an almost-online square packing algorithm which places squares in an online,
sequential manner. In doing so, it receives advice that can be computed offline in linear time. The
algorithm achieves a competitive ratio of at most 1.84 which is significantly better than the best existing
online algorithm which has a competitive ratio of 2.1187. Our algorithm can be regarded as a practical
offline algorithm for square packing.

5.1 Introduction

Recall that in the square packing problem squares of different sizes, called items, should be packed into
unit squares called bins. The problem is a generalization of the bin packing problem into two dimensions
(see Section 2.1.4). We refer to the length of each side as the size of a square. Each bin has size 1 which
is an upper bound for the size of the input squares. Given a set of squares, we would like to place them
into the smallest number of bins so that there is no overlap between two squares assigned to a bin.

Square packing is studied under both offline and online settings. Most offline algorithms which
are introduced to improve the worst-case guarantees involve an integer programming formulation of the
problem and are too complicated to be applied in practice. In this chapter, we consider an almost online
setting in which a fast offline oracle provides an advice of logarithmic size to the online algorithm. We
show that this small amount of advice significantly boosts the performance of the online algorithm. The
offline oracle is restricted to run in linear time and only make one pass to collect some basic statistics
about the input. Assuming the advice of size O(lgn), this setting of the problem is closely related to the
streaming model [10] and map-reduce model [105]. We define the almost-online square packing problem
as follows:

Definition 7. In the almost online square packing problem, the input is a sequence of squares (items)
with sizes o = (01, ...,0,) revealed in an online manner (0 < o; < 1). The goal is to pack these squares
into a minimum number of squares of unit size (bins). At time step t, an online algorithm should pack
square oy into a bin. The decision of the algorithm to select the target bin is a function of ®,04,...,01_1,
where @ is advice of size O(lgn) generated by an offline oracle that runs in linear time (linear in the size
of the input).
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We introduce an almost-online algorithm for the square packing problem which achieves a competitive
ratio of at most 1.84. The offline oracle simply counts the number of squares whose sizes lie in different
intervals defined by the algorithm. The online algorithm uses the advice to pack squares in an efficient
way that ensures a good competitive ratio. The algorithm is quite simple and runs as quickly as its online
counterparts. In some sense, the algorithm can be seen as a generalization of the algorithm presented in
Section 4.3 for the classic bin packing problem; that algorithm achieved a competitive ratio of 1.5 when
provided with advice of logarithmic size.

Our algorithm indicates that advice of logarithmic size is sufficient to outperform the existing online
algorithms. Note that the competitive ratio 1.84 of this algorithm is significantly better than 2.1187 of
the best existing algorithm [88]. The algorithm can also be regarded as a streaming algorithm with two
passes. Although the algorithm does not perform as well as the offline algorithms (in particular the APTAS
algorithm), its simple and fast nature makes it useful even in the offline setting.

5.2 An Algorithm with Sublinear Advice

In this section we introduce our square packing algorithm. The algorithms define types for squares based
on their sizes. A square has type i if its size is in the interval (14%1’ %] for 1 < ¢ < 14. Squares of size
smaller than 1/15 have type 15 and are referred to as tiny squares. Squares of type 1 are called large
squares and are further divided into types la, 1b, 1c, and 1d with sizes in the intervals (4/5,1], (2/3,4/5],
(3/5,2/3], and (1/2,3/5], respectively. Similarly, squares of type 2 are divided into types 2a and 2b with
sizes in the intervals (2/5,1/2] and (1/3,2/5], respectively. We refer to items of type 2 as medium items

and items of types 3,4,...,14 as small items.

In total, there is a constant number of item types. The offline oracle simply scans the input and counts
the number of items for each type except the last type associated with tiny items. These numbers are
encoded as advice of size ©(lgn). The online algorithm makes use of this advice to achieve a competitive
ratio of at most 1.84. To describe the algorithm, we start with the following two lemmas (note the
distinction between the size and the area of a square).

Lemma 18. [71] Consider the square packing problem in which all items are smaller than or equal to
1/M for some integer M > 2. There is an online algorithm that creates a packing in which all bins, except
possibly one, have an occupied area at least (M? —1)/(M + 1)2.

Lemma 19. There is an online square packing which creates packings in which all bins, except possibly a
constant number of them, have an occupied area more than 1/4.

Proof. Consider an online algorithm that places each large square in a separate bin. Since these items have
size large than 1/2, the occupied area in each bin is more than 1/4. For squares in the interval (1/3,1/2],
the algorithm places four squares in the same bin; the total occupied area will at least 4/9 > 1/4. For
squares that are no larger than 1/3, the algorithm of Lemma 18 is applied which ensures that the total
volume of each bin is at least (9 —1)/(3+1)? =8/16 = 1/2. O

Given the advice, the online algorithm knows upper and lower bounds for the size of all items (except
tiny items). Before packing the sequence in an online manner, the algorithm creates an approzimate
packing in which there is a reserved area for each non-tiny item. The reserved area for an item x an upper
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X 1/8

Figure 5.1: L-shape tiling for small items of type 8.

bound for the actual area of the square (which is revealed later). To create the approximate packing, the
algorithm opens a new bin for each large item. Note that no two large squares can fit in the same bin.
Moreover, the algorithm opens a new bin for each four squares of type 2. In doing so, it treats squares of
type 2a and 2b separately, i.e., it does not place a 2a item and a 2b item in the same bin.

Depending on the type of the large and medium items, there might be enough space for small items
in the opened bins. Assume a square of size z is reserved for a large item or a group of medium items in
a bin B. Also, assume the algorithm places x on the top-left corner of the bin. We use an L-shape tiling
to place small items of the same types into B. As before, by ‘placing’ a small item we mean reserving a
sufficient space for the item in the approximate packing. Consider items of type ¢ > 3. These items have
their sizes in the range (1/(i + 1),1/4]. Hence, 2i — 1 items can be placed on the right and bottom sides
of the bin; these squares form an L shape set of tiles. In case 1 —x > 1/i, there is enough space for the
L-shape tiling of another 2i — 3 items of type i (see Figure 5.1). More generally, we prove the following
lemma.

Lemma 20. Given a bin in which an area for a square of size at most x > 1/2 is reserved, one can apply
the L-shape tiling to place 2ki — k* small items of type i € {3,4,...,14} into the bin where k = |(1 — z)i].

Proof. Since the small items are in the range (1/(i + 1), 1/i], the first L-shape includes 2i — 1 items. The
second L-shape includes one less item on each side and includes 2i — 3 items. More generally, the jth
L-shape includes 2i — (25 — 1) items. The total number of items after k iterations of the L-shape tiling

k
will be > 2i — (2§ — 1) = 2ki — k%. Moreover, k items of type i require a width of k/i and we should have
j=1

k/i+ x <1 which implies k < (1 — z) x 4. O

As mentioned earlier, the algorithm opens a new bin for each large square as well as each four medium
squares. The bins opened so far are called LM-bins (Large-Medium bins). Initially, all LM-bins are single,
i.e., there is no reserved area for small items in them. An LM-bin with a square of type la or four squares
of type 2a remains single, i.e., no other items will be placed there (Figures 5.2a,5.2b). An LM-bin with a
large item of type 1b has enough space for small items of types 5 or larger and later the algorithm uses
the L-shape tiling to fill the empty space with these items (Figures 5.2¢). Any four items of type 2b form
a single square whose size is in the interval (2/3,4/5] and will be treated like a 1b item, i.e., the algorithm
later places small items of types 5 or larger in these bins (Figure 5.2e). Similarly, the algorithm opens a
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space). The striped squares indicate the live squares which are used for tiny items.



bin for each item of type 1c and 1d and the remaining area will be used to place items of types 3 or larger
(Figures 5.2f,5.2i).

The algorithm uses an L-shape tiling to place small items of types 3 to 14 in increasing order by type
in the following manner. To place items of type ¢ where 3 < i < 14), the algorithm selects LM-bins with
maximum reserved space which have enough space for items of type i¢. For example, items of type 3 can
be placed into LM bins with large items of type 1c or 1d. Among these two, the algorithm puts priority
to bins with items of type le. If it runs out of these bins (after placing certain number of type-3 items),
it applies the L-shape tiling to place items of type 3 with items of type 1d. If it also runs out of type 1d
items, it places 9 items of type 3 into the same bin.

More generally, the algorithm uses the L-shape tiling to place small items of type ¢ in the LM-bins
with maximum reserved area. If there are not enough LM-bins for placing small items, it opens new bins
for them. We call these bins harmonic bins. A harmonic bin of type ¢ > 3 includes i small items of type
1. LM-bins and harmonic bins form the approximate packing of an input sequence.

Inside some LM-bins, there is an empty area which will be used for placing tiny items. If there is a
single LM-bin in the approximate packing, all the available space (i.e., the area which is not reserved for
large or medium items) can be partitioned into squares of size 1/5 or larger. We call these squares large
live squares. Moreover, for LM-bins with 1d items accompanied by small items of type 4, the empty area
can be used to reserve 40 squares of sizes 1/15 (figures 5.2h). We refer to these squares as small live
squares.

Provided with the approximate packing, the online algorithm places items in the input sequence in
the following manner. Any non-tiny item is placed in the reserved area for its type in the approximate
packing. To place tiny items, the algorithm first uses the live squares. Note that the size of live squares
are at least 1/15 which is the upper bound for the size of tiny items. Large live squares have size at least
1/5; hence, we can use Lemma 18 to place tiny items in the large squares so that at least half of their area
be occupied by tiny items. We declare a large live square as closed if half of its area is occupied. If all large
live squares are closed, we use the algorithm of Lemma 19 to place tiny items in the small live squares.
We declare a small live square as closed if its occupied area is at least a quarter of its total area. If all
large and small live squares are closed, a new bin is opened for the tiny items and again the algorithm of
Lemma 18 is applied. We call these bins tiny bins. This way, there are possibly three types of bins in the
final packing of the algorithm, namely, LM-bins, Harmonic bins, and tiny bins.

Analysis

In this section, we prove that our algorithm has a competitive ratio of at most 1.84. Consider an LM-bin
in the approximate packing which has a reserved area x for large or medium items, while the remaining
area is filled with (reserved for) small items of type 7. Let m denote the number of small squares in the
bin given by Lemma 20. The occupied area by these squares in the final packing is at least m x 1/(i + 1)
since the size of a small bin of type i is more than 1/(i + 1)%. Table 5.1 indicates the minimum area
covered area by small items of type ¢ in the LM-bins which include large or medium items of type j. For
example, when j = 1c¢ and i = 4, the reserved space for the large item is 2/3 and by lemma 20, 7 items
of type 4 can be placed in the bin. These items occupy an area of at least 7 x 1/25 as indicated in the
table. In our analysis, we are interested in the minimum covered area by all small items in an LM-bin, i.e.,
the minimum value in the rows of Table 5.1. For example, for LM-bins with a large item of type lc, the
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Typej [Reserved [i=3[i=4]i=5]i=6]i=7[i=8] i=9 [i=10]i=11[i=12] i=13 | i=14 [ tiny |

Ta,2a 1 0 0 0 0 0 0 0 0 0 0 0 0 0

1b,2b 4/5 0 0 1/4 | 11/49 | 13/64 | 15/81 | 17/100 | 36/121 | 40/144 | 44/169 | 48/196 | 52/225 | 9/50
Ic 2/3 5/16 | 7/25 | 1/4 | 20/49 | 24/64 | 28/81 | 45/100 | 51/121 | 57/144 | 80/169 | 88/196 | 96/225 | 5/18
1d 3/5 5/16 | 7/25 | 16/36 | 20/49 | 24/64 | 39/81 | 45/100 | 64/121 | 72/144 | 80/169 | 105/196 | 115/225 || 16/50

Table 5.1: Lower bounds for the occupied area by the small items of type ¢ in the LM-bins. The last
column indicate the occupied area by the tiny items when there is no small item in the bin (i.e., the bin is
single in the approximate packing). The highlighted numbers indicate the minimum covered area among
all types of small and tiny items.

minimum occupied area is given by small items of type 5 where their total occupied area is at least 1/4.
Table 5.1 also indicates the occupied area by tiny items when they are placed in the ‘large’ live squares of
single bins. For example, for a single bin in the approximate packing that contains a 1c item, there are 5
live squares with total area of 5/9; at least half of this area (i.e., 5/18) is occupied by the tiny items, as
indicated in Table 5.1.

To prove the upper bound for the competitive ratio, we consider a few cases separately in the following
lemmas.

Lemma 21. Assume there is a tiny bin in the final packing of the algorithm. Then the occupied area in
all bins, except possibly a constant number of them, is more than 9/16.

Proof. We prove the claim for tiny, harmonic, and LM-bins separately. Tiny bins are opened using the
algorithm of Lemma 18; since the size of items is smaller than 1/15, the occupied area of all bins, except
possibly one of them, is at least (152 —1)/(15+ 1) = 224/256 > 9/16. A harmonic bin of type i has place
for i2 items of type i (i > 3). Hence, the occupied area of such a bin is more than i?/(i + 1)2. This value
increases as ¢ grows which implies that the minimum occupied area of a harmonic bin is at least 9/16.

Next, we consider LM-bins. The occupied area of bins which include an item of type 1la or four items of
type 2a is at least 16/25 > 9/16. We know that other LM-bins cannot be single; otherwise, the algorithm
would have placed tiny items in those bins (instead of opening new bins).

Assume a bin includes an item of type 1b or four items of type 2b. Since the bin is not single, it is
either accompanied by small or tiny items. In both cases, as Table 5.1 suggests, the occupied area by small
or tiny items is at least 17/100. Hence, the occupied area of the bin is more than 4/9 4+ 17/100 > 9/16.
With a similar argument, the occupied area of bins with a 1c item is more than 9/25 + 1/4 > 9/16.

Consider an LM-bin which includes a 1d item. If the bin includes small items of type ¢ # 4 or tiny
items, as Table 5.1 indicates, the small or tiny items occupy an area at least 16/50 and the occupied area
of the bin will be more than 1/4+16/50 > 9/16. If the bin includes small items of type 4, there are 40 live
small squares in the bin (Figure 5.2h). Since the algorithm has opened tiny bins, by Lemma 19, at least
1/4 of the total area of the live squares is occupied. Also, by Table 5.1, the total occupied area of the small
items is at least 7/25. In total, the occupied area of the bin is more than 1/4 4+ 7/25 + 1/4 x 40/225 =
517/900 > 9/16. O

The above lemma implies that if the algorithm opens a tiny bin, the number of opened bins by the
algorithm is at most Ar x 16/9 where Ar is total area of all items in the sequence. Since OPT opens at

least Ar bins, the competitive ratio of the algorithm at most 16/9 < 1.84.
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[ Type Size | Area | Weight | Density |

la s(z) € (4/5,1] > 16/25 1 < 1.5625
b | s@) € (2/3,4/5] | >4/9 1-0.17a ~ 0.698 <157
Ic s(z) € (3/5,2/3] | >9/25 1-0.25a ~ 0.556 <155
1d s(z) € (1/2,3/5] | >1/4 1—7a/25~ 0.503 <2.01
2 | s() e (2/5,1/2] | >4/25 0.25 <1.5625
%b | s(z) € (1/3,2/5] | >1/9 | 0.25 —0.0425a ~ 0.1745 | < 1.57

3,...,14 | s(z) € (1/15,1/3] - as(x)? a~1.78
15 s(z) € (0,1/15] - 0 0

Table 5.2: Characteristics of items of different types in Lemma 22.

Lemma 22. Assume there is no tiny bin while there is a harmonic bin of type i > 5 in the final packing
of the algorithm. Then the competitive ratio is no more than 1.84.

Proof. We use a weighting function as follows. We define the weight of items of types la and 2a to be
respectively 1 and 1/4. Tiny items have weight 0. Let « be a constant equal to 16/9. A small item =z
of type 3 or larger has weight as(z)2. The weight of any other item y is defined in a way that the total
weight of y and small or tiny items accompanied with y in the same bin be at least 1. Note that, since
there is a harmonic bin of type > 5, large and medium items like y are accompanied with some small or
tiny items.

For bins with an item of type 1b, except possibly a constant number of them, the minimum area
occupied by small or tiny items is at least 17/100 (see Table 5.1). So, the weights items of type 1b is
defined as 1—0.17a &~ 0.698. Similarly, the weights of items of types 1c and 1d are defined as 1 —a/4 =~ 0.556
and 1 — 7a /25 & 0.503, respectively. Items of type 2b have weight 1/4 — 17a;/400 < 0.1745 which is the
same as a 1b item when divided between four 2b items placed in the bin.

In our analysis, we refer to density of an item as the ratio between its size and area. Table 5.2 provides
a summary of the weights and densities of items. To prove the lemma, we show the followings:

clatm 1: All bins in the final packing, except possibly a constant number of them, have weight at least 1.
claim 2: Tt is not possible to place a set of items into a bin so that the total weight of the items exceeds
1.84.

Claim 1 implies that the number of bins used by the algorithm is at most equal to W, which is the
total weight of items in the sequence. Claim 2 implies that the number of bins in an optimal packing is at
least W/1.84. Hence, the two claims together prove the lemma.

For claim 1, note that there is no tiny bin in the final packing of the algorithm. The bins which include
a la or four 2a items clearly have weight 1. For all other LM-bins, the weights of the large and medium
items are defined in a way to ensure that the accumulated weight of the bin is no less than 1 (except
possibly a constant number of bins). A harmonic bin of type i > 3 includes i? items of type 7; these items
occupy an area at least 1/(i+1)2. The total occupied area in these bins is then i2/(i +1)? > 9/16. Hence,
the total weight of these items is at least 9/16 x a = 1.

For claim 2, note that if there is no item of type 1d in the bin, the density of all items will be less
than 1.84 and consequently their total weight is no more than 1.84. Assume there is an item of type
1d with weight 1 — 0.28«. There is an available area less than 3/4 for other items. The maximum
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[ Type | Size | Area [ Weight | Density |

1a s(z) € (4/5,1] | > 16/25 1 < 1.5625
1b s(x) € (2/3,4/5 > 4/9 1 <2.25
i s(x) € (3/5,2/3] | >9/25 | 9/16 | <1.5625
1d s(z) € (1/2,3/5] | > 1/4 9/16 <2.25
2a s(x) € (2/5,1/2] | >4/25 | 025 | <1.5625
2b s(x) € (1/3,2/5] | >1/9 0.25 <225
3 s(z) € (1/4,1/3] | > 1/16 1/9 <1.78
4 s(x) € (1/5,1/4] | >1/25 | 1/16 | < 1.5625
5,...,15 | s(x) € (0,1/15] - 0 0

Table 5.3: Characteristics of items of different types in Lemma 23.

density of items in in this area is a. Consequently, the total weight of items in the bin is less than
1-0.28a¢40.75a0 =1+ 0.47a < 1.84 O

Using a similar approach, we prove the following two lemmas.

Lemma 23. Assume there is no tiny bin or harmonic bin of type > 5 in the final packing of the algorithm
while there is a harmonic bin of type i € {4,5}. Then the competitive ratio is no more than 1.84.

Proof. We use a weighting argument as before. The weights of items of types la and 1b are 1 while the
weight of items of type 2 is 1/4 and the weights of items of type 3 and 4 are respectively 1/9 and 1/16.
The weight of all tiny items and small items of types > 5 is 0. For items of types 1c and 1d, we consider
the minimum weight of small items accompanied with them in the same bins. Note that 1c and 1d items
cannot be single since some harmonic bins of type 3 or 4 are opened. The contributed weight by small
items is at least min(5 x 1/9,7 x 1/16) = 7/16. Hence, we define the weights of 1c and 1d items to be
9/16. This way, the weights of all bins in the final packing of the algorithm is at least 1 (see Table 5.3 for
a summary of weights and densities).

Next, we show that no bin in the packing of OPT can have weight more than 1.84. Assume there is
a bin with weight more than 1.84. As entries in Table 5.3 indicate, the bin should contain items of type
1b, 1d, or 2b; otherwise, the density of all items and consequently the weight of the bin will be less than
1.84. First, assume there is no item of type 1d in the bin. Note that items of types 1b and 2b do not fit in
the same bin (they have sizes more than 2/3 and 1/3, respectively). Only one item of type 1b or 4 items
of type 2b fit in the same bin. In both cases, the contributed weight of non-small items is 1. Moreover,
these items occupy an area more than 4/9; hence, there is enough space for at most 5 items of type 3
and two items of type 4 (Figure 5.3a); the weight of the bin will be 1+5x1/94+2 x 1/16 ~ 1.68 < 1.84.
Next, assume there is an item of type 1d in the bin. Intuitively, to achieve the maximum total weight, we
need to fill the bin with items of high density; however, this results in a lot of empty space (since items
with high density are large and do not fit each other in a bin). To be more precise, if there are three
items of type 2b in the bin, then there is space for at most two items of type 3 and two items of type
4; the total weight will be 9/16 + 3 x 0.25 +2 x 1/9 + 2 x 1/16 < 1.84 (Figure 5.3b). Similarly, when
there are respectively two and one items of type 2b in the bin, the total weight of the bin will be at most
9/16 +2 x 0.254+3 x 1/9+4 x 1/16 < 1.84 (Figure 5.3¢) and 9/16 + 0.25 +4 x 1/9+6 x 1/16 < 1.84
(Figure 5.3d). If there is no item of type 2b in the bin, there can be at most 5 items of type 3 and 7 items
of type 4 (Figure 5.3¢). The total weight of the bin will be 9/16 +5 x 1/9+7 x 1/16 < 1.84. O
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Figure 5.3: Packings which result in the maximum total weight in a bin of OPT in different cases.

Lemma 24. Assume there are no tiny or harmonic bins in the final packing of the algorithm. Then the
competitive ratio is no more than 1.75.

Proof. We define the weight of items of types 1 and 2 to be respectively 1 and 1/4, while the weights of
all other items (i.e., small and tiny items) are 0. Since there is no harmonic or tiny bin, the weights of all
bins is 1. Also, no bin in the offline packing has weight more than 1.75. This is because if a bin contains
an item of type 1 (size more than 1/2), then it cannot contain more than 3 items of type 2 (size more than
1/3); in this case, the total weight of items is 1+ 3 x 1/4 = 1.75. Note that a bin that only contains items
of one type (1 or 2) has weight 1. O

From Lemmas 21, 22,23, and 24, we conclude the following theorem:

Theorem 11. There is an almost online algorithm for the square packing problem which receives advice
of size O(lgn) for a sequence of length n and achieves a competitive ratio of at most 1.84.
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5.3 Remarks

The algorithm introduced in this chapter is expected to be generalized to the cube packing problem with
d-dimensional cubes (d > 2). However, providing almost-online algorithms for the box packing problems
seems to be more challenging and we leave it as a future work. Another promising direction is to investigate
how many bits of advice are required and sufficient to achieve a 1-competitive algorithm for the square
packing problem.
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Chapter 6

List Update with Advice

In this chapter, we study the online list update problem under the advice model of computation. We show
that advice of linear size is required and sufficient for a deterministic algorithm to achieve an optimal
solution or even a competitive ratio better than 15/14. On the other hand, we show that surprisingly
two bits of advice are sufficient to break the lower bound of 2 on the competitive ratio of deterministic
algorithms and achieve a deterministic algorithm with a competitive ratio of 1.6. For this upper-bound ar-
gument, the bits of advice determine the algorithm with smaller cost among three classic online algorithms,
TIMESTAMP and two members of the MTF2 family of algorithms. We also show that MTF2 algorithms
are 2.5-competitive.

6.1 Introduction

Recall that in the list update problem, the input is a sequence of requests to items of a list which appear
in an online manner. A request involves accessing an item in the list. To access an item, an algorithm
should linearly probe the list; each probe has a cost of 1, and accessing an item in the ith position results
in a cost of 4. The goal is to maintain the list in a way to minimize the total cost. An algorithm can make
a free exchange to move an accessed item somewhere closer to the front of the list. Further, it can make
any number of paid exchanges, each having a cost of 1, to swap the positions of any two consecutive items
in the list.

As mentioned in previous chapters, assuming a total lack of information about the future is unrealistic
in many applications. This is particularly the case for the list update problem when it is used as a method
for compression (this will be discussed in Chapter 8). Hence, it makes sense to study the problem under
the advice framework.

Definition 8. In the online list update problem with advice, the input consists of a list of | items and a
sequence 0 = (01,...,0n) of requests to items of the list which appear in an online manner. To serve a
request to item x, an online algorithm A has to probe the list to access x; each probe has a cost of 1 and
accessing x at index i has cost i. After accessing x, A can move it to closer to front using a free exchange.
It can also applies any number of paid exchanges, each having cost 1, to swap the positions of any two
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consecutive items in the list. The goal of an online algorithm is to reorganize the list so that the total
cost is minimized. The decision of an algorithm for reorganizing the list after accessing oy is a function
of ®,01,...,0:, where @ is the content of the advice tape. An algorithm A is c-competitive with advice
complexity s(n) if there exists a constant co such that, for all n and for all input sequences o of length at
most n, there exists some advice ® such that A(c) < ¢ OPT(0) + co, and at most the first s(n) bits of @
have been accessed by the algorithm. If c =1 and cg = 0, then A is optimal.

Like any other problem, when studying list update under the advice model, the first question to answer
is how many bits of advice are required to achieve an optimal solution. We show that advice of size OPT(o)
is sufficient to optimally serve a sequence o, where OPT(0) is the cost of an optimal offline algorithm for
serving o, and it is linear in the length of the sequence, assuming that the length of the list is a constant. We
further show that advice of linear size is required to achieve a deterministic algorithm with a competitive
ratio better than 15/14.

Another important question is how many bits of advice are required to break the lower bound on the
competitive ratio of any deterministic algorithm. We answer this question by introducing a deterministic
algorithm that receives two bits of advice and achieves a competitive ratio of at most 1.6. The advice bit
for a sequence o simply indicates the best option between three online algorithms for serving o. These
three algorithms are TIMESTAMP, MTF-Opp (MTFO) and MTF-Even (MTFE). Recall that TIMESTAMP
inserts an accessed item x in front of the first item y (from the front of the list) that precedes x in the list
and was accessed at most once since the last access to x. If there is no such item y or x is accessed for
the first time, no items are moved. MTFO (respectively MTFE) moves a requested item z to the front on
every odd (respectively even) request to .

Our results indicate that if we dismiss TIMESTAMP and take the better algorithm between MTFO
and MTFO, the competitive ratio of the resulting algorithm is no better than 1.75. We also study the
competitiveness of MTFE and MTFO, and more generally any algorithm that belongs to the family of
Move-To-Front-Every-Other-Access (MTF2) algorithms. We show that these algorithms have competitive
ratios of 2.5.

6.2 Optimal Solution

In this section, we provide upper and lower bounds on the number of advice bits required to optimally
serve a sequence. We start with an upper bound:

Theorem 12. Under the advice model, OPT(0) — n bits of advice are sufficient to achieve an optimal
solution for any sequence o of length n, where OPT(0) is the cost of an optimal algorithm for serving o.

Proof. 1t is known that there is an optimal algorithm that moves items using only a family of paid exchanges
called subset transfer [120]. In a subset transfer, before serving a request to an item z, a subset S of items
preceding x in the list is moved (using paid exchanges) to just after x in the list, so that the relative
order of items in S among themselves remains unchanged. Consider an optimal algorithm OPT which only
moves items via subset transfer. Before a request to x at index ¢, an online algorithm can read ¢ — 1 bits
from the advice tape, indicating (bit vector style) the subset which should be moved to after z. Provided
with this, the algorithm can always maintain the same list as OPT. The total number of bits read by the
algorithm will be at most OPT(c) — n. O
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The above theorem implies that for lists of constant size, advice of linear size is sufficient to optimally
serve a sequence. We show that advice of linear size is also required to achieve any competitive ratio
smaller than 15/14. Consider instances of the list update problem on a list of two items z and y which
are defined as follows. Assume the list is ordered as [z,y] before the first request. Also, to make the
explanation easier, assume that the length of the sequence, n, is divisible by 5. Consider an arbitrary
bitstring B, of size n/5, which we refer to as the defining bitstring. Let o denote the list update sequence
defined from B in the following manner: For each bit in B, there are five requests in ¢, which we refer to
as a round. We say that a round in o is of type 0 (respectively 1) if the bit associated with it in B is 0
(respectively 1). For a round of type 0, o will contain the requests yyyxx, and for a round of type 1, the
requests yrzzx. For example, if B =011..., we will have o = (yyyzz, yraze, yraze, . . .).

Since the last two requests in a round are to the same item z, it makes sense for an online algorithm
to move z to the front after the first access. This is formalized in the following lemma.

Lemma 25. For any online list update algorithm A serving a sequence o created from a defining bitstring,
there is another algorithm whose cost is mot more than A’s cost for serving o and that ends each round
with the list in the order [x,y].

Proof. Let R; denote the first round such that the ordering of the list maintained by A is [y, z] at the end
of the round. So, A incurs a cost of 4 for the last two requests of the round (which are both to z) and a
cost of 1 for the first request of the next round (which is to y). This sums to a cost of 5 for these three
requests. Consider an alternative algorithm A’ which moves z to the front after the first access to x in R;.
The cost of A’ for the last two requests of R; is 3. Also, A’ incurs a cost of 2 to access the first request of
the next round. Hence, A’ incurs a cost of at most 5, equal to the cost of A for these three requests. After
the access to y in the second position of the list, A’ can re-establish the same ordering A uses from that
point. Consequently, the cost of A’ is not more than A. Repeating this argument for all rounds completes
the proof. O

Provided with the above lemma, we can restrict our attention to algorithms that maintain the ordering
[x,y] at the end of each round. In what follows, by an ‘online algorithm’ we mean an online algorithm
with this property.

Lemma 26. The cost of an optimal algorithm for serving a sequence of length n, where the sequence is
created from a defining bitstring, is at most Tn/5.

Proof. Since there are n/5 rounds, it is sufficient to show that there is an algorithm which incurs a cost
of at most 7 for each round. Consider an algorithm that works as follows: For a round of type 0, the
algorithm moves y to the front after the first access to y. It also moves z to the front after the first access
to z. Hence, it incurs a cost 24+1+142+1 = 7. For a round of type 1, the algorithm does not move any
item and incurs a cost of 24+1+1+1+1 = 6. In both cases, the list ordering is [z, y] at the end of the round
and the same argument can be repeated for the next rounds. O

For a round of type 0 (with requests to yyyxzx), if an online algorithm A moves each of z and y to the
front after the first accesses, it has cost 7. If it does not move y immediately, it has cost at least 8. For a
round of type 1 (i.e., a round of requests to yzaxx), if an algorithm does no rearrangement, its cost will be
6; otherwise its cost is at least 7. To summarize, an online algorithm should ‘guess’ the type of each round
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and act accordingly after accessing the first request of the round. If the algorithm makes a wrong guess,
it incurs a ‘penalty’ of at least 1 unit. This relates our problem to the Binary String Guessing Problem
with Known History (2-SGKH) as defined in Section 1.2. Recall that in 2-SGKH problem, a bitstring
is revealed in an online manner and an online algorithm has to guess the content of each bit before it is
revealed. Any algorithm that correctly guesses more than half of the input bits must receive an advice of
linear size (Lemma 1). We reduce the 2-SGKH problem to the list update problem as follows.

Theorem 13. On an input of size n, any algorithm for the list update problem which achieves a competitive
ratio of v (1 <y < 15/14) needs to read at least (1 + (7 — 7)1g(7y —7) + (8 — 7v)1g(8 — 7v))/5 x n bits
of advice.

Proof. Consider the 2-SGKH problem for an arbitrary bitstring B. Given an online algorithm A for the
list update problem, define an algorithm for 2-SGKH as follows: Consider an instance o of the list update
problem on a list of length 2 where o has B as its defining bitstring, and run A to serve o. For the first
request y in each round in o, A should decide whether to move it to the front or not. The algorithm for
the 2-SGKH problem guesses a bit as being 0 (respectively 1) if, after accessing the first item requested
in the round associated with the bit in B, A moves it to front (respectively keeps it at its position). As
mentioned earlier, for each incorrect guess A incurs a penalty of at least 1 unit, i.e., A > OPT 4w, where
w is the number of wrong guesses for critical requests. Since A has a competitive ratio of ~, we have
A < yOpt. Consequently, we have w < (y — 1) OPT(0) and by Lemma 26, w < 7(y — 1)/5 x n. This
implies that if A has a competitive ratio of -y, the 2-SGKH algorithm makes at most 7(y—1)/5 X n mistakes
for an input bitstring B of size n/5, i.e., at least n/5 — 7(y — 1)/5 x n = (8 — 7y) x n/5 correct guesses.
Define o« = 8 — 7+, and note that « is in the range [1/2,1) when ~ is in the range stated in the lemma.
By Lemma 1, at least (1 4+ (1 — a)lg(l — «) + alga)n/5 bits of advice are required by such a 2-SGKH
algorithm. Replacing o with 8 — 7+ completes the proof. O

Thus, to obtain a competitive ratio better than 15/14, a linear number of bits of advice is required.
For example, to achieve a competitive ratio of 1.01, at least 0.12n bits of advice are required. Theorems 12
and 13 imply the following corollary.

Corollary 3. For any fized list, ©(n) bits of advice are required and sufficient to achieve an optimal
solution for the list update problem.

6.3 An Algorithm with Two Bits of Advice

In this section we show that two bits of advice are sufficient to break the lower bound of 2 on the competitive
ratio of deterministic algorithms and achieve a deterministic online algorithm with a competitive ratio of
1.6. The two bits of advice for a sequence o indicate which of the three algorithms TIMESTAMP, MTF-ODD
(MTFO) and MTF-EveN (MTFE), have the lower cost for serving o. Recall that MTFO (respectively
MTFE) moves a requested item z to the front on every odd (respectively even) request to x. We prove
the following theorem:

Theorem 14. For any sequence o, we have either TIMESTAMP (o) < 1.6 OPT(0), MTFO(0) < 1.6 OPT(0),
or MTFE(0) < 1.6 OPT(0).
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To prove the theorem, we show that for any sequence o, TIMESTAMP(0) + MTFO(o) + MTFE(0) <
50PT(c). We note that all three algorithms have the projective property (defined in Section 2.2.2). Recall
that if an algorithm A has the projective property, then the relative order of any two items in the list
maintained by A only depends on the requests to those items and their initial order in the list (and not on
the requests to other items). MTFO (respectively MTFE) is projective since in its list an item y precedes
x if and only if the last odd (respectively even) access to y is more recent than the last odd (respectively
even) access to x. In the lists maintained by TIMESTAMP, item y precedes item z if and only if in the
projected sequence on x and y, y was requested twice after the second to last request to z or the most
recent request was to y and x has been requested at most once. Hence, TIMESTAMP also has the projective
property.

Similar to most other work for analysis of projective algorithms, we consider the partial cost model in
which accessing an item in position 7 is defined to have cost i —1. We say an algorithm is cost independent if
its decisions are independent of the cost it has paid for previous requests. The cost of any cost independent
algorithm for serving a sequence of length n decreases n units under the partial cost model when compared
to the full cost model. Hence, any upper bound for the competitive ratio of a cost independent algorithm
under the partial cost model can be extended to the full cost model.

To prove an upper bound on the competitive ratio of a projective algorithm under the partial cost
model, it is sufficient to prove that the claim holds for lists of size 2. The reduction to lists of size two
is done by applying a factoring lemma which ensures that the total cost of a projective algorithm A for
serving a sequence o can be formulated as the sum of the costs of A for serving projected sequences of two
items. A projected sequence of o on two items x and y is a copy of ¢ in which all items except x and y are
removed. We refer the reader to [39, p. 16] for details on the factoring lemma. Since MTFO, MTFE, and
TIMESTAMP are projective and cost independent, to prove Theorem 14, it suffices to prove the following
lemma.

Lemma 27. Under the partial cost model, for any sequence o, of two items, we have MTFO(0,,) +
MTFE(0,y) + TIMESTAMP(0y) < 5 X OPT(04y).

Before proving the above lemma, we study the aggregated cost of MTFO and MTFE on certain sub-
sequences of two items. One way to think of these algorithms is to imagine they maintain a bit for each
item. On each request, the bit of the item is flipped; if it becomes ‘0’, the item is moved to the front.
Note that the bits of MTFO and MTFE are complements of each other. Thus, we can think of them as
one algorithm started on complementary bit sequences. We say a list is in state [ab]; ;) if item a precedes
b in the list and the bits maintained for a and b are 7 and j (i, 5 € {0,1}), respectively. To study the value
of OPT(0.y), we consider an offline algorithm which uses a free exchange to move an accessed item from
the second position to the front of the list if and only if the following request is to the same item. It is
known that this algorithm is optimal for lists of two items [120].

Lemma 28. Consider a subsequence of two items a and b of the form <(ba)2i>, i.e., i repetitions of (baba).
Assume the initial ordering is [ab]. The cost of each of MTFO and MTFE for serving the subsequence is
at most 3i (under the partial cost model). Moreover, at the end of serving the subsequence, the ordering
of items in the list maintained by at least one of the algorithms is [ab].

Proof. We refer to repetition of baba as a round. We show that MTFO and MTFE have a cost of at most
3 for serving each round. Assume the bits associated with both items are ‘0’ before serving baba. The
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[ Bits for (a,b) [ Cost for (baba) [ Orders before accessing items | Final order |
11 A
(0,0) 140+1+1=3 [ab] [ab] [ab] [ba] [ab]
Aol A
(0,1) 1+41+0+1=3 [ab] [ba] [ba] [ba] [ab]
Lol 1
(1,0) 1+0+1+1=3 [ab] [ab] [ab] [ba] [ba)
oA i}
(1,1) 1+14+1+0=3 [ab] [ba] [ab] [ab] [ab]

Table 6.1: Assuming the initial ordering of items is [ab], the cost of a both MTFO and MTFE for serving
subsequence (baba) is at most 3 (under the partial cost model). The final ordering of the items will be [ab]
in three of the cases.

first request has a cost of 1 and b remains in the second position, the second request has cost 0, and the
remaining requests each have a cost of 1. In total, the cost of the algorithm is 3. The other cases (when
items have different bits) are handled similarly. Table 6.1 includes a summary of all cases. As illustrated
in the table, if the bits maintained for a and b before serving baba are (0,0), (0,1), or (1,1), the list order
will be [ab] after serving the round. Since both a and b are requested twice, the bits will be also the same
after serving baba. Hence, in these three cases, the same argument can be repeated to conclude that the
list order will be [ab] at the end of serving (ba)?’. Since the bits maintained for the items are complements
in MTFE and MTFO, at least one of them starts with bits (0, 0), (0,1), or (1,1) for a and b; consequently,
at least one algorithm ends up with state [ab] at the end. O

Lemma 29. Consider a subsequence of two items a and b which has form (baa). The total cost that
MTFE and MTFO incur together for serving this subsequence is less than or equal to 4 (under the partial
cost model).

Proof. If the initial order of a and b is [ba], the first request has no cost, and each algorithm incurs a
total cost of at most 2 for the other two requests of the sequence. Hence, the aggregated cost of the two
algorithms is 4. Next, assume the initial order is [ab]. Assume the bits maintained by one of the algorithms
for a and b are (1,0), respectively. As illustrated in Table 6.2, this algorithm incurs a cost of 1 for serving
baa; the other algorithm incurs a cost of 3. In total, the algorithms incur a cost of 4. In the other case,
when bits maintained for a and b are both ‘0’ in one algorithm (consequently, both are ‘1’ in the other
algorithm), the total cost of the algorithms for serving (baa) is 3. O

Using Lemmas 28 and 29, we are ready to prove Lemma 27:

Proof of Lemma 27, and consequently Theorem 14. Consider a sequence o, of two items z and y. We
use the phase partitioning technique as discussed in [39]. We partition o, into phases which are defined
inductively as follows. Assume we have defined phases up until, but not including, the ¢th request (¢ > 1)
and the relative order of the two items is [xy] before the tth request. Then the next phase is of type 1 and
is of one of the following forms (j > 0 and k£ > 1):

(a) 2lyy  (b) 27 (y2)fyy  (c) 27 (yz)Fa

In case the relative order of the items is [yz] before the tth request, the phase has type 2 and its form
is exactly the same as above with = and y interchanged. Note that, after two consecutive requests to an
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Initial order | Bits for (a,b) Cost for Orders before Bits and Costs Total cost
(baa) accessing items | (other algorithm) | (both algs.)
11
[ab] (0,0) 1+0+0=1 [ab] [ab} [ab} (1,1) =2 1+2=3
o ~
[ab] (0,1) 1+14+1=3 [ab] [ba] [ba ] (1,0) = 1 3+1=4
"
[ab] (1,0) 1+0+0=1 [ab] [ab} [ab} (0,1) =3 1+3=4
[ab] (1,1) 1+1+0=2 [ab][ba][ b] (0,0) = 1 24+1=3
[ba] (0,0) (0,1) | <0+14+1=2 <2 2+2=4
(1,0) (1,1)

Table 6.2: The total cost of MTFO and MTFE for serving a sequence (baa) is at most 4 (under the partial
cost model). Note that the bits of these algorithms for each item are complements of each other.

item, TIMESTAMP, MTFO and MTFE all have that item in the front of the list. So, after serving each
phase, the relative order of items is the same for all three algorithms. This implies that o, is partitioned
in the same way for all three algorithms. To prove the lemma, we show that its statement holds for every
phase.

Table 6.3 shows the costs incurred by all three algorithms as well as OPT for each phase. Note that
phases of the form (b) and (c¢) are divided into two cases, depending on whether k is even or odd. We
discuss the different phases of type 1 separately. Similar analyses, with = and y interchanged, apply to
the phases of type 2. Note that before serving a phase of type 1, the list is ordered as [ry] and the first j
requests to x have no cost.

Consider phases of form (a), #/yy. MTFO and MTFE incur a total cost of 3 for serving yy (one of them
moves y to the front after the first request, while the other keeps it in the second position). TIMESTAMP
incurs a cost of 2 for serving yy (it does not move it to the front after the first request). So, in total, the
three algorithms incur an aggregated cost of 5. On the other hand, OPT incurs a cost of 1 for the phase.
So, the ratio between the sum of the costs of the algorithms and the cost of OPT is 5.

Next, consider phases of the form (b). TIMESTAMP incurs a cost of 2k for serving the phase; it incurs
a cost of 1 for all requests in (yz)? except the very first one, and a cost of 1 for serving the second to
last request to y. Assume k is even and we have k = 2i for some i > 1, so the phase looks like z7 (yx)*yy.
By Lemma 28, the cost incurred by MTFO and MTFE is at most 3i for serving (yz)*. We show that
for the remaining two requests to y, MTFO and MTFO incur an aggregated cost of at most 3. If the list
maintained by any of the algorithms is ordered as [yz] before serving yy, that algorithm incurs a cost of 0
while the other algorithm incurs a cost of at most 2 for these requests; in total, the cost of both algorithms
for serving yy will be at most 2. If the lists of both algorithms are ordered as [zy], one of the algorithms
incurs a cost of 1 and the other incurs a cost of 2 (depending on the bit they keep for y). In conclusion,
MTFO and MTFE incur a total cost of at most 6i + 3. TIMESTAMP incurs a cost of 2k = 4¢, while OpT
incurs a cost of 2i 4+ 1 for the phase. To conclude, the aggregated cost of all algorithms is at most 107 + 3
compared to 27 + 1 for OPT, and the ratio between them is less than 5.

Next, assume k is odd and we have k = 2i — 1, i.e., the phase has the form z7(yx)*~2yzyy. The total

cost of MTFO and MTFE for (yz)?*2 is at most 2 x (3(i — 1)) (Lemma 28), the total cost for the next
request to y is at most 2, and the total cost for subsequent zyy is at most 4 (Lemma 29). In total, MTFO
and MTFE incur a cost of at most 6i for the phase. On the other hand, TIMESTAMP incurs a cost of 4i — 2
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Phase ALcMIN ALGMAX TIMESTAMP ALG?&TX(iL'EINI\?EI\;’I—‘;MP) Oor1’ 8‘;‘;‘/
xTyy 1 2 2 5 1 5

27 (yx)Pyy <3i+1 <3i+2 2 x 20 = 4i <10i+3 2i+1] <5

23 (yx) > 2yzyy <3(—1)+1 <3(i—1)+1 2% (2i—1) <6(i—1)+2+4 2i <5
+ ALGMIN({(zyy)) | + ALcMAX({zyy)) =4i—2 +(4i—2) =10i — 2

27 (yz) % <3i <3i+1 2x2i—1 < (6i+ 1)+ (4i — 1) 2i <5

=4i—1 =10i

2 (yx) > 2y <3(-1) <3(-1) 2x (2i—1)—1 <6(—1)+4 2i—1] <5

+ ALGMIN({(yzz)) | + ALGMAX({yzz)) =4i—3 +(4i—3)=10i — 5

Table 6.3: The costs of MTFO, MTFE, and TIMESTAMP for a phase of type 1 (the phase has type 1, i.e.,
the initial ordering of items is zy). The ratio between the aggregated cost of algorithms and the cost of
OPT for each phase is at most 5. ALGMIN (respectively AlgMax) is the algorithm among MTFO and
MTFE, which incurs less (respectively more) cost for the phase. Note that the costs are under the partial
cost model.

for the phase. The aggregated cost of the three algorithms is at most 10¢ — 2 for the phase, while OpT
incurs a cost of 2i. So, the ratio between sum of the costs of the algorithms and OPT is less than 5.

Next, consider phases of type 1 and form (c¢). TIMESTAMP incurs a cost of 2k —1 in this case. Assume k
is even, i.e., the phase has the form 27 (yx)*z. By Lemma 28, MTFO and MTFE each incur a total cost of
at most 3i for (yz)?". Moreover, after this, the list maintained for at least one of the algorithms is ordered
as [zy]. Hence, the aggregated cost of algorithms for the next request to x is at most 1. Consequently,
the total cost of MTFE and MTFO is at most 6i + 1 for the round. Adding the cost 2k — 1 = 44 — 1 of
TIMESTAMP, the total cost of all three algorithms is at most 10:. On the other hand, OPT incurs a cost
of 2i for the phase. So, the ratio between the aggregated cost of all three algorithms and the cost of OpT
is at most 5. Finally, assume k is odd, i.e., the phase has form 27 (yx)?~2yzz. By Lemma 28, MTFO and
MTFE together incur a total cost of 2 x 3(i — 1) for 27 (yz)?*~2. By Lemma 29, they incur a total cost of
at most 4 for yzx. In total, they incur a cost of at most 6(¢ — 1) 4 4 for the phase. TIMESTAMP incurs a
cost of 44 — 3; this sums up to 10¢ — 5 for all three algorithms. In this case, OPT incurs a cost of 2¢ — 1.
Hence, the ratio between the sum of the costs of all three algorithms and OPT is at most 5. O

In fact, the upper bound provided in Theorem 3 for the competitive ratio of the better algorithm among
TiMESTAMP, MTFO and MTFE is tight under the partial cost model. To show this, we make use of the
following lemma.

Lemma 30. Consider a sequence o, = <x(yxa:x yxzx)k>, i.e., a single request to x, followed by k repeti-
tions of (yrxx yrxx). Assume the list is initially ordered as [xy]. We have MTFO(0) = MTFE(0) = 4k
while OPT(0) = 2k (under the partial cost model).

Proof. We refer to each repetition of (yzrzx yrrx) as a round. Initially, the bits maintained by MTFO
(respectively MTFE) for x,y are (1,1) (respectively (0,0)). After the first request to x, the bits of MTFO
(respectively MTFE) change to (0, 1) (respectively (1,0)) for z,y. MTFO incurs a cost of 3 for the first half
of each round; it incurs a cost of 1 for all requests except the last request to x. MTFE incurs a cost of 1
for serving the first half of a round; it only incurs a cost of 1 on the first requests y. After serving the first
half, the list for each algorithm will be ordered as [zy] and the bits maintained by MTFO (respectively
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MTrFE) for z,y will be (1,0) (respectively (0,1)). Using a symmetric argument, the costs of MTFO and
MTFE for the second half of a round are respectively 1 and 3. In total, both MTFO and MTFE incur a
cost of 4 for each round. After serving the round, the list maintained by both algorithms will be ordered
as [zy] and the bits associated with the items will be the same as at the start of the first round. Thus,
MTrFO and MTFE each have a total cost of 4k on o,. A summary of actions and costs of MTFO and
MTFE can be stated as follows (the numbers below the arrows indicate the costs of requests on top, and
the numbers on top of 2 and y indicate their bits):

01 00 01 00 10 11 01 11 01
[zy] > [yx) > ] 2 [ay] o [ay] = [ay] o [zy] o [wy] o> [29]
10, 2 11 01 11 01, 1 00 01 00 10
[2y] = [y] = [wy] o [2y] 5 [2y) 5 [yz] - 2] 2 [zy] > [29]

An optimal algorithm OPT never changes the ordering of the list and has a cost of 2 for the whole
round, giving a cost of 2k for o,,. O

Theorem 15. There are sequences for which the costs of all of TIMESTAMP, MTFE, and MTFO are 1.6
times that of OPT (under the partial cost model).

Proof. Consider a sequence o = 0,03 where 0, = z(yzzz yrzz)* and og = (yyzz)*. Here, k, is an
arbitrary large integer and kg = 2k,. By Lemma 30, we have MTFO(0,) = MTFE(0,) = 4k, while
OPT(04) = 2ks. We have TIMESTAMP (0, ) = 2k, because it does not move y from the second position.

Next, we study the cost of MTFO and MTFE for serving og. Note that after serving o, the lists
maintained by these algorithms are all ordered as [zy] and the bits associated with  and y are respectively
(0,1) for MTFO and (1,0) for MTFE (see the proof of Lemma 30).We show that for each round yyzx of
03, the cost of each algorithm is 3. On the first request to y, MTFO moves it to the front (since the bit
maintained for y is 1); so it incurs a cost of 1 for the first requests to y. On the first request to z, MTFO
keeps x in the second position; hence, it incurs a cost of 2 for the requests to x. In total, it has a cost of 3
for the round. With a similar argument, MTFE incurs a cost of 2 for the requests to y and a cost of 1 for
the requests to = and a total cost of 3. The list order and bits maintained for the items will be the same
at the end of the round as at the start. Hence, the same argument can be extended to other rounds to
conclude that the cost of both MTFE and MTFO for serving og is 3kg. On the other hand, TIMESTAMP
incurs a cost of 4 on each round as it moves items to the front on the second consecutive request to them;
hence, the cost of TIMESTAMP for serving og is 4kg. An algorithm that moves items in front on the first
of two consecutive request to them will incur a cost of 2 on each round; hence, the cost of OPT for serving
og is at most 2kg.

To summarize, the cost of each of MTFO and MTFE for serving o is 4k, + 3kg = 10k, while the cost
of TIMESTAMP is 2k, + 4kg = 10k, and the cost of OPT is 2k, + 2k3 = 6k,. As a consequence, all three
algorithms have a cost which is 10/6 = 1.6 times that of OPT. O

The above lower bound cannot be easily extended to the full cost model. In what follows, we provide
a lower bound of 1.6 for the competitive ratio of the better algorithm among TiMESTAMP, MTFO, and
MTFE. We start with the following lemma:
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Lemma 31. Consider a list of | items which is initially ordered as [a1,as,...,a;]. Consider the following
sequence of requests:

o3 = <(a1, as, ..., az, a%, a%, ey aZQ, a;,aj_1,...,a, a%, alz_l, ...7a%)m>
Assuming that | is sufficiently large, under the full cost model, we have:
MTFO(05) = MTFE(05) = m(3.51% + o(1%))

and
TIMESTAMP(05) = m(202 + o(1?)).

Proof. Define a phase to be a subsequence of requests which forms one of the m repetitions in og. We
calculate the costs of the algorithms for each phase. Note that each phase contains an even number of
requests to each item. Also, if ¢ < j, so item a; precedes item a; in the initial ordering of the list, then, in
each phase, a; is requested twice after the last request to a;. Each algorithm moves a; in front of a; on
the first or second of these requests. Thus, the state of the list maintained by all algorithms is the same
as with the initial ordering after serving a phase.

Each of the three algorithms incurs a cost of I(I + 1)/2 for serving a1, as,...,a; at the beginning of a
phase. MTFO moves items to the front, reversing the list, but MTFE and TIMESTAMP do not move the
items. For serving the subsequent requests to a?, a3, ...,a7, MTFO incurs a cost of 2% since it does not
move items to the front on the first of the two consecutive requests to an item. MTFE and TIMESTAMP
move to the front at the first of the consecutive requests and incur a cost of (I + 1)/2 + I (the second
request is to front of the list). At this point, for all three algorithms, the list is in the reverse of the
initial ordering since for ¢ < j there have been two consecutive requests to a; after the last request to a;.
Also, the bits maintained by MTFE and MTFO are flipped compared to the beginning of the phase (since
there have been three requests to each item). Thus, for the second half of the list, MTFE and MTFO
reverse roles. For the next requests to a;,a;_1,...,a1, only MTFE reverses the list, and each of the three
algorithms incurs a cost of [(I + 1)/2. Consequently, for the remaining requests to a?,a? ,,...,a}, MTFE
incurs a cost of 212, while MTFO and TIMESTAMP each incur a cost of I(I 4+ 1)/2 + 2I.

To summarize, the costs of both MTFO and MTFE for each phase is 3.512 + o(I2), while the cost of
TIMESTAMP is 212 4 0(I?). The actions and costs of the algorithms can be summarized as following (as
before, the numbers below arrows indicate the cost for serving the sequence on top, and the numbers on
top of items indicate the bits maintained by MTFO and MTFE). The three lines correspond to MTFE,
MTFO, and TIMESTAMP, respectively.

0 0 ai...a 1 1 a?...a? 1 1 aj...ay 0 0 a?...a% 0 0
[a1 ... a] [a1...a] a...a] ———lay...q ——— coa)
1224 0(12) 12/240(12) 12/240(12) 22 40(12)

2 2 2 2
[all C%l] ai...a [O O] aj...aj [0 0] aj...a1 [1 1 } ay...ay [ 1 . (%l]

a...ax a...ay a...ay
12/240(12) 212+0(12) 12/240(12) 12/240(12)
2 2 2 2
ay...ag ay...aj aj...ay ajy...ay
[ar...a] —2% s oy )] —2 (g an] =2 g an] —2 s [y )]
12 /240(12) 12/240(1?) 12/240(12) 12/240(12)
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The sequence o of the above lemma shows that using one bit of advice to decide between using MTFE
and MTFO gives a competitive ratio of at least 1.75, but TIMESTAMP serves og optimally. Next, we
introduce sequences for which TIMESTAMP performs significantly worse than both MTFO and MTFE.

Lemma 32. Consider a list of | items which is initially ordered as [ay,as,...,a;]. Consider the following
sequence of requests:

oy ={(a},a3,...,a})*).

Assuming that | is sufficiently large, under the full cost model, we have:
MTFO(0g) = MTFE(05) = s(31% + o(1?))

and
TIMESTAMP (05) = s(41* + o(1?))

and
OpT(05) = (21 + o(1?)).

Proof. Define a phase to be two consecutive repetitions of the subsequence in parentheses. We calculate
the costs of the algorithms for each phase. Note that there are an even number of requests in each phase,
and for ¢ < j, there are (actually more than) two consecutive requests to a; after the last request to a;. So
the list orderings and bits maintained by MTFO and MTFE are the same for each algorithm before and
after serving each phase. Similarly, after serving the first half of a phase (the subsequence in parentheses),
the lists of all three algorithms are the same as the initial ordering.

An optimal algorithm applies the MTF strategy and incurs a cost of 212 4-41. More precisely, for serving
each half of the phase, it incurs a cost of [ for the first of three consecutive requests to each item, and a
total cost of 2] for the second and third requests. TIMESTAMP moves items to the front on the second of
three consecutive requests. In each half of a phase, it incurs a total cost of 212 for the first two requests
to items and a cost of { for the third requests. In total, it incurs a cost of 412 4+ 2I for each phase. For the
first half of the phase, MTFO moves items to front on the first request to each item, while MTFE does so
on the second requests. Hence, MTFO and MTFE respectively incur a cost of {2 + 2[ and 2/2 + [ for the
first half. For the second half, the bits maintained by the algorithms are flipped, while the list ordering is
the same as the initial ordering. Hence, MTFO and MTFE respectively incur a cost of 212 + [ and % + 21
for the second half. In total the costs of each of MTFO and MTFE for each phase is 3% 4+ 3[. Since the
cost of all algorithms are the same for all phases, the statement of the lemma follows. The actions and
costs of the algorithms for each phase can be summarized as follows:

3 3 3 3
MTFE :[d) ... a)] —=% s [ay ... a)] —=y [dy ... 4y
212+0(1?) 1240(12)
1 1, af..ad 0 0, a}..d} 1 1
MTFO :[a;...q)] —>[a1...a Ly [a a
[ ! l} 1240(12) [ ! l] 212+0(12) [ ! l]
3 3 3 3
TIMESTAMP :[ay . .. a;] ——"" [ | a;)

ay...qp
21240(12) 21240(12)
ad..ad ad...ad

OPT:al...al a...aj
[ 1240(12) 12+0(12)
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We use the above two lemmas to prove the following theorem:

Theorem 16. The competitive ratio of the better algorithm between MTFE, MTFO, and TIMESTAMP is
at least 1.6 under the full cost model.

Proof. Consider the sequence ¢ = ogo,, i.e., the concatenation of the sequences og and o, as defined in
Lemmas 31 and 32. Recall that these sequences consist of m and s phases, respectively. In defining o,
consider values of s which are multiples of 3, and let m = 2s/3.

Assume the initial ordering is also the same as the one stated in the lemmas, and recall that the state
of the algorithms (list ordering and bits of MTFO and MTFE) are the same at the end of serving og. The
costs of each of MTFE and MTFO for serving o4 is 3.5[%m + o(1?m) = £1%s+0(I?s) (by Lemma 31), while
they incur a cost of 31%s+0(I?s) for ., (by Lemma 32). In total, each of these two algorithms incurs a cost
of 18125 + 0(12s) for o. On the other hand, TIMESTAMP incurs a cost of 212m + o(I?m) = 31%s + o(I%s) for
o and a cost of 4125+ o(I%s) for o.,. In total, its cost for o is 42125+ 0(I%s). Note that all three algorithms
have the same costs for serving o. The cost of OPT for serving o4 is at most 212m +o(I?m) = 2125+ o(I?s)
(by Lemma 31)), while it has a cost of 21%s+0(I?s) for serving o,. In total, the cost of OPT is 125+ 0(I2s).
Comparing this with the cost of 16/31%s + o(I?s) of the three algorithms, we conclude that the minimum
competitive ratio is at least 1.6. O

Thus, the competitive ratio of the best of the three algorithms, MTFO, MTFE, and TIMESTAMP, is at
least 1.6 and at most 1.6. We concluded after Lemma 31 that the competitive ratio of the better of MTFO
and MTFE is at least 1.75. Here, we show that the competitive ratio of the better algorithm among MTFO
and MTFE is at most 2, using the potential function method.

Lemma 33. For any sequence o of length n, we have

MTrFO(0) + MTFE(0) < 40PT(0).

Proof. Consider an algorithm A € {MTFO, MTFE}. At any time ¢ (i.e., before serving the tth request),
we say a pair (a,b) of items forms an inversion if a appears before b in the list maintained by A while b
appears before a in the list maintained by OPT. We define the weight of an inversion (a,b) to be 1, if the
bit maintained by A for b is 1, and 2 otherwise. Intuitively, the weight of an inversion is the number of
accesses to the latter of the two items in A’s list before the item is moved to the front and the inversion
disappears.

We define the potential, ®;, at each time ¢ to be the total weight of the inversions in the list maintained
by MTFO plus the total weight of the inversions in the list maintained by MTFE.

We consider the events that involve costs and change the potential function. An online event is the
processing of a request by both MTFO and MTFE. An offline event is OPT making a paid exchange. The
latter is not directly associated with a request, and we define the cost of MTFO and MTFE in connection
with this event to be zero, but there may be a change in the potential function.

For an event at time ¢, we define the amortized cost a; to be the total cost paid by MTFO and MTFE
together for processing the request (if any), plus the increase in potential due to that processing, i.e.,
a; = MTFO; + MTFE; +®; — ®;_1. So the total cost of MTFO and MTFE for serving a sequence o is
Yopar — (Prast — Po). The maximum possible value of @45 — P is independent of the length of the

76



sequence. Hence, to prove the competitiveness of MTFO and MTFE together, it is enough to bound the
amortized cost relative to OPT’s cost. Let OPT; be the cost paid by OPT at event ¢. To prove the lemma,
it suffices to show that for each event, we have a; < 4 OpPTy.

Note that one may assume that OPT only does paid exchanges, no free ones [120]. Consider MTFO
and MTFE for an online event. Let A be the algorithm that moves y to the front, while A’ is the other
algorithm, i.e., the one that keeps it at its current position. Assume A accesses y at index k while A’ finds
it at index k’. Also, let j denote the index of y in the list maintained by OPT.

We first show that the contribution by A to the amortized cost is at most k — (k — j) + 2§ = 3j. The
first term (k) is the access cost for A. Before moving y to front, there are at least k — j inversions with
y for A involving items which occur before y, each having a weight of 1 (since the bit of y in A has been
1 as it moves y to front). All these inversions are removed after moving y to front. This gives the second
term in the amortized cost, i.e., —(k — j). Moving y to the front creates at most j new inversions, each
having a weight of at most 2, which results in a total increase of 2j in the potential. Next, we show that
the contribution by A’ to the amortized cost is at most k' — (k' — j) = j. This is because, after accessing
y at index k’, there are at least k' — j inversions with y for A’ involving items which occur before y. Since
A’ does not move y to the front, the bit of y was 0, i.e., all these inversions had weight 2. After the access,
the bit of y becomes 1 and the weights of these inversions decreases 1 unit. To summarize, the amortized
cost a; is at most 35 + j = 4j. Since OPT accesses y at index j, we have OPT; = j and consequently
a; < 40PTy.

Next, consider an offline event where OPT makes a paid exchange. In doing so, it incurs a cost of 1
and OpT; = 1. This single exchange might create an inversion in the list of MTFO and an inversion in the
list of MTFE. Each of these inversions have a weight of at most 2. So, the total increase in the potential
is at most 4, i.e., a; < 4. Consequently, a; < 4 OPT;. O

The above lemma implies that the better algorithm between MTFO and MTFE has a competitive ratio
of at most 2. By Lemma 31, such an algorithm has a competitive ratio of at least 1.75.

Theorem 17. The competitive ratio of the better algorithm between MTFO and MTFE is at least 1.75
and at most 2.

6.4 Analysis of Move-To-Front-Every-Other-Access

In the previous sections, we have used MTFE and MTFO to devise algorithms with better competitive
ratios. Recall that these algorithms are instances of Move-To-FRONT-EVERY-OTHER-ACCESs (MTF2) al-
gorithms. In this section, we study the competitive ratio of these algorithms. In [39, Exercise 1.5], it is
stated that any MTF2 algorithm is 2-competitive. The same statement is repeated in [21, 97]. It was first
observed in [82] that MTF2 algorithms are in fact not 2-competitive. There, the author proves a lower
bound of 7/3 for the competitive ratio of any MTF2 algorithm, and claims that an upper bound of 2.5 can
be achieved. Here, we show that the competitive ratio of MTF2 is 2.5, and it is tight.

Lemma 34. The competitive ratio of any MOVE-ToO-FRONT-EVERY-OTHER-ACCESS algorithm s at least 2.5.

Proof. We prove the lemma for MTFO and later extend it to other Move-To-Front-Every-Other-Access
algorithms.
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Consider a list of [ items, initially ordered as [a1, ag, . .., a;]. Consider the following sequence of requests:

o5 = <(a1,a2, g, as, . a?, ap,aj_1, ...,al,a‘?,a‘?_l, ...,a?)m> .
We show that asymptotically, the cost of MTFO is 2.5 times the cost of OPT. Similar to our other lower
bound proofs, we define a phase as a subsequence of requests which forms one of the m repetitions in oy.
Note that each phase contains an even number of requests to each item. Also, if i < j, meaning that item
a; precedes item a; in the initial ordering of the list, then, in each phase, a; is requested three times after
the last request to a;. MTFO moves a; in front of a; due to these requests. Thus, the state of the list
maintained by the algorithm is the same as the initial ordering after serving a phase.

Both MTFO and OPT incur a cost of I(l 4+ 1)/2 for serving aj,as,...,a; at the beginning of a phase.
MTFO moves items to the front and reverses the list, but OPT does not move the items. For serving the
subsequent requests to a?, a3, ..., alz, MTFO incurs a cost of 212 +{ since it moves items to the front on the
second of the three consecutive requests to an item. OPT moves to the front at the first of the consecutive
requests and incurs a cost of I(I + 1)/2 4 2[ (the second and third requests are to the front of the list). At
this point, for both algorithms, the list is in the reverse of the initial ordering, while the bits maintained
by MTFO are the same as in the beginning of the phase, since there have been four requests to each item,
i.e., they are all 1.

For the next requests to a;,a;_1, . ..,a1, MTFO reverses the list and incurs a cost of I(I+1)/2. OPT has
the same cost and does not move the items. Consequently, for the remaining requests to a?,a} ,,...,a?,
MTFO incurs a cost of 2[2 + [, while OPT incurs a cost of I(I +1)/2 + 2l.

To summarize, in each phase, the cost of MTFO is 512 + o(I2), while the cost of OPT is 212+ 0(I%). The
actions and costs of the algorithms can be summarized as follows. The two lines correspond to MTFO,
and OPT, respectively.

1 1 ai...ap 0 0 a?...a} 1 1 a;...a1 0 0, ab..ad 1 1
[a1 ] [a;...a1] [a;...a1] ——— [a1...a] [ 1]
12 /2+40(12) 21240(12) 12/2+0(12) 212+0(12)
ay...aq a‘;’ma? ap...ay a'f,..a?
[a1...q))] ———[a1...qt) ——— [a;...a1] ——— [a;...a1] — (a1 ...a]
12 /240(12) 12 /2+40(12) 12 /2+40(12) 12 /2+40(12)

We can extend the above lower bound to show that MTFE is at least 2.5-competitive. In doing so,
consider the sequence ((a1,as,...,a;)os). Note that after serving the subsequence in parentheses, all bits
maintained by MTFE become 1, and the same analysis as above holds for serving os. More generally, for
any initial setting of the bits maintained by a MovE-To-FRONT-EVERY-OTHER-ACCESS algorithm, we can
start a sequence with a single request to each item having bit 0. After this subsequence, all bits are 1
and we can continue the sequence with o5 to prove a lower bound of 2.5 for the competitive ratio of these
algorithms. O

As mentioned earlier, an upper bound of 2.5 for the competitive ratio of MTF2 was claimed earlier [82].
Here we include the proof for completeness since it does not appear to have ever been published.

Lemma 35. The competitive ratio of any online list update algorithm A that belongs to the family of
MovVE-To-FRONT-EVERY-OTHER-ACCESS algorithms is at most 2.5.
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Proof. We prove the statement for the partial cost model. Since A has the projective property and is cost
independent, the upper bound argument extends to the full cost model. Consider a sequence o, of two
items x and y. As before, we use the phase partitioning technique and partition o, into phases as in the
proof of Lemma 27. Recall that a phase ends with two consecutive requests to the same item in og,,. A
phase has type 1 (respectively 2) if the relative order of  and y is [xy| (respectively [yz]) at the beginning
of the phase. Recall that a phase of type 1 has one of the following three forms (j > 0 and k£ > 1):

(a) 27yy  (b) 27 (yx)fyy  (c) 2/ (yz)*a

A phase of type 2 has exactly the same form as above with = and y interchanged. To prove the lemma, we
show that its statement holds for every two consecutive phases. First, we consider each phase separately
and show that the cost of A is at most 2 times that of OpPT for all phases except a specific phase type
that we call a critical phase. Table 6.4 shows the costs incurred by A and OPT for each phase. Note that
phases of the form (b) and (c) are divided into two and three cases, respectively. The last row in the table
corresponds to a critical phase. We discuss the different phases of type 1 separately. Similar analyses,
with x and y interchanged, apply to the phases of type 2.

Note that before serving a phase of type 1, the list is ordered as [zy] and the first j requests to = have
no cost. Consider phases of the form (a), z7yy. A incur a total cost of at most 2 for serving yy and OpPT
incurs a cost of 1. So, the ratio between the costs of A and OPT is at most 2.

Next, consider phases of the form (b) with k& = 2i (¢ is a positive integer). By Lemma 28, the cost
incurred by A is at most 3i for serving (yx)?*. For the remaining two requests to y, A incurs a cost of at
most 2. In total, the cost of A is at most 3i 4+ 2 compared to 2i + 1 for OPT, and the ratio between them
is less than 2.

Next, assume k is odd and k = 2i — 1, i.e., the phase has the form 27 (yz)?~2yzyy. The total cost of
A for (yz)?=2 is at most 3(i — 1) (Lemma 28), and its cost for the next requests to yryy is at most 4. In
total, it incurs a cost of at most 3i + 1 for the phase, which is no more than twice the cost 2i of OPT.

Next, consider phases of the form (c). Assume k is even, i.e., the phase has the form 27 (yx)*z. By
Lemma 28, A incurs a cost of at most 3i for (yx)?* and a cost of at most 1 for the single request to x.
The cost of the algorithm will be 3¢ + 1 compared to 2i of OPT, and the ratio between them is no more
than 2. Next, assume k is odd, i.e., the phase has the form 27 (yx)?*yzx or z7yxz (as before, i is a positive
integer). In the first case, by Lemma 28, A incurs a cost of 3i for 27 (yx)?* and a cost of at most 3 for yzx.
This sums to 3i + 3 while OPT incurs a cost of 2i + 1; the ratio between these two is no more than 2. If
the phase has the form z7yzx, we refer to it as a critical phase. The cost of A for such a phase can be as
large as 3 while OPT incurs a cost of 1. However, we show that the cost of A in two consecutive phases is
no more than twice the cost of OPT.

Consider two consecutive phases in o,,. If none of the phases are critical, the cost of A is at most twice
that of OPT in both phases and we are done. Assume one of the phases is critical while the other phase
is not. Let OpT; and OPTy denote the cost of OPT for the critical and non-critical phases, respectively.
We have OrT; < OPTy because OPT incurs a cost of 1 for critical phases and a cost of at least 1 for other
phases (see Table 6.4). The cost of A for serving the two phases is at most 3 OpT; +2 OPTs which is no
more than 2.5(OpPT; + OPT3) (since OPT; < OPTy). This implies that the cost of A is no more than 2.5
more than that of OpT for the two phases. Finally, assume both phases are critical. Thus, they form
a subsequence (z7 yxx)(xj/yxac) in 05y. A moves y to the front for exactly one of the two requests to y.
Thus, it incurs a cost of 1 for one of the phases and a cost of at most 3 for the other phase. In total, its
cost is no more than 4, while OPT incurs a cost of 2 for the two phases. O
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Phase | M71F2 (A) [ OPT’ | ratio |
xyy <2 1 <2
27 (yx) Fyy <3i+2 204+1 | <2
5 2 (yx)? 2yayy | <3(i—1)+4 2i <2
27 (yr)¥x <3i+1 21 <2
oI (yz)* yza <3i+3 2i+1| <2
rlyxx 3 1 3

Table 6.4: The costs of a MTF2 algorithm A and OPT for a phase of type 1 (i.e., the initial ordering of
items is zy). The ratio between the cost of MTF2 and OPT for each phase, except the critical phase (the
last row), is at most 2.

From Lemmas 34 and 35, we conclude the following theorem:

Theorem 18. The competitive ratio of MovVE-To-FRONT-EVERY-OTHER-ACCESS algorithms is 2.5.

6.5 Remarks

Recall that the offline version of the list update problem is known to be NP-hard [12]. In this sense, our
algorithm can be seen as a linear-time approximation algorithm with an approximation ratio of at most
1.6; this is, to the best of our knowledge, the best deterministic offline algorithm for the problem. It
should be mentioned that the randomized online algorithm BIT also has a competitive ratio of 1.6 against
an oblivious adversary [121]. Recall that BIT maintains a bit for each item and flips the bit on each access;
whenever the bit becomes ‘0’ it moves the item to the front. The bits are initially set uniformly at random;
hence, BIT uses [ bits of advice for lists of length [. COMB is another randomized algorithm which makes
use of a linear number of random bits and improves the competitive ratio to 1.6 [8]. We can conclude that
there are online algorithms which achieve a competitive ratio of at most 1.6 when provided a linear (in
the length of the list) number of advice bits. However, from a practical point of view, it is not clear how
an offline oracle can smartly generate such bits of advice. Moreover, our results (Theorem 18) indicate
that, regardless of how the initial bits are generated, algorithm BIT has a competitive ratio of 2.5 against
adaptive adversaries. This follows since an adaptive adversary can learn the original random bits from the
behavior of BIT by requesting all items once, and then give requests to change 0-bits to 1-bits. This initial
subsequence has constant length (proportional to the length of the list). After this, with a renaming of
items based on their current order in the list, the adversary can treat BIT as MTFO and give o5 from the
proof of Lemma 34.

We proved that the competitive ratio of the better algorithm between MTFE, MTFO, and TIMESTAMP
is at least 1.6 and at most 1.66. Similarly, for the better algorithm between MTFE and MTFO the
competitive ratio is between 1.75 and 2. It would be interesting to close these gaps.
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Part IV

Applications
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Chapter 7

Fault-Tolerant Bin Packing (Server
Consolidation)

Server consolidation is an important application of the bin packing problem in which the goal is to minimize
the number of servers needed to host a set of clients. The clients appear in an online manner and each of
them has a certain load. The servers have uniform capacity and the total load of clients assigned to a server
must not exceed this capacity. Additionally, to have a fault-tolerant solution, the load of each client should
be distributed between at least two different servers so that failure of one server avoids service interruption
by migrating the load to the other servers hosting the respective second loads. In a simple setting, upon
receiving a client, an online algorithm needs to select two servers and assign half of the load of the client
to each server. In this chapter, we analyze this problem under the framework of competitive analysis.
First, we provide upper and lower bounds for the competitive ratio of two well known heuristics which
are introduced in the context of tenant placement in the cloud. In particular, we show their competitive
ratios are no better than 2. We then present a new algorithm called HORIZONTAL HARMONIC and show
that it has an improved competitive ratio which converges to 1.59. The simplicity of this algorithm makes
it a good choice for use by cloud service providers. Finally, we prove a general lower bound that shows
any online algorithm for the online fault-tolerant server consolidation problem has a competitive ratio of
at least 1.42.

7.1 Introduction

Server consolidation is an essential concept for efficient use of computer resources by means of reducing
the number of required active servers. Certain applications involve a large number of clients which appear
in a sequential, online manner. Each client requires a certain amount of resources which is referred to as
the load of the client. Servers have uniform capacity, which is the maximum load that they can supply
so that their performance is not compromised. It is naturally assumed that the load of any client is no
larger than the server capacity. At the time a client appears, one or more servers should be selected to
host the client. If more than one server is selected, the load of the client is evenly split between them
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[127]. An efficient algorithm reduces the number of active servers by smart selection of the hosting servers
for each client. Reducing the number of servers is essential to avoid server sprawl, namely the situation
in which there are numerous under-utilized active servers which consume more resources than required by
the workload. Preventing server sprawl is particularly important for saving on energy-related costs which
account for 70 to 80 percent of a data centre’s ongoing operational costs [59]. In a dynamic setting, the
server consolidation problem is online in the sense that at the time of selecting servers for a client, an
algorithm does not know the load of future clients.

The server consolidation problem is closely related to the bin packing problem. The only difference is
that in the bin packing problem, in contrast to the server consolidation problem, items cannot be divided
between two bins and each item is ‘packed’ on a single bin. In this chapter, we interchangeably use terms
‘client’ and ‘item’, as well as terms ‘server’ and ‘bin’.

Omne application area of server consolidation is in multi-tenant systems [68, 127]. Here, each client
represents a tenant which is an application or a process. Each tenant has a load and is hosted by one or
multiple servers in a way that the total load of servers do not exceed their capacity. Typical examples of
tenants are enterprise databases, websites, and on-demand media (e.g., Netflix movies) which are placed
and run on powerful cloud servers like those of Amazon EC2 [11]. Depending on the application, the load
of a tenant can be a function of its GPU consumption (e.g., online games), its bandwidth consumption
(e.g., on-demand media), its size (e.g., enterprise databases) or a function of all. In cloud systems, the
service provider (e.g, Amazon) has service contracts with customers that are owners of the tenants. These
contracts define some service-level-agreement constraints (SLA constraints) which determine the cost of the
service and the performance guarantees provided by the service provider. Based on the SLA constraints,
the service provider assigns a load to each tenant so that it ensures that the SLA constraints are satisfied.
In what follows, we assume the loads of tenants are computed upon their arrival and focus on how tenants
should be placed on servers with regard to the loads. A related concept are cloud jobs which are similar to
tenants except that they have lifetimes after which they leaves the system (while tenants stay permanently).
When the goal is to assign jobs to servers, the problem becomes similar to the dynamic bin packing where
the goal is to minimize the bin usage rather than the number of bins (see [109] for details).

In multi-tenant systems, similar to many other server consolidation applications, it is desirable to have
a fault-tolerant solution so that failing or removing a single server does not interrupt the service. To
achieve such a guarantee, there should be more than one copy or replica of each tenant in the system.
When a tenant is replicated in k servers, its load is uniformly distributed among the k replicas, assuming
the workload has read-mostly characteristics [127]. It is preferable to have a small number of replicas for
each tenant since more replicas require complex management and the problem becomes more constrained
[127]. Assuming a single server can handle the entire load of a tenant, having two replicas for a tenant
is sufficient to protect the system against failure of a single server. In this case, the 1/2 load residing in
the failed server migrates to the other server which must have space capacity for this transfer. In what
follows, taking the same approach of [127], we assume each tenant has two replicas, which we refer to as
blue and red replicas. The blue and red replicas of an item = both have size s(z)/2.

The two replicas associated with an item should be hosted on different servers so that in case of one
server’s failure, the tenant’s load can be directed to the tenant replica on the other hosting server. This
requires a reserved capacity in each server S, so that in case of a failure of any other server S,/ (2’ # x),
the additional load imposed on S, (due to the items which are hosted by both servers) does not cause an
overflow in S,. To be more precise, let T' denote the total load of items which have one replica in S, and
one in S,/. There is a load of T'/2 on each server associated with these items which we denote by Ly ).
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Figure 7.1: Two packings of the sequence o = (a =0.5,b =0.4,¢ =0.6,d =0.8,e =0.1, f = 0.4). Each
item has a blue and a red replica. The packing on the left is a valid packing; if any server fails, the load
redirected to other servers does not cause an overflow. The packing on the right is not valid since if server
Ss fails, the shared items between S; and S (i.e., b and f) will add an extra load of size 0.2+ 0.2 = 0.4 to
S1. The total size of replicas in S; will be 0.7 + 0.4 = 1.1 which is more that the unit capacity of servers.
Similarly, if server Sy fails, the redirected load causes an overflow in Sj.

In case S, fails, this load is redirected to Sy, i.e., the load of S, is increased by L, ). Consequently, to
maintain all items (tenants) after a failure, it is required to have a reserved capacity of L, ;) in S,. This
reserved capacity can be shared by more than two clients if they reside in different servers since at most
one server fails. This can be translated into the bin packing language as follows:

Definition 9. An instance of the online fault-tolerant server consolidation problem (alternatively called
online fault-tolerant bin packing problem) is defined by a sequence o = {(ay,as,...,ay,) of items (clients)
which should be placed in a minimum number of bins (servers). Bins have uniform capacity of 1 and each
item has a size s(a;) in the range (0,1]. Items are revealed in an online manner. Upon receiving an item
a;(1 < i < n), an algorithm should place two replicas of a;, each having a size of s(a;)/2, into two different
bins. These two replicas are ‘partners’ of each other and are referred to as blue and red replicas. An online
algorithm needs to maintain a ‘valid packing’ after packing each item. In a valid packing, no two replicas
of the same item are placed in the same bin. Moreover, if we let L, be the total size of replicas placed in
a bin S, i.e., Ly = Zajesx s(aj)/2, and Ly o be the total size of replicas in S, which have their partner
in Sy, d.€., Ly = Za;esmsz/ s(a;)/2, we should have Ly + Ly » <1 for all 2’ # x (see Figure 7.1).

The bin packing problem has been previously used as a model for server consolidation [85, 135, 137].
However, these approaches do not provide fault-tolerant solutions; moreover, the proposed strategies are
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offline and not suitable for dynamic environments where clients are coming in an online manner. The
fault-tolerant server consolidation problem as defined above was recently introduced by Schaffner et al.
[127]. In the same paper, two strategies were introduced for the problem and their average performance
was evaluated in a real-world system. The first strategy is referred to as the MIRRORING algorithm. This
algorithm treats blue and red replicas separately using the BEST FIT strategy. Since two replicas of the
same item have equal sizes, the packings associated with blue and red replicas are the same, i.e., they
mirror each other. To achieve a valid packing, the capacity of each bin is assumed to be 0.5. This is
because when a server (bin) fails, its entire load is redirected to the mirrored bin and the total load is
doubled. We theoretically analyze the MIRRORING algorithm and show an upper bound of 3 and a lower
bound of 2.6 for the competitive ratio of this algorithm.

The second algorithm introduced in [127] is what we shall call the INTERLEAVING algorithm. This
algorithm also applies the BF strategy to place replicas. In doing so, it considers a legal capacity for each
bin as the total capacity of the bin (i.e., 1) minus the level of the bin and the maximum load redirected to
the bin in case of another bin’s failure. More precisely, the legal capacity of a bin S is 1— L, —maxys Ly 41y,
where L, is the total size of replicas in S, and L, . is the total size of replicas in S, which have their
partner in bin S, (see Definition 9). For placing the first replica of an item (the blue replica), the algorithm
considers a fraction p of the legal capacity of each bin to be ‘available’ and applies the BF strategy to
place the replica in a bin with the smallest available capacity large enough to contain it (if any such bin
exists). Here, p is a parameter of the algorithm which is a positive value no more than 1. For placing the
red replica, the actual legal capacity is considered and again the BF strategy is applied to place the replica
in a bin other than that of its partner. We provide upper and lower bounds for the competitive ratio
of the INTERLEAVING algorithm. Our results indicate that, in terms of competitive ratio, INTERLEAVING
algorithm does not provide a big improvement over the MIRRORING algorithm. In particular, for the
suggested value of y = 0.85 in [127], we show that the competitive ratio of the algorithm is in the range
(2,3.71).

We introduce a new algorithm called HORIZONTAL HARMONIC (HH). The algorithm is inspired by the
HarMoNIC algorithm for the bin packing problem [106] and defines K classes for replicas based on their
sizes; here, K is a parameter of the algorithm. We show that the competitive ratio of this algorithm
converges to 1.59 for large values of K. For small values of K, the competitive ratio of HH is still better
than the existing algorithms, e.g., when K = 30, the competitive ratio of HH is 1.625. Hence, in the worst
case, HORIZONTAL HARMONIC outperforms its counterparts. The algorithm is simple and runs in linear
time.

We also prove a general lower bound on the competitive ratio of any online algorithm for the fault-
tolerant server consolidation problem. We show the competitive ratio of any online algorithm is at least
10/7 > 1.428.

7.1.1 A Shifting Technique

We introduce a shifting lemma which will be used in a few occasions in our lower bound arguments. An
offline algorithm (particularly OPT) can use this technique to achieve a packing in which each pair of bins
host replicas of at most one shared item. Consider a long sequence of replicas with a bounded number of
different sizes, and assume item sizes are larger than a constant value. Consequently, each bin contains a
bounded number of replicas and there are a bounded number of bin types. We say that two bins have the
same type if the multi-sets formed by the sizes of the hosted replicas are the same for both bins.
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Figure 7.2: The shifting technique results in the same packings for the blue and the red replicas in a way
that any two bins share replicas of at most one item. In this example, a bin with four different item sizes
is considered. For each set of four bins hosting the blue replicas, four bins are opened for placing the red
replicas. The red partners of the replicas in the first blue bin are distributed among these four bins; the
same holds for the red replicas of other bins. In the resulting packing, the reserved space in each bin is
equal to the size of the largest replica hosted on the bin.

Lemma 36. Consider a packing of the blue replicas of a long sequence into X bins so that each bin
contains a bounded number of replicas, and there are a bounded number of bin types. Assume there is an
empty space of size greater than or equal to the size of the largest replica in each bin. To achieve a valid
packing, an offline algorithm OFF can place the red replicas into X + ¢ bins, where ¢ is a constant integer.

Proof. Note that if the empty space of a bin is less than the size of the largest replica in the bin, the
packing is not valid (in case of the failure of the bin hosting the partner of the largest replica, the bin will
be overloaded). To achieve a valid packing, when placing the red replicas, OFF ensures that any two bins
share replicas of at most one item. As a result, if any bin fails, the redirected load to any other bin B is
smaller than the size of the largest replica hosted on B, which is indeed smaller than the reserved space
in B.

To place the red replicas, OFF considers a fixed ordering of the blue replicas inside all bins, e.g., assume
the blue replicas are placed in decreasing order of their sizes. Consider a bin type u and let ¢, denote the
number of replicas in such a bin type. OFF partitions the bins of type u into groups of size c,; the last
group might include less bins. The bins in each group include c¢,? blue replicas (except potentially the last
group). OFF opens ¢, new bins to place the red partners of these replicas in the following manner: if a
blue replica z is placed as the jth replica in the ith bin in a group (0 < i,j < ¢ — 1), then OFF places the
red partner of  as the ith replica in the (j+14) mod ¢,-th bin among the bins opened for the red partners
(see Figure 7.2.)

We show that in the resulting packing, no two bins share replicas of more than one item. Assume
otherwise, i.e., assume two blue replicas hosted by a blue bin have their red replicas placed in the same
red bin. This implies (i 4+ j) mod ¢, = (¢ + ') mod ¢,, where i is the index of the blue bin in its group
and j and j’ are the indices of the two replicas inside the bin (w.l.o.g assume j' > j). So we will have
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Figure 7.3: The packing of the Best-Fit Mirroring algorithm when applied on sequence {(a = 0.6,b =
0.3,c=0.6,d=08,e=0.1,f=0.2).

1+ 7 =1+ 7 — k c, for some positive integer k. This implies j° > k ¢, which contradicts the fact that
there are ¢, replicas in each bins.

For each group of ¢, bins of type u in the packing of blue replicas, ¢, bins are opened for the red
replicas. The only exception is the last group of blue bins which might include as few as one bin while
OFF opens ¢, red bins for this group. Since ¢, is a constant, for each bin type, a bounded number of extra
bins are opened. There are a bounded number of bin types; hence, the total number of opened bins for
the red replicas is at most a constant value more than the number of bins in the packing of blue replica.

O

7.2 Analysis of the Existing Algorithms

In this section, we provide upper and lower bounds for the competitive ratio of existing algorithms for the
fault-tolerant server consolidation problem.

7.2.1 Mirroring Algorithm

The MIRRORING algorithm places blue and red replicas of all items separately using the BEsT FIT strategy.
In case of a bin’s failure, its entire load goes to the mirrored server. To achieve a valid packing, the capacity
of each bin is assumed to be 0.5. Figure 7.3 shows a packing associated with the MIRRORING algorithm.
We first provide an upper bound for the competitive ratio of the MIRRORING algorithm. In the following
lemma, we consider a sequence of replicas in which each item is presented as two replicas of the same size.

Lemma 37. For any sufficiently long sequence o of replicas, the number of bins used by the MIRRORING
algorithm is at most 3 times more than that of OPT (within an additive constant).

87



Proof. Let o1 denote a subsequence of o formed by replicas smaller than or equal to 1/4 and o9 denote
the set of replicas larger than 1/4. Also, let W; denote the total size of replicas in o1 and Ly denote the
number of replicas in o3, i.e., the length of oo. To prove the lemma we show that OpT(c) > Wi + 3Lo/8
and MIR(0) < 3W; + La + ¢, where MIR(0) is the number of bins used by the MIRRORING algorithm to
pack o and c is a constant value. Note that these two inequalities guarantee that MiR(c) < 3 x OpPT (o) +c.

The number of bins in an optimal packing is no less than the total size of all replicas in the sequence
plus the required reserved space in the bins of an optimal packing. Let X denote the number of bins
in an optimal packing which include a replica in o3 (i.e., a replica larger than 1/4). Since at most two
replicas of oo can be hosted on the same bin (otherwise the reserved space will be less than the size
of any of these replicas), we have X > Ly/2. For each bin which includes a replica of size larger than
1/4, a reserved space of size larger than 1/4 is required. Hence, the total reserved space in an optimal
packing is more than X/4 > Lo/8. The total size of replicas in o7 is W and the total size of replicas in
o9 is at least Lo/4. Hence, the total size of replicas in o is at least W; + Lo/4. Consequently, we have
OPT(O’) > Wy +L2/4—|—L2/8 =Wi+ 3L2/8

Let my (respectively ms) denote the number of bins in the packing of the MIRRORING algorithm which
do not include (respectively include) a replica of size larger than 1/4. So, we have MIR(c) = my + ma.
Clearly mg < Lg since the number of bins opened for replicas of size larger than 1/4 cannot be more than
the number of these replicas. We show mq < 3W;. Let o5 denote the set of blue replicas in o which are
placed in bins without a replica larger than 1/4, and let Y denote the number of such bins. Since the
red replicas are excluded, we have Y = my/2. Let W, denote the total size of replicas in og; note that
W, < W7 /2. The algorithm applies the BesT FIT strategy to place the replicas in o, into bins of size 1/2.
The number of opened bins does not change if we double the size of replicas and capacity of bins at the
same time; hence, the number of bins opened for replicas in o, (i.e., Y) is equal to the number of bins that
the BesT FIT algorithm opens for the same sequence as o in which replicas sizes are doubled. Doubling
replicas’ sizes in o results in a sequence in which each replica has a size at most equal to 1/2. The number
of bins used by BesT FIT to pack such a sequence is at most 1.5 times the total size of the sequence (within
an additive constant) [49]. Hence, Y < 1.5 x 2W, + ¢’ <3 x W3 /2 + ¢ for some constant ¢’. So, we have
my = 2Y < 3W; + ¢ and MIR(0) = my + ma < 3W7 + L + ¢, where ¢ = 2¢/. O

Next, we provide a lower bound for the competitive ratio of the MIRRORING algorithm algorithm:

Lemma 38. There are arbitrary long sequences for which the number of bins used by the MIRRORING
algorithm is at least 8/3 times more than that of OPT (within an additive constant).

Proof. Consider the following sequence o of n = 4m items where m is a large integer. The sequence starts

with m items of size % — 8¢, followed by m items of size % + 2¢, and ends with 2m items have size % + 2e.

So, the sequence of blue (and red) replicas has the following sizes:

Ublue:<ﬁ_4€7"')7_

m m 2m

We show that the number of bins used by the MIRRORING algorithm to pack o is 16m/3 while that
of OPT is at most 2m + ¢ where ¢ is a non-negative constant independent of m. The ratio between these
values approaches 8/3 for large values of m.
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Figure 7.4: Packings of the MIRRORING algorithm and OFF for placing the blue replicas of o. The packing
of the MIRRORING algorithm for the red replicas is a mirror of its packing for the blue replicas, while OFF
applies the shifting technique for placing the red replicas.

For the MIRRORING algorithm, we only consider the number of bins in the packing associated with
the blue replicas; the actual number of bins used by the algorithm is twice this value. To pack the first
m blue replicas, the algorithm places 6 replicas of size 1/12 — 4e in the same bin. The level of each bin
will be 1/2 — 24¢ and the remaining capacity would be 24e (recall that the level of a bin cannot be more
than 1/2 in a valid packing for the MIRRORING algorithm). Hence, no other replica will be placed in
these bins and they can be thought as being closed; the algorithm opens m/6 bins for placing the first m
replicas. Similarly, the algorithm places two replicas of size 1/6 4 € in the same bin and opens m/2 bins
for these replicas. Finally, the algorithm opens a bin for each replica of size 1/4 + ¢ (having two replicas
of that size results in a level larger than 1/2). In total, the number of opened bins for the blue replicas
is m/6 +m/2 + 2m = 8m/3. Adding to this the number of mirrored bins for the red replicas, the total
number of bins used by the MIRRORING algorithm will be 16m/3 (see Figure 7.4a).

Next, we describe an offline algorithm OFF which places blue and red replicas separately. For placing
the blue replicas, OFF places two replicas of size 1/4 + € together with one replica of size 1/6 4 € and one
replica of size 1/12 — 4e in the same bin. Note that the level of such a bin will be 3/4 — ¢, and there is
an empty space of size equal to the largest replica placed in the bin. OFF opens m bins to place the blue
replicas. Since there is only one bin type with four replicas in each bin in the packing of blue replicas, OFF
can apply the shifting technique (Lemma 36) to place the red replicas in m + ¢ bins for some constant c.
Consequently, the number of bins used by OPT is no more than 2m + ¢ (see Figure 7.4b).

O

From Lemmas 37 and 38 we get the following theorem:

Theorem 19. The competitive ratio of the MIRRORING algorithm for the fault-tolerant server consolidation
problem is at least 8/3 = 2.6 and at most 3.
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7.2.2 Interleaving Algorithm

In the INTERLEAVING algorithm, in contrast to the MIRRORING algorithm, the blue and red replicas of
different items are ‘mixed’, i.e., a bin can include blue replicas of some items and red replicas of some
other items. To place the blue replicas, the algorithms considers a fraction p < 1 of the legal capacity
and applies the BesT FiT strategy (the suggested parameter in [127] is u = 0.85). Recall that the legal
capacity of a bin is its actual capacity (its left space) minus the maximum load that might be redirected
to the bin in case of another bin’s failure. For placing the red replicas, the entire legal capacity of the bins
is considered and the BEsT FIT strategy is applied to place the replica in an bin which does not include
its partner. This way, more replicas are assigned to a single bin and the average number of opened bins
decreases when compared to the MIRRORING algorithm. However, for many sequences, the MIRRORING
algorithm and the INTERLEAVING algorithm result in almost similar packings. This is particularly the
case when replicas’ sizes are relatively small. In what follows, we provide upper and lower bound for the
competitive ratio of the INTERLEAVING algorithm.

Lemma 39. For any sufficiently long sequence o, the number of bins used by the INTERLEAVING algorithm
is at most 4/ — 1 times that of OPT (within an additive constant).

Proof. The structure of the proof is similar to that of Lemma 37. Let o1 denote a subsequence of o formed
by replicas smaller than or equal to /4 and oy denote the set of replicas larger than /4. Also, let W
denote the total size of o1 and Ly denote the number of replicas in o5 (i.e., the length of o9). We prove
that OpPT(0) > Wi + Lap/(4 — p) while Ia(o) < 8W71/3 + Lo + ¢, where IA(o) is the number of bins used
by the INTERLEAVING algorithm and c is a constant value. These two prove a competitive ratio of at most
max (4/u — 1,8/3) for the INTERLEAVING algorithm. Note that for p < 1, we have 4/u — 1 > 8/3.

The number of bins used by OPT is no less than the total size of all replicas in the sequence plus the
required reserved space in the bins of an optimal packing. Let X denote the number of bins in an optimal
packing which include a replica of o5. Also, let ¢ > 5 denote an integer so that 1/i < p/4 < 1/(i — 1).
Hence, at most (i — 2) replicas of o2 can be hosted on the same bin; otherwise, the reserved space will be
less than the size of any of these replicas. So we have X > Lo/(i—2). For each bin which includes a replica
of size larger than p/4, a reserved space of size more than u/4 is required. Hence, the total reserved space
in an optimal packing is more than X x (u/4) > Lou/(4(i — 2)) > Lop?/(16 — 4u). The last inequality
holds because i — 2 < (4 — p)/p. The total size of replicas in o7 is W and the total size of replicas in
o9 is more than Lo X (1/4). Hence, the total size of replicas in ¢ is lower bounded by Wi + Lo X pu/4.
Consequently, we have OPT(c) > Wy + Lou/4 + Lop?/(16 — 4p)) = Wy + Lop/ (4 — ).

Let my (respectively mso) denote the number of bins in the packing of the INTERLEAVING algorithm
which do not include (respectively include) a replica of size larger than p/4. So, we have TA(c) = my +ma.
Clearly mo < Ls. We show my < 8W;/3 4+ ¢. Among the bins which include only replicas of size smaller
than or equal to /4, consider the last bin opened by the INTERLEAVING algorithm. If the first replica in
such a bin is a blue replica, by definition of the INTERLEAVING algorithm, for any previously opened bin
B we have u x cap(B) < p/4 where cap(B) is the legal capacity of B. If the first replica in the last bin is
a red replica, we will have cap(B) < u/4 which also gives u x cap(B) < p/4 (the only exception might be
the bin which includes the partner of the red replica). Recall that the legal capacity of B is the remaining
space of B minus the maximum total size of replicas which are shared between B and any other bin B’.
From this definition we get cap(B) > 1 — 2 level(B); consequently, we have pu x (1 —2 level(B)) < u/4 and
level(B) > 3/8. So, the level of all bins which include only replicas of size at most /4, except potentially
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a constant number of them, is at least 3/8. The total size of all replicas in these bins is at most Wr;
hence, the number of these bins (m;) is at most 8W; /3 4 ¢. Consequently, the number of bins used by the
INTERLEAVING algorithm is at most 8W7/3 4+ Lo + c.

O

Note that when p converges to zero, the above upper bound does not provide a non-trivial worst-case
guarantee for the performance of the INTERLEAVING algorithm. In fact, for small values of u, the algorithm
is not competitive at all (i.e., does not have a constant competitive ratio). This is because, when p is
sufficiently small, the algorithm opens a new bin for placing each blue replica while an optimal offline
algorithm can efficiently place these replicas together in same bins. In what follows, we prove a general
lower bound for the competitive ratio of the INTERLEAVING algorithm which holds for all values of u.

Lemma 40. There are arbitrary long sequences for which the number of bins used by the INTERLEAVING
algorithm is at least 2 — €* times more than that of OPT, in which € is a small constant positive value.

Proof. Consider an input sequence o with the following subsequence of replica sizes in which €,, = €¢*/8

and €; = €41 X T‘fﬂ (1 <i < m—1). Here, m is an arbitrary integer which defines the length of the
sequence.
0= (€1, ,€1,€2,...,€2, .., Em, ., €Em )
——— N— — ——

ny no nm,

We define the values of n; (1 <i <m) to be |57=]. Let W denote the total size of replicas in o. To
prove the lemma, we show that in the packing of ¢ by the INTERLEAVING algorithm, the level of all bins
is smaller than or equal to 1/2, while there is an offline packing in which the level of all bins is at least
1 — 4e,,. This implies that the number of bins used by the INTERLEAVING algorithm is at least 2W while
that of OPT is at most W/(1 — 4¢,,). Consequently, the competitive ratio of the INTERLEAVING algorithm

is at least 2(1 — 4e,,) = 2 — €.

To place the first two replicas of size €1, the INTERLEAVING algorithm opens 2 bins. We argue that it
places the rest of replicas with size €; in these two bins. After placing ¢ items of size €; in each of these
bins (t < ny — 1), the level of the bins will be ¢ x €; and their legal capacity will be 1 — 2te;. For placing
the next two replicas (the next item), the INTERLEAVING algorithm compares €; with either a fraction p
of the legal capacity (for the blue replica) or the actual legal capacity (for the red replica). In both cases,
€1 is smaller because we have p x (1 — 2te;) > u(l — 2n1€1) > €. Consequently, the first nq replicas will
be placed into two bins. Next, we show that after placing n; replicas, there is no enough space for any
other replica in these bins. For any consequent replica €; (j > 1), we have €; > €1(2 + 1/p). This gives
the following:

1 1 1
61(2+7)S6j@1—261(7—f—1)gej:>
W 2e1 2

1 1
1-26|— — — ] <e =>1—-2e1n1 <¢j
2e1 2u

Consequently, €; is larger than the legal capacity of the two bins and placing it in any of these two bins
results in an invalid packing. Hence, the two bins opened for €; can be assumed as being closed after
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placing the n; replicas of this size. Consequently the INTERLEAVING algorithm opens a new pair of bins
for the next replicas which have size €s.

Replacing €; and n; with respectively ¢; and mn; in the above argument, one can show that the
INTERLEAVING algorithm opens a pair of bins for each group of replicas of size ¢; (1 < ¢ < m) and
closes the bins after placing these replicas. Consequently, in the packing of the INTERLEAVING algorithm,
each bin has a mirrored bin. The level of these bins cannot be more than 1/2 in a valid packing. As a
result, the number of bins used by the INTERLEAVING algorithm bins for placing ¢ cannot be less than
wW/2.

Consider an offline algorithm OFF that places blue and red replicas separately using the NF strategy.
For blue replicas, the algorithm assumes a capacity of 1 — 2¢,, for each bin. This way, the level of each
bin (except possibly one) will be more than 1 — 3¢, and OFF opens M bins for the blue replicas where
M < W/(2x (1—3ey)) + 1. Note that M grows with m. To place the red replicas, OFF again assumes
a capacity of 1 — 2¢,, for each bin and applies NF on a different permutation of input. The red partners
of blue replicas that are placed in the same bin are partitioned into a set of multi-replicas. Each multi-
replica includes a multiset of red replicas whose total size is a constant value between ¢, and 2¢,,. The
permutation is defined in rounds. Each round includes exactly one multi-replica from red replicas of each
of the M blue bins. Since the size of multi-replicas is constant and the value of M grows with m, each
round involves opening more than one bin (assuming m is large). Hence, no two multi-replicas of the same
blue bin are placed in the same red bin. Moreover, the total size of shared replicas between two bins is no
more than the size of multi-replicas, which is no more than 2¢,,. Hence, the total redirected load in case
of a bin’s failure is no more than the reserved space. Finally, the level of all red bins (except possibly one)
is more than 1 — 4¢,, as the size of multi-replicas is at most 2¢,,. Consequently, the number of bins used
by OFF (and hence, OPT) is at most W/(1 — 4e,,) + ¢ where ¢ is a constant. To conclude, the competitive
ratio of the INTERLEAVING algorithm is at least 2(1 — 4e,,) = 2 — €*.

O

From Lemmas 39 and 40, we get the following result:

Theorem 20. The competitive ratio of the INTERLEAVING algorithm with parameter p for the fault-tolerant
server consolidation problem is at least 2 — € and at most 4/u — 1, where € is a small constant positive
value.

Note that for the suggested value of p = 0.85, the competitive ratio of INTERLEAVING algorithm is in
the range (2 — ¢, 3.71).

7.3 Horizontal Harmonic Algorithm

In this section we introduce the HORizoNTAL HARMONIC (HH) algorithm for the fault-tolerant server
consolidation problem which is inspired by the classic HaArmonic algorithm for the bin packing problem.
Similar to the HarMoniCc algorithm, HH is based on placing replicas of almost equal sizes in the same
bins. It define classes for replicas based on their sizes and treats replicas of each class separately. The
algorithm has a parameter K which defines the number of classes. We assume K is a constant around 30.
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Figure 7.5: The main idea behind the HORIZONTAL HARMONIC algorithm is to apply HArRMoNIC algorithm
on the blue replicas, while horizontally placing the red replicas of type i in ¢ different bins. This ensures
that no two bins share replicas of more than one item. In this example, it is assumed that items arrive as
(a1, a9, ...,a9). The replicas have type 3, i.e., their size is in the range (%, i] Three replicas are placed in
each bin while an empty space of size i is reserved in each bin. The size of the reserved space is an upper

bound for the size of replicas in this class.

] belong to class i, where 1 < i < K (Note that the size of a

_1
P K+1

The replicas with sizes in the range (H%, H%

replica is at most 1/2). The replicas which have size in the range (0 ] belong to class K.

For placing the blue replicas from class ¢ < K, HORIZONTAL HARMONIC places ¢ replicas in the same
bin; this way, an empty space of size z-s%l is reserved for the load of one replica of the same class in case of
another bin’s failure. One can think of placing the blue replicas as vertically stacking them into bins, one
bin after another. For placing the red replicas of class i, the algorithm opens ¢ bins. If the blue replica of
an items x is placed as the jth replica in its bin, the red replica is placed in the jth bin among the i open
bins for the red replicas. This ensures that two bins share replicas of at most one item. Consequently, the

reserved space for one bin is sufficient for having a valid packing (see Figure 7.5).

For placing the replicas in class K, the algorithm considers the largest integer ax so that a% +ax < K,

ie., ap = [7““(;'1_” This ensures that i - aK1+1 > %; consequently, the algorithm can group sets of
replicas of class K into multi-replicas with total size in the range (m, i] The algorithm treats these
multi-replicas similar to the way that it treats replicas of class ax — 1, i.e., it places ax — 1 multi-replicas
in the same bin. In what follows, when there is no risk of confusion, we replace ax with «. Algorithm 4

illustrates the details of the algorithm.

HorizoNTAL HARMONIC Algorithm guarantees that two bins do not share replicas of more than one
item. At the same time, it guarantees that each bin has a certain level (used space). These properties
intuitively justify the advantage of the algorithm over the algorithms which are based on the Best FIT
strategy. HORIZONTAL HARMONIC is simple and runs in linear time. This gives another advantage to
the algorithm compared to the existing algorithms which are based on the BF and run in time ©(nlgn).
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Algorithm 4: HORIZONTAL HARMONIC with parameter K

input : A sequence o = (aj,as,...,a,) of items (clients)
output: A fault-tolerant packing of o

a <+ |[(VAK +1—1)/2| ; // used for the replicas of class K
mrSize < 0 ; // multi-replica size
for j < 1 to K do
blueBins;, redBins; < arrays of j empty bins
/ /bIndex; (resp. rIndz;) is the index of the current blue (red) bin among the j open blue (red) bins of
type j
bIndzj, rindzr; < 1
/ / set the number of replicas (multi-replicas) that fit in a bin of type j (capacity of the bin)
if j < K then cap; + j ;
else cap; + a—1;
nd
ori <+ 1tondo
repSize « s(a;)/2; // size of the replicas (Gpiue,@red)
j < |1/repSize] —1; // the class of the current replica
if rIndz; > cap; then
rindr; < 1; blndr; < blndx; + 1
if bIndz; > cap; then
blueBinsj, redBins; < arrays of j empty bins
bindz;, rindr; + 1
place apiue (the blue replica of a;) into bin blueBins;[bIndx;]
place ayeq (the red replica of a;) into bin redBins;[bIndx;]
if j < K then rindz; < rindr;+1 ;
else
mrSize < mrSize+repSize

[¢]

=

if mrSize> 1/(a+ 1) then
| rIndx; < rindz;j+1; mrSize < 0

end

end

Lemma 41. The competitive ratio of HH with K > 30 classes is at most

x = 1.5+ 1/12 X max (L—Fi, %)
o

Proof. Consider a sequence o of sufficiently large length. We would like to show HHg (o) < x OpT(0). To

do so, we assign weights to replicas in o based on their class. The weight of a replica which belongs to

class i < K is equal to 1/i; the weight of a replica z in class K is % Recall that o = [ YAEH=L]

Furthermore, we define density of a replica as the ratio between the weight and the size of the replica. See

Table 7.1 for a summary of weight and density of replicas in different classes.

To prove the lemma we show the followings:

(I) The total weight of replicas in any bin of HH, except possibly a constant number of them, is at least
1.
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(IT) The total weight of replicas in a bin of OPT is at most .

The above statements respectively imply that HH(o) < W(o) 4 ¢ and OpT(0) > W (o)/x in which W (o)
is the total weight of replicas in o. We will have HH(0) < x OPT(0) + ¢ which completes the proof.

Proving (I) is relatively easy. Consider a bin of HH associated with replicas of class j (j < K). HH
places j replicas of this class in the same bin (except possibly the 2j most recently opened bins of the
class). Consequently, the total weight of replicas is j x 1/j = 1 for all bins of class j (except the mentioned
ones). The replicas of class K are accumulated and the associated multi-replicas are treated like replicas
of class a — 1. The level of these bins is at least Z—;i and consequently the total weight of replicas in such
bins is 1 (again, with the exception of the last 2cc— 2 most recently opened bins of class K). To summarize,
the weight of all bins of HH, except a constant number of them in each class, is at least 1. Since K is a

constant, statement (I) follows.

To prove (II), we show that to achieve maximum weight, a bin B,,; should include a replica of class
1 with weight 1/3 + € and a replica of class 2 with weight 1/4 4 €, where € is a sufficiently small positive
value. Let By denote a bin which includes three replicas of sizes 1/3 +¢€, 1/4+ ¢, and 1/13 + €. Note that
there is enough space for the largest replica (i.e., 1/3 + €) in case of a bin’s failure. The total weight of
replicas in By is w(By) =1+1/2+1/11 > 1.59.

Assume B,,: does not include a replica of class 1. Consider the case that the largest replica in By
belongs to class i € {2,3,4}. The level of the bin is less than (i + 1)/(i + 2) (otherwise, there will not be
enough space in case of failure of the bin hosting the partner of largest replica). Since K > 30, we have
a > 5 and the density of replicas in class K will be less than 3/2. Since the items of class ¢ (or higher)
have density larger than (i + 2)/i, the density of all replicas in the bin is less than (¢ + 2)/¢; this implies
that the total weight of the bin cannot be more than (i +1)/(i+2) x (1 +2)/i = (i +1)/i < w(By). If the
largest replica belongs to class 5 or higher, the density of all replicas in the bin will be less than 3/2 and
consequently the weight of the bin is less than 3/2 < w(By).

Hence, to achieve the maximum weight, B,,: should include a replica of class 1. If such a replica has
size more than 1/3 + €, one can replace it with 1/3 + € and fill the resulting space with replicas of size € to
achieve a new bin with weight more than B,,;. Hence, to achieve the maximum weight, a bin b,,; should
include a replica of size 1/3 + e. This implies that there should be an empty space of size 1/3 4 € in By,
i.e., the level of B,y cannot be more than 2/3 — ¢ and there will be an empty space of size 1/3 — 2¢ to be
filled with other replicas. We claim that a replica of class two with size 1/4+ € should be in B,,;. Consider
otherwise; then the density of replicas (except the one with type 1) in By, is less than 5/3 and the total
weight of all replicas in B,y will be less than 1+ (1/3 — 2¢) x 5/3 < w(B1). So, there is a replica of class
two in Byp;. As before, this replica cannot have size more than 1/4 + € (otherwise, it can be reduced to a
replica of size 1/4 + ¢).

So, to achieve maximum weight, B,y should have replicas of sizes 1/3 + € and 1/4 + €. Note that the
weight of these two replicas is 14+1/2 = 1.5. There will be an available space of size 1/12—3e. Only replicas
of class greater or equal to 11 can fill this empty space (i.e., replicas with size smaller than 1/12). As
Table 7.1 indicates, all these replicas have density smaller than max{ 2L 131 Consequently, the weight

a—1°11
of By cannot be more than x = 1.5 + 1/12 x max (%, %’)
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’ Class \ Replica Size \ No. Replicas in a Bin | Bin Level \ Replica Weight \ Replica Density

1 s(x)/2 € (3, 3] 1 > 1 1 <3

2 s(x)/2 € (3. 3] 2 > 7 z <2
K [ s@)2e (L, LI — S T 2
L S\ 420 it 1 ) 3 i
K—1]s2)/2¢€ (7 7] K -1 > 551 e < &

K | s@)/2€ (0, 5] N/A > ezl satD <o

Table 7.1: Characteristics of replicas and bins for each class of HORIZONTAL HARMONIC.

The following two lemmas provide lower bounds for the competitive ratio of HH. To analyze the
algorithm, define f1 =3, fo =4 and Biy1 =Fi(Bi— 1)+ 1 (i > 2).
K-1

Lemma 42. The competitive ratio of HH with K > 5 classes is at least > 1/(8; —2) > 1.597.
i=1

Proof. Consider a sequence of replicas with the following sizes (blue and red replicas are included in the
sequence and n is an even integer):

HHu classifies replicas by their sizes and places 8; — 2 replicas of size ﬂi + € in the same bin (see
K—1
Figure 7.6a). Consequently, the number of opened bins will be n x > 1/(8; — 2) + ¢, where ¢ is a
1

constant.

To place the blue replicas, an offline algorithm OFF includes all replicas of different sizes in the same
bin. As illustrated in Figure 7.6b, there will be an empty space of size larger than 1/3 + € in such a bin.
The total size of replicas plus the reserved space will be % + % +...+ 2~ < 1. This way, OFF opens n,/2
bins for placing the blue replicas. Note that there is a constant number of replica sizes and bin types in
the packing of the blue replicas. Hence, OFF can apply the shifting lemma (Lemma 36) to place the red
replicas in n/2 4+ ¢ bins. In total, OFF opens n + ¢’ bins for packing . Consequently, the ratio between
the number of bins used by HH and that of OPT for packing o is at least Zfi}l 1/(B; — 2) for large values
of n.

O

Lemma 43. The competitive ratio of HH with K classes is at least 1.5 + % in which ¢ is an

arbitrary small constant value.
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Figure 7.6: Lower bound argument for the HORIZONTAL HARMONIC algorithm.

Proof. Consider a sequence of replicas with the following sizes (blue and red replicas are included in the
sequence and n is an even integer):

1 1
o=<§+e,-.-,§+e,1+e, +e, &€ )

n n n><(126 —3)

Here, we have € = ¢//(12cc + 12). HH opens one bin for each replica of size 1/3 + €, and one bin for
each two replicas of size 1/4 + e. To place replicas of size ¢, it accumulates them to form multi replicas of

size no more than —+ + €. The number of replicas in a multi-replica is upper-bounded by @t +1)6 + 1 and

- 3)/((a+1) +1)=nx “'1"21+€%6 mu1t1 replicas. The algorithm places o — 1

multi-replicas in the same bin; hence, it opens at least n x m bins for replicas of size €. In total,

HH opens at least n x (1.5 + %

there will be at least nx (15

) for packing o.

An offline algorithm OFF can place one blue replica of size 1/3 4 ¢, one blue replica of size 1/4 + ¢, and
1/12¢ — 3 blue replicas of size € in the same bin. Note that there is an empty space of size % + € in each bin.
The total size of the replicas plus the reserved space will be 2 s+ 2¢+ 1L 7tet (— —3) xe = 1. Consequently,
OFF places all blue replicas in at most n/2 bins. Since € is a constant there will be a constant number of
replicas in each bin; hence, OFF can apply the shifting lemma to place the red replicas in n/2 + ¢ bins for
some constant c¢. In total, OFF opens n + ¢ bins for placing o; consequently, the ratio between the number

of bins used by the two algorithms is at least 1.5 + %

O
From Lemmas 41, 42, and 43 we get the following theorem.

Theorem 21. The competitive ratio of HH with K classes (K > 30) is at least max(1.597,1* —€) and at

most max(1.599,1*), where I* = 1.5+ #Jr_ll), € is an arbitrary small constant value, and o = Livu(;l*lj
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The bounds in the above theorem are tight for small values of K, e.g., for the suggested value of
K = 30, the upper and lower bounds for the competitive ratio of HH almost match at 1.625. Note that
when K — oo we have a — oo and consequently the competitive ratio of HH converges to a value between
1.597 and 1.599.

7.4 General Lower Bound

In this section, we show that the competitive ratio of any online algorithm for the fault-tolerant server
consolidation problem is at least 1.37. In the proof, we build sequences that contain only items of sizes
1/6 —6¢, 1/2 + 2¢, and 2/3 + 2¢, where € is a sufficiently small constant. The replicas for these items have
sizes © = 1/12 — 3¢, y = 1/4 + ¢, and z = 1/3 + ¢, respectively. In what follows, we consider a sequence
of replicas rather than items. Consider a sequence o = g10903 in which o1, 09, and o3 are composed of
n replicas of respectively sizes x, y, and z. Here, n is a sufficiently large even integer. We compare the
number of bins used by any online algorithm A with that of OPT after packing sequences o1, o102, and
0109203.

Lemma 44. Consider the sequence o = 010203 as defined above. We have OPT(01) = n/11 4 ¢4,
OpPT(0103) < n/2+ co, and OPT(010203) < n + c3, where c1,ca, and c3 are constants.

Proof. We present an offline algorithm OFF which places blue and red replicas separately. The algorithm
places the blue replicas in a way that the size of the reserved space in each bin is just equal to the size
of largest replica in that bin. To ensure a valid packing, OFF applies the shifting lemma (Lemma 36) to
place the red replicas.

For packing o1, OFF places 11 blue replicas of size x in each bin. Hence, it opens at most n/2x1/11+1
bins for placing the blue replicas of o1 (Note that there are n/2 blue replicas in o1). There will be
an empty space of size larger than 1/12 in case of a bin’s failure. Using the shifting technique, OFF
places the red replicas in the same number of bins (within an additive constant). Consequently, we
have OPT(01) < n/11 + ¢; for some constant ¢;. For packing o109, OFF places two blue replicas of
size x with two blue replica of size y in the same bin. The total size of the replicas in the bin will be
2(1/12 —3¢€) +2(1/4 4 €) = 2/3 — 4e; hence, there is enough space for another replica of size y. OFF opens
at most n x 1/4+ 1 bins for the blue replicas. Again, it applies the shifting technique for placing the red
replicas in the same number of bins (within an additive constant). The total number of bins in such an
offline solution will be n/2 4 ¢y for some constant cs. Finally, to place the blue replicas of 010203, OFF
places one replica of size z, one replica of size y, and one replica of size z in each bin. The size of the
replicas in each bin will be 1/12 — 3¢+ 1/4+ ¢+ 1/3+ ¢ = 2/3 — ¢; hence, there is an empty space of size
1/3+ € in case of a bin’s failure. The number of opened bins for the blue replicas will be 3n/2x 1/3 = n/2.
Using the shifting technique, the red replicas can be packed in the same number of bins (again, within an
additive constant). Hence, the total number of bins will be n 4 ¢3 for some constant cs.

O

The above lemma helps us prove the following theorem:

Theorem 22. The competitive ratio of any online algorithm A for the fault-tolerant server consolidation
problem is at least 10/7.
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Figure 7.7: Potential bins after packing o;05. Note that in a fault-tolerant packing, each bin needs to
have an empty space of size at least equal to the largest hosted replica. Bins which have enough space for
a replica of size z are indicated by arrows.

Proof. Consider the packing of A after packing oi02. At this point the algorithm has placed n replicas
of size x and n replicas of size y. Figure 7.7 shows all possible bins which include replicas of sizes z and
y. Note that if a bin includes more than 6 replicas of size x, then there is no space for a replica of size
y (to host a replica of size y, a bin requires a space of size 2y > 1/2). Similarly, if a bin contains more
than three replicas of size z, then it includes no more than one replica of size y. For 1 < ¢ < 6, let a;
denote the number of bins which include 4 replicas of size z and j replicas of size y (j € {0,1,2}). Also,
for 7 < i < 11, let a; denote the number of bins which only include i replicas of size x. Finally, let by
(respectively by) denote the number of bins which include only one (respectively two) replicas of size y
(and no replica of size x). Define the following variables:

Si1=ai1
Sy =a12+az2+asz
S3=a1,0+ a2, + aso+ aso

Sy = a1 +as1+aq1
Sy = as,1 + ag,1

12
Se = aso+aco+ Y. a;

=7

The number of bins used by A to pack o7 is equal to the number of bins which include a replica of size
x. We have:

A(Oj) = ZSZ (71)

Counting the number of replicas of size z we get:
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n <81+ 35y +4853 + 4S54 + 655 + 11.5¢ (7.2)

Similarly, for packing o102 we have:

6
A(O‘la'g) = Z S; + b1 + by (73)

i=1

And counting the number of replicas of size y we get:

n=.51+25 + 54+ S5 + by + 2by (7.4)

Next, we count the number of opened bins that potentially can host a replica of size z. First, if a bin
contains more than 4 replicas of size z, it cannot include a replica of size z; otherwise, its level will be at
least 5/12+1/3 — 14e and its empty space will be at most 1/4+ 14e which is not enough for another replica
of size z. With similar arguments, a bin that contains two replicas of size y cannot host a replica of size z
and the same holds for a bin with one replica of size y and more than one replica of size x. Furthermore,
no two replicas of size z can be placed in the same bin. Hence, the number of bins which can host a replica
of size z is at most a1,0 + a1,1 + a2,0 + as,o + as,0 + b1 = S1 + 53 + b1. Except those replicas which can be
placed in these bins, for any other replica in o3 a new bin should be opened. Hence, we have:

A(o10903) > So 4+ Sq+ S5+ S + b2 +n (7.5)

Let 74 denote the competitive ratio of A. By Lemma 44, we have A(c1) < rg4 x OPT(01) = 74 X
(n/11 4 ¢1). Similarly, A(o102) <74 X (n/2+ ¢2) and A(o10203) < ra X (n+c3). Here, ¢1, o and c3 are
some constant values. From Equations (1),(2),(3),(4), and (5), we respectively get the system of equations
depicted in Figure 7.8. Since all values of S; (1 < ¢ < 6) are positive, summing all equations in that
system, we get 35/22 x r4 > 25/11 — ¢/n where ¢ is a constant. This implies that r 4 is lower bounded by
10/7 for large values of n.

O

7.5 Remarks

There is a gap between the lower bound of 10/7 & 1.42 for the competitive ratio of any online algorithm for
fault-tolerant server consolidation and the best upper bound of 1.625 given by the HORIZONTAL HARMONIC
algorithm. Closing this gap seems to be difficult considering the fact that there is still a gap between the
best upper and lower bound for the classic online bin packing problem. We conjecture that both upper
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(n/114c1) XTa > S1 +S2 +Ss3 +S4 +S5 +Se
(n/2+4+c2) XTa > S1 +S52 +S3 +S4 +Ss +S6  +b1 +b2
(n+4+c3)xra > Sa +S4 +Ss +Se +b2 +n
—%n 2 —%Sl _%SQ —%83 —%54 —%85 —356
—n = 751 7252 754 755 7b1 72()2
Baxra—fgntralei+eates) > FS +5S +135 +1325 +55s +n

Figure 7.8: Summary of the inequalities in the lower bound argument.

and lower bounds for the fault-tolerant server consolidation problem can be improved and leave it as a
future work.

An extension of the bin packing problem, called vector packing problem, has been used to address the
server consolidation problem where the load of a client is defined by a vector rather than a single value
[135]. Fields of this vector represents the amount of different resources required by the client. In order
to maintain high performance, a server should not be overload with respect to any of these fields. The
ideas presented in this chapter might be extended to provide a fault-tolerant vector packing algorithm.
Other directions for future work include considering variable sized bins (i.e., different types of servers) and
studying settings in which there are incompatibility constraints where some items are not allowed to be
placed together in the same bin.
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Chapter 8

List Update and Compression

In this chapter, we consider an application of list update in the context of compression. In this application,
a list update algorithm is used to encode a given string o. To increase the locality of the sequence, the
Burrows-Wheeler transform (BWT) can be applied before using the list update algorithm. Previous
work has shown (e.g., [29, 5, 21, 44, 1]) that careful study of the list update step leads to better BWT
compression. Surprisingly, the theoretical study of list update algorithms for compression has lagged behind
its use in real practice. To be more precise, the standard model for list update considers a linear cost-
of-access model while compression incurs a logarithmic cost of access, i.e., accessing item ¢ in the list has
cost O(4) in the standard model but ©(lg) in compression applications. These models have been shown,
in general, not to be equivalent [65]. In this chapter, we give the first theoretical proof that the commonly
used Move-To-Front (MTF) has good performance under the compression logarithmic cost-of-access model.
This has long been known in practice but a formal proof under the logarithmic cost model was missing. We
also refine the online compression model to reflect its use for compression under the advice framework. The
advice model was initially a purely theoretical construct; however, we show that surprisingly, this seemingly
unrealistic model can be used to produce better multi-pass compression algorithms. More precisely, we
introduce an ‘almost-online’ list update algorithm, called BiB, which results in a compression scheme which
is superior to schemes using standard online algorithms, in particular those of MTF and TIMESTAMP. For
example, for the files in the standard Canterbury Corpus [42], the compression ratio of the scheme that
uses BIB is 33.66 on average, while the compression ratios for the schemes that use MTF and TIMESTAMP
are respectively 34.25 and 36.30.

8.1 Introduction

List update algorithms have been extensively used for compression purposes, both directly and as a post-
processing step of the Burrows-Wheeler Transform (BWT) compression. In this application, each character
of a text is treated as an item in the list, and the text as the input sequence which is parsed (revealed) in
a sequential manner. A compression algorithm can be devised from a list update algorithm A by writing
the access cost of A for serving each character in the compressed file. Hence, the size of the compressed
file is proportional to the sum of the logarithm of the access costs of the list update algorithm. List
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update algorithms have smaller costs when the input sequence has a high level of locality (i.e., recently
requested items are expected to be requested soon again). In this context, many compression schemes
(e.g., the bZip family) apply the BWT to the input file. The result will be a reversible sequence which
has a high level of locality. The next stage is to apply a list update algorithm—in particular MTF-on the
BWT sequence. This way, a compression algorithm encodes a set of small numbers (instead of characters)
using a self-delimiting binary code, e.g., the Elias Gamma code, or an entropy code, e.g., Huffman code.
A decompressor algorithm decodes a sequence by simply reading the access costs from the compressed file
and applying the same online algorithm used for compression to maintain the list of items. Here, the online
constraint plays a critical role since for decoding the tth item in a sequence, an algorithm can only look
at the previously decoded items. This implies that, in its most basic form, an offline list update algorithm
cannot be used for compression purposes.

Although there has been a great deal of interest in theoretical analysis of the list update problem,
it is known that the standard model is not suitable for practical scenarios which include maintaining a
self-adjusting linked list [115, 112] and compression [65]. In the context of compression, as mentioned
earlier, a compressor encodes the index of an accessed item in the compressed file. Assuming that it
uses a self-delimiting binary code, it encodes an index 7 in ©(lgi) bits. However, under the standard
model, the algorithm is charged i units for accessing index . This discrepancy was first reported in [65]
where the authors introduced a ‘logarithmic model’ in which accessing an item in the ith position has
a cost of c¢lgi 4+ b, where ¢ and b are positive integers. There they observed that there are competitive
online algorithms under the standard model which are non-competitive under the logarithmic model. For
example, the algorithm MF2 which moves an item half way towards the front is known to be 4-competitive
under the standard model, while it is not constant competitive under the logarithmic model [65]. This
suggests that not all good list update algorithms are good for compression.

In their seminal paper, Sleator and Tarjan [134] proved that the competitive ratio of MTF is at most
2 for any model in which the cost of accessing an item in the ¢th position is a convex function of i. The
status of the problem is open when the access cost is concave. This is particularly the case when the access
cost is a logarithmic function of the accessed index. Although many algorithms are empirically compared
when used for compression (where encoding an index i costs ©(lgi)), as stated by Dorrigiv et al. [65], ‘it
remains an open question to determine the competitive ratios of the various list update algorithms under
the clgi+ b cost of access model’. In Section 8.2, we partially answer this question by showing that MTF
has a competitive ratio of at most 2 under the logarithmic model. This can be seen as a justification of
the empirically-observed advantage of MTF over other online list update algorithms for compression.

Recall that under the advice model for analysis of online problems, the ‘online constraint’ is relaxed
and an online algorithm receives partial information about the input sequence in the form of some advice
generated by an offline oracle. In the context of compression, the advice is included in the compressed
file to provide some hints for the list update when it is used for decompressing. This concept has been
implicitly studied in [44], where it is shown that, for context-independent sequences, switching between
members of ‘Best x of 2z’ family of algorithms and a variant of MTF might result in better compression
schemes than MTF schemes. In these schemes, the indices in which the compression algorithm is alternated
between, referred as ‘switching points’, are included in the compressed file. Providing the right switching
points which guarantees a good compression scheme is a bottleneck of that approach. In Section 8.3,
we provide a simple and fast online list update algorithm, called BiB, which receives sparse advice on
the compressed file. We empirically compare the BWT compression schemes resulting from BiB, MTF,
and TIMESTAMP algorithms on the standard corpora. We observe that the compression scheme resulting
from BIB is generally better than the schemes of MTF and TIMESTAMP. For example, for the files in
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the Canterbury Corpus, the compression ratio of the scheme that uses BIB is 33.66 on average, while the
compression ratios for the schemes that use MTF and TIMESTAMP are respectively 34.25 and 36.30.

8.2 MTF under the Logarithmic Cost Model

In this section, we show that the competitive ratio of MTF is at most 2 when accessing the item in the ith
position has a cost of clgi + b.

Theorem 23. Consider the list update problem under the logarithmic model in which accessing an item
in the ith position costs clgi + b, and a paid exchange has a cost of c. Here, b and c are constant positive
integers. The competitive ratio of MTF s at most 2 under this model.

To prove the theorem, we use the potential function method. At any time ¢, we say a pair (a, b) of items
form an inversion if a appears before b in the list maintained by MTF while b appears before a in the list
maintained by OPT. Let Iy (z) and Iopr(x) respectively denote the index of x in the lists maintained by
MTF and OPT. An inversion (a,b) has type 1 if Iyire(a) > Iopr(b) and type 2 otherwise (see Figure 8.1).
Define the weight of an inversion (a, b) to be w(a, b) = 17, where r = max{/\irr(a), Iopr(b)} and 7 =

In other words, an inversion (a,b) has weight m if it has type 1 and weight m otherwise.

_c_
In2°

We define the potential at each time ¢ as the summation of the weights of all inversions at that time,
namely, ®; = Z(z’ v) w(x,y). Consider a sequence of events where each event is defined as a set of operation
performed by MTF and/or OPT. For each event at time ¢ we define the amortized cost a; as the cost paid
by MTF for the event plus the increase in potential after the event, i.e., a; = MTF; +®; — ®;_1. So the
total cost of MTF for serving a sequence o is ), as — (®q5t — Po). The value of ®;,5; — P is independent
of the length of sequence. Hence, to prove the competitiveness MTF, it is enough to bound the amortized
cost. Let OPT; be the cost paid by OPT for event t. To prove Theorem 23, it suffices to show that for
each event we have a; < 2 OpPT;. There are four types of events, which are listed below.

e Event 1: MTF accesses an item y at index k, OPT access y at index j < k, and MTF moves y to the
front.

e Event 2: MTF accesses an item y at index k, OPT access y at index j > k, and MTF moves y to the
front.

e Event 3: After an access to an item in index j, OPT makes a free exchange.!

e Event 4: OPT makes a paid exchange.

We separately address any of the above events. We start with the following lemma.

Lemma 45. Assume MTF moves an item y to the front. The total weight of newly created inversions,
plus the total increase in the weight of the old inversions is at most T X Y 1_, %, where j is the index of y
in the list maintained by OPT.

IRecall that, under the standard model, there are optimal offline algorithms which only make use of paid exchanges [120].
Therefore, it is usually assumed that OPT does not make a free exchange. It is not clear if the same statement holds for the
logarithmic model. Hence, we consider the event in which OPT makes a free exchange.
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(a) An inversion of type 1 has weight 7/(Iyre(a) + 1) (b) An inversion of type 2 has weight 7/(Iopr(p) + 1)

Figure 8.1: The weights associated with inversions of different types

Proof. Assume there are p < j items which are before y in the OPT list (i.e., before index j) and do not
form an inversion with y before moving y to the front. Moving y to the front creates p new inversions of
the form (y,x;), each having weight 5 T Moreover, consider the inversions of the form (y, z;) which
have type 1 before moving y to the front Since z; appears before y in the OPT list, there are exactly
j —p — 1 inversions of this form. After moving y to the front, the weight of these inversions will increase
from A ey B So, the new inversions of the form (y,x) and those of the form (y, z) which had type 1

before moving y have a total weight of 7 x (2 +3 Ly 4 %) after moving y to the front. For the inversions
of the form (y, z’) which have type 2 before moving y, the weight is defined by the index of 2’ in the OPT
list. Hence, their type and weight remain unchanged when MTF moves y to the front. In sum, the total
increase in the weight of inversions which involve y will be no more than 7 x Y 7_, % For the inversions
of the form (x,z) which do not involve y, moving y to the front does not increase the weight. For these
inversions, the weight is defined either via the index of z in the MTF’s list or the index of z in the OPT list.
In the first case, moving y to the front decreases the weight of the inversion (it increases the index of x by
1 unit). In the second case, moving y to the front does not change the weight of the inversion—although
its type might change from 2 to 1, if x is located at index j of the MTF’s list before the access. O

Using the above lemma, we are ready to prove Theorem 23:

Proof of Theorem 23. For each event type, we show that a; < 20PT;. Recall that a; and OpT; are
respectively amortized cost of MTF and cost of OPT for the ¢th event.

Event 1: Assume there is an access to item y and we have k > j. MTF incurs a cost of clgk + b to
access y and move it to the front. We have:

clghk +b < élnk—&—bzrlnk—&—b§7(1+1/2+...+1/k—7)+b
n
Here, ~y is the Euler constant and we have v &~ 0.557. Let v denote the number of inversions in the form
(z,y). Among the k — 1 items which are in front of y in the MTF’s list, at most j — 1 of them are also in
front of y in the OPT list. Hence, at least k — j items give inversions of the form (x,y), i.e., v > k — j.
An inversion of the form (z;,y) has a weight ; if it has type 1, and Welght T. if it has type 2.

131,
Hence, the total weight of the inversions in the form (z4,y) is at least T x (j + jﬁ + .4 7). After
moving y to the front, all these inversions and consequently the potential decreases by a value of at least

T X (% + ]ﬁ +...+ %) Be Lemma 45, after moving y to the front, the total increase in the amortized
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cost will be at most 7 x ZLQ % So, the amortized cost of the event will be at most:

ar <T(1+1/2+...+1/k—~v)+b [upper bound for access cost)
—7(1/j+1/(G+1)...+1/k) [lower bd. for decrease in potentiall
+7(1/24+1/34+...+1/3§) [upper bd. for increase in potentiall

=702(1+1/24+...+1/5)—1—~v—1/j)+b
<7(2Inj+y—1)+b<2clgj+b=20PT;

In the above inequalities, we made use of the following inequalities that holds for all values of n:

Inn+vy<14+1/24+...41/n<lnn+vy+1/(2n)

Event 2: Assume there is an access to item y, we have k < j. MTF incurs a cost of clgk+b < clgj+b
units to access y and move it to the front. By Lemma 45, after moving y to the front, the total increase
in the amortized cost will be at most 7 x >.7_, % < clgj. So, the amortized cost of the event will be at
most 2clgj +b < 20PTy.

Event 3: Assume OPT makes a free exchange to move y closer to the front. Since OpT and MTF
make their moves simultaneously, y is in front of the MTF’s list. Hence, the free exchange by OPT does
not create new inversions, and there are no inversions of the form (z,y). All inversions of the form (y, z)
have type 2 and their weight is m If the OPT’s free exchange moves y in front of z, the inversion
is removed. Otherwise, the weight of the inversion remains unchanged. In both cases, the contribution to
the amortized cost is non-positive. For the inversions of the form (z, z) which do not involve y, moving y
closer to the front does not increase their weight. The weight is defined either via the index of x in the
MT¥F’s list or the index of z in the OPT list. In the first case, the weight of the inversion does not change;
but its type might change from 1 to 2 (if z is located at index j — 1 of the OPT list before the move). In
the second case, moving y to the front decreases the weight of the inversion (the index of z in the OPT
list increases 1 unit if y is moved to the front of z). To summarize, when OPT makes a free exchange, the
amortized cost will be non-positive, i.e., a; < 0 = OPTy.

Event 4: Assume OPT makes a paid exchange to swap the position of two items (y, z) in the list.
Assume y and z are located at indices k and k + 1 before the swap. The swap causes the indices of all
items except z to increase or remain unchanged; hence, the weight of all inversions decrease or remain
unchanged, except the inversions of the form (z, z) (x ¢ {y, z}), for which the weight might increase from
1#2 to kL-H This implies that the inversion has type 2 after the swap (otherwise the weight of inversion is
defined by the index of z in the MTF’s list and remains unchanged). An inversion (z, z) of type 2 implies
that x is located before k£ in the MTF’s list. Hence, there are at most £ — 1 such inversions. The swap

might create a new inversion of weight 71 In total, the amortized cost will be at most:

1 1 1 27
< rx|—4Gk-1)(— - — = < 2¢=20pT
a X<k+1 ( )(k+1 k+2)> S ky2 S °° OPT

Recall that OPT incurs a cost of ¢ for making a paid exchange. Consequently, for any event t, we have
a; < 20PT; which completes the proof. O
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8.3 Compression Model

In the logarithmic model for the list update problem, to rearrange the list, an algorithm has to use paid
exchanges. In the context of compression, however, an algorithm can rearrange the list free of charge.
This is because the size of the compressed file is equal to the total access cost, and not the cost involved
in paid exchanges. To resolve this issue, one might define a compression model under which an algorithm
can rearrange the whole list, free of charge. However, it can be easily verified that all online algorithms are
non-competitive under such model: An adversary can always ask for the last item in the list maintained
by an online algorithm so that it incurs a cost of [ on each request. At the same time OPT can rearrange
the list, free of charge, so that the next requested item is in the front of its list. So OPT incurs a cost of
1 on each request. This argument gives a competitive ratio of [ for lists of size [, for any online algorithm
which is the worst ratio for any algorithm. In other words, all online algorithms are equally bad under
such a model. This is because, in practice, no online algorithm can make use of the extra power provided
in the form of free rearrangements of the whole list. In fact, most existing online algorithms for the list
update problem only make use of free exchanges. To analyze these algorithms for compression purposes,
we can compare them under a model which does not allow rearrangement of the list, or allows it only
though paid exchanges. In both cases, the proof of Theorem 23 can be applied to state that MTF is a
constant competitive algorithm.

One way to leverage the true power of list update algorithms for compression purposes is to provide
them with some insight about the structure of the input sequence. This can be done by including a set
of advice bits in the compressed file which encode some information about the encoded sequence (and,
consequently, how it should be decompressed). As an example, consider a compression scheme that runs
both MTF and TIMESTAMP on an input sequence and selects the better algorithm to compress the file (i.e.,
writes the access costs of that algorithm in the file). To be able to decompress, it is sufficient to include a
single bit of advice in the compressed file which indicates the algorithm used to compress the file. Based
on this idea, we introduce a simple yet effective compression algorithm, called Best-In-Block (BIB).

8.3.1 BIB Algorithm

It is well-know that, for sequences with high levels of locality (e.g., a BWT transformation of a text file),
MTF generally outperforms other online algorithms [17, 4, 65]. However, even for these sequences, in many
occasions TIMESTAMP is better than MTF. Based on these observations, BiB applies the better algorithm
(between MTF and TIMESTAMP) for subsequences of a large sequence.

To compress a given sequence (file) o, BIB divides the sequence into blocks? of fixed size 3. For each
block, it computes the cost of both MTF and TIMESTAMP for compressing that block, and uses the better
algorithm to compress it. More precisely, the access cost of the better algorithm is added to the compressed
file. Moreover, for each block, a single bit is added to the file to indicate which algorithm has been used
to compress the block. This way, the overhead of including the advice in the compressed file resulted by
BiB is [n/8], with the size of the block also included as a part of the advice string.

The performance of BIB is dependant on the block size (8). When compressing a file, in theory, we can
test all values of 8 and select the value which results in the smallest file size. However, this results in a slow

2This notion of block should not be confused by the blocks defined for BWT transform. In our experiments, the blocks
for BTW transform have a size of 9 x 10° bytes; consequently, there is a single BWT block for all studied files.
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compression algorithm. We cannot use a straightforward binary-search method to find the ‘best’ value of
B since the size of the compressed file is not a unimodal function of 3, i.e., there is a chance of selecting
local minimum values for § which are far from the best achievable value. We suggest the value of 8 be
selected through a linear sampling of all values in the range (1,n), where n is the number of characters in
the file. The number of samples gives a compromise between the size of the compressed file and the speed
of the compressor. In our experiments, we took a small number of candidate values which were linearly
distributed in the domain of 3, i.e., numbers smaller than n. This was followed by a quick sequential linear
search for improving the selected candidate.

8.3.2 Experimental Results

In this section, we compare the performance of BiB with that of MTF and TIMESTAMP through an experi-
mental study. In the context of compression, it has been observed that MTF and TIMESTAMP outperform
other list update algorithms. Hence, we do not include other algorithms in our comparison. We test
algorithms on Calgary and Canterbury corpora, which are the standard benchmark for comparing com-
pression algorithms. As is the case for practical compression schemes, we run our list update algorithms
as a secondary stage after applying BWT on the input files. We treat the resulting files as a sequence of
ASCII characters, and assume the list of the characters is initially sorted in the order of appearance in the
ASCII table. When applying MTF, TIMESTAMP, and BIB on the input sequence, we include the access
cost (i.e., the index of the accessed item) in the compressed file. In doing so, we use the Elias Gamma
coding to encode an index ¢ using 2|lgi| + 1 bits. For the BIB algorithm, we also encode the value of
(block size) using the Elias Gamma coding. To select the block size (8) for the BiB algorithms, we used a
fast linear sampling. Depending on the file size, we took 5 to 10 samples in the range (5, n), where n is the
length of the input sequence. This was followed by a local search close to the best observed value of 5 (5
random samples). It should be mentioned that our focus is on comparing the effect of different list update
algorithms for compression; consequently, we have not applied any optimization used after applying the
list update algorithms, in the presumption that all schemes equally benefit from these post-optimization
techniques.

Table 8.1 gives a summary of the results. It can be seen that the compression ratio (the ratio between
the compressed and the original files, scaled by 100) is smaller (i.e., better) when the BIB algorithm is used
compared to when MTF or TIMESTAMP are used. The only exceptions are ‘progp’ and ‘fields.c’ for which
the overhead of including the advice bits results in slightly worse compression schemes. On average, for
the files in the standard Canterbury Corpus, the compression ratio is 33.66 when BIB is used, while the
average compression ratios of MTF and TIMESTAMP schemes are respectively 34.25 and 36.30. Similarly,
for the Calgary Corpus, on average, the scheme that uses BIB has a better compression ratio of 36.54
compared to respectively 36.99 and 39.31 ratios of MTF and TIMESTAMP. For perspective, we have also
included compression ratios of a few of some commonly used compression algorithms in Table 8.1. These
are bzip-6, gzip-b, and huffword2. The entries are taken from the Canterbury corpus website [42] (note
that some entries are not reported). bzip6 is a successor of bzip2 and is based on BWT and MTF. gzip-b
is a combination LZ77 (Lampel-Ziv) and Huffman coding. huffword2 is a word-based model based on
Huffman coding. Note that even without any optimization, the compression schemes which are based on
list update algorithms outperform huffword2. It is expected that, replacing the MTF with BIB in bzip6,
the resulting compression scheme would outperform bzip6.

Recall that we have used a relatively fast compression algorithm which only takes a small number of
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original file MTF TS BIB bzip-6 | gzip-b | huffword2 | block | compressed file | advice cost
file name size (bytes) Size size (bytes) (bits)
‘ Canterbury Corpus ‘

alice29.txt 152089 33.1365 | 33.4278 | 32.2351 | 28.13 | 35.63 38.63 49 49026 3115
asyoulik.txt 125179 36.9751 | 37.0797 | 35.8295 | 31.38 | 39.00 44.88 32 44851 3923
cp.html 24603 36.1582 | 39.3692 | 35.955 30.50 | 32.38 63.13 76 8846 337
fields.c 11150 30.0717 | 34.9686 | 30.0987 | 26.13 | 28.00 52.75 1628 3356 28
grammar.lsp 3721 35.125 | 41.1986 | 35.0175 | 31.88 | 33.13 59.25 73 1303 64
kennedy.xls 1029744 39.2399 | 38.5065 | 38.4435 | 11.25 | 20.38 61.63 1035 395870 1016

lcet10.txt 426754 30.7627 | 31.0118 | 29.9367 | 25.00 | 33.88 33.50 42 127756 10172

plrabnl2.txt 481861 36.1451 | 35.4152 | 34.7567 | 29.88 | 40.38 40.75 38 167479 12692
ptth 513216 20.156 | 19.5808 | 19.5797 | 9.63 10.25 25.38 519 100486 1008
sum 38240 37.5732 | 41.8279 | 37.0868 | 32.63 | 33.38 86.88 62 14182 628
xargs.1 4227 41.4242 46.96 | 41.4242 | 39.13 | 41.38 70.88 55 1751 88

‘ Calgary Corpus ‘

bib 111261 30.5013 | 32.3195 | 30.1948 | 24.38 | 31.38 50.00 117 33595 964

bookl 768771 35.7117 | 34.6887 | 34.1462 | 31.13 | 40.63 38.75 39 262506 19724
book?2 610856 31.1388 | 31.4832 | 30.5859 | 25.75 | 33.75 37.13 507 186836 1222
geo 102400 79.251 | 78.4229 | 77.8457 | 56.00 | 66.75 113.25 211 79714 501
news 377109 36.2137 | 38.6721 | 35.6995 | 31.38 | 38.25 51.38 38 134626 9935
objl 21504 57.2359 | 59.8726 | 56.5895 | 48.38 | 48.00 99.88 46 12169 479
obj2 246814 37.9043 | 41.9093 | 37.8098 | 30.75 | 32.88 71.50 121 93320 2053
paperl 53161 34.7191 | 37.6855 | 34.388 30.75 | 34.88 53.00 59 18281 913
paper2 82199 34.869 | 36.0369 | 34.2303 | 30.25 | 36.13 45.88 88 28137 948
paper3 46526 37.7724 | 39.7176 | 37.076 - - - 52 17250 906
paper4 13286 41.3367 | 44.6937 | 40.9303 - - - 34 5438 402
paperb 11954 42.3624 | 46.863 | 42.2118 - - - 17 5046 713
paper6 38105 35.2552 | 38.8558 | 35.1371 - - - 84 13389 467
pic 513216 20.156 | 19.5808 | 19.5797 | 9.63 10.25 25.38 519 100486 1008
progc 39611 35.0711 | 38.5247 | 34.9221 | 31.25 | 33.50 56.88 85 13833 480
progl 71646 26.3295 | 29.4308 | 26.2974 | 21.50 | 22.50 37.75 221 18841 340
progp 49379 26.0313 | 30.2193 | 26.0394 | 21.38 | 22.63 38.50 6030 12858 34
trans 93695 24,1176 | 28.6867 | 24.0984 | 18.75 | 20.13 46.13 475 22579 215

Table 8.1: The compression ratios (percentage) for different compression schemes for Canterbury and
Calgary corpora. Except for two files, BIB outperforms MTF and TIMESTAMP. The blocks size, compressed
file size, and the length of advice string for BIB are also included. Note that the advice cost is relatively
small compared to the total size of the compressed file.

samples to find an appropriate value of 8. Spending more time on finding better values for 8 (by taking
more samples) slightly improves the performance ratio of BiB. Also, note that the sampling algorithm
has selected relatively small values for §. This implies that BiB frequently changes strategy from MTF
to TIMESTAMP and vice versa. The only exceptions are ‘progp’ and ‘fields.c’, for which MTF has a big
advantage over TIMESTAMP, and it is very unlikely that TIMESTAMP offers any advantages over MTF for
any of the blocks; consequently, a large value of 3 is selected to decrease the overhead in including advice
bits. Yet even that overhead causes BIB to have a slightly worse compression ratio than MTF though the
difference in practice is negligible.
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8.4 Remarks

We proved formally that MTF is competitive under the logarithmic model. It would be interesting to
investigate if the same holds for other list update algorithms but this remains as future work. We con-
jecture that TIMESTAMP and its related family of algorithms are also constant competitive under the
logarithmic model.

BIB might be the simplest algorithm which makes use of some advice included in the compressed file.
Even this simple algorithm results in a compression scheme which is better than MTF and TIMESTAMP
schemes. Although the improvement is small, it is on par with other engineering improvements for known
compression schemes and it might shine light towards providing more sophisticated algorithms with advice
that offer more significant improvements.
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Part V

Conclusions
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Chapter 9

Conclusions

In this thesis, we considered some alternative methods for finer analysis of online bin packing and list
update problems. We theoretically and also experimentally analyzed these problems to close the gap
between the existing theory and observations made in practice. We also studied the problems under new
models and assumptions which are more realistic for certain applications of these problems.

In Part II, we introduced bin packing algorithms that have better competitive ratios than BesT FIT
and FIrsT FIT algorithms. At the same time, they have comparable average-case behavior to BesT FiT
and FIrsT FiT. In other words, we show that the competitive ratio of major bin packing algorithms can
be improved without giving up on the average-case performance. The current champion among the bin
packing algorithms is HARMONIC++ with a competitive ratio of 1.588. Whether this algorithm can be
modified to boost its average-case performance remains an open problem.

In Part III, we considered bin packing and list update problems under the advice model of complexity.
Our interest in studying the advice framework is mainly theoretical. However, this model is expected to
find applications in practice; we observed such an application in the context of list update and compression
in Chapter 8. We answered several questions about the advice complexity of bin packing and list update.
In both cases, we proved (almost) tight upper and lower bounds to achieve optimal solutions. We also
presented algorithms that break the lower bounds on competitive ratio of any online algorithm by receiving
advice of sub-linear size (logarithmic-size advice for bin packing and constant-size advice for list update).
In the case of the bin packing problem, we proved that the competitive ratio can be further improved with
advice of linear size.

In Part IV, we considered the real-world applications of the two problems. In Chapter 7, we studied the
online server consolidation problem as a fault-tolerant variant of the bin packing problem. An application
of this problem is earlier studied for tenant placement in the Cloud [127]. We investigated the theoretical
aspects of the problem under the framework of competitive analysis and presented upper and lower bounds
for the competitive ratios of two existing heuristics for the problem. As an alternative to these heuristics,
we presented a simple algorithm that runs in linear time and is faster than its counterparts. The compet-
itive ratio of the new algorithm is no more than 1.625 which is better than the other algorithms whose
competitive ratios are lower-bounded by 2. Finally, we proved a general lower bound of 10/7 > 1.42 for
the competitive ratio of any online algorithm.
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In Chapter 8, we considered an application of list update algorithms for compression purposes. We
observed that the standard model for the list update is not suitable for studying the existing algorithms in
the context of compression. We studied the compression model in which accessing an item at index ¢ has a
logarithmic cost rather than linear cost. We showed that Move-To-Front is competitive under this model;
this indicates that MTF works well for compressing all files, even those generated adversarially. Whether
the same statement holds for other list update algorithms remains an open question. We also introduced
a new compression scheme which is based on including some bits of advice in the compressed file. We
experimentally observed that this scheme outperforms other compression schemes which are based on the
list update algorithms. Further investigation on how advice can be helpful for compression remains as a
future work.
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