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Abstract

A major challenge to cold regions hydrology and northern water resources management lies in predicting
runoff dynamically in the context of warming-induced changes to the rates and patterns of ground thaw
and drainage. Meeting this challenge requires new knowledge of the mechanisms and rates of ground
thaw and their implications to water drainage and storage patterns and processes. The study carries out to
evaluate the concept of energy-based runoff in the perspective of ground heat flux, soil thaw and liquid

moisture content, tortuosity of snow-free area, preferential flow and discharge of the hillslope.

Based on field measurements, coupled energy and water flow is simulated in the Area of Interest (AQOI)
with a half-hour time interval by the distributed hydrological model, GEOtop. In the field, the saturated
hydraulic conductivity varies exponentially between the superficial organic layer and the underlying
mineral layer. In the simulation, the parameters of the soil physical properties are input by fourteen
uneven layers below the ground surface. Starting from the initially frozen state, the process of soil thaw is
simulated with dynamic variables such as soil liquid moisture and ice content, hydraulic conductivity,
thermal conductivity and heat capacity. The simulated frost table depths are validated by 44-point
measurements and the simulation of point soil temperature is also compared to data measured in an

excavated soil pit.

As a result, the frost table topography is dominated by both the snow-free pattern and the energy fluxes
on the ground surface. The rate and magnitude of runoff derived from snow drift and the ice content of
frozen soil is greatly influenced by the frost table topography. According to the simulation, the frost table
depth is closely regressed with the ground surface temperature by a power function. As soil thawing
progresses, ground heat flux reduces gradually and the rate of soil thaw becomes small when the frost
table descends. Along with the snow-free area expanding, the average soil moisture of the AOI increases

prior to that time when the average frost table is less than 25 cm deep.



The snow-free patches expand heterogeneously in the AOI, which causes the spatial and temporal
variation of hydraulic conductivity due to the non-uniform frost table depth. According to the simulation,
the transit time of the flow through the AOI decreases to the shortest span on May 13 with the average
frost table of 10 cm. Before this date, the time lag between snowmelt percolation and slope runoff is about
8-10 hours; while after this date, the time lag is no more than 5 hours. The pattern of the preferential flow
in the AOI highly depends on the frost table topography. When the snow-free patches are widely scattered
and the average frost table is between 0 and 10 cm, the preferential flow paths are inhibited. With soil
thaw progresses, the preferential flow paths are prominent with the largest single contributing area
occurring when the average frost table is between 10 cm to 15 cm. When the average frost table reaches

25 cm, the importance of preferential flow is not apparent, and matrix flow prevails.
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Chapter 1

Introduction

1.1 Research Problem

North-western Canada is one of the most rapidly warming regions on Earth [Johannessen et al., 2004;
Serreze, 2000]. There is mounting evidence that this warming is affecting the region’s water
resources. For example, the frequency of mid-winter melt events has increased, end-of-winter melt
occurs earlier, and key hydrological and climatic variables, such as snowpack depth, river discharge,
and seasonal precipitation, have deviated from long-term means. These changes have been
accompanied by changes to seasonal ground thaw and drainage regimes in organic soils overlying
permafrost. This introduces considerable uncertainty about the future availability of northern
freshwater resources since the pattern and depth of ground thaw often controls water storage and
drainage processes. A major challenge to cold regions hydrology and northern water resources
management lies in predicting runoff dynamically in the context of warming-induced changes to the
rates and patterns of ground thaw and drainage. Meeting this challenge requires new knowledge of
the mechanisms and rates of ground thaw and their implications to water drainage and storage

patterns and processes.

Since only a small fraction of permafrost basins in Canada are gauged, understanding the impact of
climate warming and human disturbance on the runoff response of permafrost basins requires
improved conceptualisation of hydrological processes. The predictive tools currently available to
northern water managers are largely based on the variable source area concept [Hewlett, 1967] of
runoff generation that assumes runoff to streams is supplied mainly by the overland-flow from
topographically-controlled saturated source areas that expand and contract in response to soil
moisture variations. However, this concept and the subsequent refinements that describe the
associated runoff mechanisms [Beven, 1979; Bishop, 1991; Soulis, 2000; Spence, 2002; Weiler,
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2004; Tromp-van Meerveld, 2006] do not explicitly account for permafrost, a feature that profoundly
affects catchment hydrological response by confining flow and storage processes to the overlying
active layer. They also do not account for the depth-variable transmission properties [Zhang, 2008],
large water-holding capacity [Slaughter, 1979; Carey, 2001], and high frozen and unfrozen infiltration
rates [Hinzman, 1993] of organic soils that far exceed snowmelt and rainfall input rates and therefore
allow little or no runoff over the ground. The effects of the large and spatially-variable end-of-winter
snow storage [Church, 1974; Woo, 1986] are also often neglected in the interaction between snow
and its frozen substrate. A new unifying concept that explicitly accounts for these factors is needed to

form the basis of improved runoff prediction tools for the vast regions of organic-covered permafrost.

1.2 Background

Based on field studies of a wide range of organic-covered permafrost terrains throughout the
Canadian Arctic, including taiga, arctic and alpine tundra, and boreal forests and wetlands, a new
energy-based runoff (EBR) framework was developed [Quinton, 2008] for delineating the runoff
contributing areas in such environments. Since these environments support a similar suite of peat-
forming species, there are strong similarities in the hydraulic [Carey, 2007; Quinton, 2008] and
thermal [Hayashi, 2007] properties of their organic soils, which promotes the transferability of the
new framework. The locations of runoff producing areas have been shown to persist from year to year
(2003 to 2009) since the spatial patterns of snow accumulation, snowmelt, and active layer thaw are
controlled largely by the spatial variation in aerodynamic and radiant energy. This established local
characteristic, in turn, is controlled by surface topography, namely aspect and slope angle. While
traditional theories of runoff generation may apply to flat, homogeneous tundra, any degree of
topographic variation can introduce substantial variations in radiation and aerodynamic energy, which
in turn affects snow accumulation and melt, active layer thaw, soil moisture, evapotranspiration, and,

therefore, the volume and timing of runoff.



1.2.1 Hydraulic Properties

The saturated hydraulic conductivity (Ks) profiles of the organic soils overlying permafrost exhibit a
uniformly high and low Kj in the upper and lower layers of the peat profile, respectively, separated by
a transition zone in which K decreases by several orders of magnitude with depth. Ky is a continuous
function of depth below the ground surface [Quinton, 2008], and this attribute is incorporated into the
Cold Region Hydrologic Model (CRHM), MEC Simulator for Hydrology (MESH), GEOtop and
other simulation models. The analysis of high-resolution three dimensional (3D) tomographic images
combined with laboratory measurements of hydraulic conductivity on the same peat samples provided
important insight into how moisture flow and redistribution processes vary with soil water pressure
[Quinton 2009]. The analysis of 3D images also defined values for key thermal and hydraulic
properties of peat, including some (e.g. shape factor) hitherto believed to be unmeasurable by direct

means [Rezanezhad, 2009].

1.2.2 Thermal Properties

Given the depth-dependency of K, the frost-table topography not only defines the spatial pattern of
ground thaw, but it also defines the spatial distributions of K and hydraulic gradients, and reveals
preferential paths and local drainage directions [Quinton, 2008]. The ground thaw depth is strongly
correlated with cumulative ground heat flux [Quinton, 2007], and thus the spatial pattern of thaw
mirrors the pattern of snowcover removal [Waddington, 2008]. Since organic-covered permafrost
terrains support a similar suite of peat-forming species, the hydraulic properties [Dornes, 2008;
Wright, 2008] and thermal properties [Hayashi, 2007] of the soils in these terrains are similar, which
adds to the transferability of the energy-based concept. The soil thaw rate over hillslopes can be
accurately simulated from the areal depletion of the snowcover [Wright, 2008]. By simulating
snowmelt and soil thaw spatially on a >25 000 m* hillslope at Granger Creek (located in the Wolf
Creek Research Basin) using the TONE model, information unobtainable at the point and plot scales,

such as the spatial and temporal patterns of flow-zone K, tortuosity of flow paths and slope-
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integrated drainage rates were obtained [Quinton, 2009]. The transit times of major runoff paths and

their seasonal variations were also defined [Wright, 2009].

A simple heat-conduction model was developed [Hayashi, 2007] to simulate the downward
movement of the frost table with ground thaw. Simulations were compared with the heat flux
measured simultaneously using the calorimetric, gradient, and flux-plate methods. The majority
(>86%) of ground heat flux was used to melt the ice in the active layer, and soil temperature was
shown to have a linear profile from the ground surface to the frost table when averaged over several
days. Assuming a linear temperature profile, this new method calculates the daily rate of thaw from
ground surface temperature and bulk thermal conductivity, where the latter is determined by soil
water content. Simulated depths to the frost table during three thaw seasons (2003-2005) matched
closely with the observed data for two contrasting ground-cover types with distinctly different thaw
rates. This method can be easily incorporated into hydrological models. When coupled with a mass
flow algorithm, it is a powerful tool for simulating hillslope drainage in organic-covered permafrost
terrains and for evaluating the effects of topography and ground cover on the temporal and spatial

variability of the frost table depth.

1.2.3 Coupled Thaw and Drainage Processes

The active layer is that portion of the soil above permafrost that thaws and freezes seasonally. The
active layer is saturated or nearly saturated with ice and ~15% (volumetric) unfrozen water, at the
onset of snowmelt runoff in the spring [Quinton, 2005]. The upper surface of the frozen, saturated soil
is impermeable to infiltrating meltwater, and when the ground is thawing, this surface coincides
closely with the zero-degree isotherm (i.e. frost table) [Quinton, 2009] and represents the lower
boundary of the sub-surface flow zone (the thawed portion of the saturated soil that conducts runoff).
Since the saturated, horizontal hydraulic conductivity, K, decreases by several orders of magnitude
with depth [Quinton, 2008; Carey, 2005], the depth of the relatively impermeable frost table is

critically important in controlling the rate of subsurface drainage from hillslopes. The accurate
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estimation of this flux therefore requires the depth of thaw to be known so that an appropriate value

of K can be assigned.

1.2.4 Multi-scale Thaw-drainage Response Modelling

At the slope scale, strong correlations have been demonstrated between the cumulative ground heat
flux (or indices of the latter, such as cumulative ground surface temperature) and the depth of thaw
[Quinton, 2005]. The spatial pattern of thaw therefore mirrors the pattern of snowcover removal as
demonstrated in [Quinton, 2009]. This close coupling of soil thaw and drainage at the slope scale has
led to a new conceptual understanding of drainage from organic-covered permafrost hillslopes that
emphasises the importance of not only the frost table depth but also the frost table topography. Given
the depth-dependency of K, the frost table topography also defines the K; and hydraulic gradient
spatial distributions. The frost table topography also reveals local subsurface drainage directions and
patterns and the locations of preferential paths [Quinton, 2008]. A modification to the fill and spill
hypothesis for organic-covered permafrost was proposed [Wright, 2009]. Feedback relationships
between thaw and drainage also occur at smaller scales such as along preferential paths. Preferential
flow leads to preferential thaw along the drainage channel resulting in a local thaw depression toward
which subsurface water drains, producing a local area of elevated soil moisture content and, therefore,
increased bulk thermal conductivity of the peat. More thermal energy is transferred downward from
the ground surface, further deepening the thaw depression and further drawing local subsurface

drainage from surrounding areas.

Simple Fill and Spill Hydrology (SFASH), a quasi-3D coupled heat and water transfer model
simulates the feedback between thawing of the active layer and runoff [Wright, 2009]. This is a novel
application of the fill-and-spill hypothesis for organic-covered permafrost since, unlike surface water
impounded by bedrock, water stored in frost table topographic depressions can be released (i.e.
‘spilled’) due to melt-out of the impounding ground ice without precipitation forcing as the frost table

topography evolves with soil thaw. Information unobtainable at the point and plot scales, such as the
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spatial and temporal patterns of K, tortuosity of flow paths and slope-integrated drainage rates, was
obtained using the TONE model. A high-resolution (LiDAR) digital elevation model (DEM) was
combined with energy distribution maps to derive the spatial distribution of ground thaw energy.
Ongoing research is focussed on modifying the spatially-distributed hydrological model GEOtop to
test the proposed Energy-Based Runoff (EBR) framework for predicting slope and basin runoff at

Granger Basin (alpine tundra).

1.3 Approach

The overall objective of this research project is to evaluate the energy-based concept of runoff
generation for organic-covered permafrost hillslopes and drainage basins. This will be accomplished

from complementary field observations, image analysis and numerical modelling.

1.3.1 Complementary Field and Modelling Studies

The snowmelt runoff period involves the overlapping processes of snowmelt and ground thaw that
result in the complete removal of snow and complete thaw of the organic soil layer. Three stages of
the snowmelt runoff period can be identified in the research basin. In the first stage, the ground is
completely covered by snow. The cold content of the accumulated snow is compensated by the net
positive energy input as the snow cover ripens and the physical properties of snow pack change, but
no meltwater is observed to flow out. The snow pack becomes wetter, and the grain size of the ice
crystal enlarges, especially close to the ground. In the second stage, snowmelt percolation fills up the
organic layer due to the impermeable nature of frozen mineral soil, forming a perched saturated zone
and initiating runoff. The stream flow begins to increase continuously with melting of snow cover.
Soil thaw occurs in the snow free patches, but not below the remaining snow. The spatial and
temporal variability of soil thaw may influence the water storage and drainage pattern. The peak of
the spring freshet takes place weeks before the snow drift is completely melted. In the last stage,

when the frost-table descends below the organic layer, the thermal condition of the hillslope



contributes less to the lateral flow. Water storage in the active layer sustains subsurface flow, while
simultaneously recharged by snow drift melt water. Stream flow keeps a relatively high level for

some time similar to the recession of a flood.

The coupling of heat and water flow complicates hydrological predictions. However, simulation of
coupled heat-mass flow processes is necessary to improve the representation, accuracy and
application of the hydrological model in cold regions. In different dimensions, the spatial and
temporal features of the energy and water flow process are described by reasonable
conceptualizations. The meso-scale hydrological models (~100 m) are based on the lumped
Hydrological Response Unit (HRU), and therefore water flow is computed in intra- and inter-HRU
and the energy flow is computed in intra-HRU. The micro-scale hydrological models (~10 m) are
based on a DEM grid, and the energy and water flow process can be computed on both the intra- and

inter-grids.

This study is focused on coupled energy and water flow in the seasonally-thawed (i.e. active) layer.
The micro-scale hydrological model, GEOtop, will be applied to integrate energy and water
simulation using conservation equations. In the model, parameters such as ice and liquid water
content, and soil temperature are integrated in the calculation of hydraulic conductivity, thermal
conductivity and heat capacity of the soil. As well, thermal algorithms have been developed in the
model, including snow free patches followed by preferential thaw and freezing-point depression of
the frozen soil. The adequacy of modelling is supported by field observations and aerial photographs

which supply the initial conditions and validate the simulation.

1.4 Objectives

The field measurements and numerical Modelling focus on characterizing the spatial patterns of
snowmelt, ground thaw and hillslope drainage, and understanding the processes controlling the

feedbacks among them. The four objectives of this study are:



to evaluate the relative importance of thermal conduction and advection for seasonal
ground thaw rates. Both thermal conduction and advection contribute thaw energy to the

active layer, yet their relative importance is not well understood.

to investigate how preferential thaw influences factors important to preferential flow.
Specifically the hydraulic conductivity of the thawed, saturated layer that conducts sub-

surface runoff, and the depth-integrated soil moisture will be examined.

to evaluate the relative importance of the pattern of snow-cover removal and hillslope
topography in controlling the location of preferential paths. Preferential flow refers to
paths that conduct a relatively high proportion of water compared to the average flow through
the lower-most row of cells within the area of interest (AOI). The preferential flow is

delineated based on the frost table topography.

to evaluate the influence of ground thaw on slope drainage. This objective demonstrates
variations in subsurface flow rates over the thaw season as the active layer in the AOI

develops, and examines the causes.



Chapter 2

Study Site

The study was conducted at Granger Creek (60°32° N, 135°18” W), which is located within the Wolf
Creek Research Basin, 15 km south of Whitehorse, Yukon Territory, Canada (Figure 2.1). The study
area is within the Cordilleran climate region, and characterized by a large temperature range, low
relative humidity and low precipitation. The average annual temperature is approximately -3 °C. The
mean annual January and July temperatures at Whitehorse Airport (elevation 706 m a.s.l.) are -17.7°C
and +14.1°C. An Arctic inversion develops during the winter months when air temperature increases
with elevation. The mean annual precipitation is 267.4 mm, of which 122 mm falls as snow (1971-
2000). However, the precipitation at Whitehorse Airport may underestimate basin precipitation by
25% to 35% [Pomeroy and Granger, 1999]. Granger Basin drains an area of approximately 8 km? that
ranges in elevation from 1310 m to 2250 m (a.s.l.). The main river valley trends west to east at lower
elevations, resulting in predominantly north- and south-facing slopes. Permafrost is found under
much of the north-facing slopes and at higher elevations, whereas seasonal frost predominates on

southerly exposures.

Throughout the basin, the ground surface is composed of a continuous cover of Sphaghum moss and
various herbs, sedges, grasses, and lichens. Some woody vegetation is present, including willow
(Salix spp.) shrubs and a few scattered white spruce (Picea glauca) trees. The channel and riparian
zones are covered by 2 m to 3 m high willow and birch (Beula nana) shrubs, which extend up the
slopes but decrease in density and height with elevation. In the mid-slope region, the shrubs are 0.5 m
to 1 m high and scattered, and along the upper slope, only occasional patches of dwarf (<0.5 m)
shrubs occur. A few scattered white spruce trees occur within the basin, which is above the treeline

(Treeline is located roughly at 1300 m).



Figure 2.1 Area of Interest (AOI) in Granger basin located downslope of a late-lying snowdrift

on the north-facing slope

The north-facing slope near the outlet of Granger Creek (Figure 2.1) is underlain by a 15 m to 20 m
thick permafrost layer (Pomeroy and Granger, 1999). The length of the slope from its crest to the
stream bank is approximately 150 m. Each year, a deep (>2 m) snow drift forms on the upper part of

the slope and persists for 3 to 4 weeks after the disappearance of the surrounding snow cover.

The thickness of the organic soil decreases with distance upslope from ca. 0.4 m in the valley bottom
to ca. 0.08 m near the crest. Approximately 31% (by weight) of the underlying mineral sediment is
comprised of particles with a diameter of less than 2.00 mm [Quinton et al., 2005]. The soil,
described as a sandy loam, is composed of 57.8% sand (<2.00 mm, >0.053 mm), 33.8 silt (<0.053
mm, >0.002 mm), and 8.5% clay (<0.002 mm). The soil representative of the superficial sources is

glacial till ranging in depth from 0.8 m to 2.8 m (commonly 2 m) and the depth to bedrock ranges
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from 5 m to 30 m (Seguin et al. 1998). The average soil densities range from 1440 to 1900 kg/m? in

dry conditions and 1750 to 2165 kg/m® in wet conditions.

Overland flow was not observed anywhere on the hillslope during the study, so hillslope runoff was
assumed to be conveyed totally through the active layer. The maximum active layer thickness ranged
from ca. 0.4 m at the slope crest to greater than 1 m near the slope base. At the time when the study
slope ground surface becomes snow free, the relatively impermeable frost table is typically within
0.05 m of the surface. It then descends through the soil profile as the active layer thaws. The average
saturated, horizontal hydraulic conductivity values of the organic soil were measured using tracer
tests. These values decreased from ca. 40 m d™* at 0.1 m below the ground surface to ca. 0.85 m d™* at

0.3 m depth [Quinton and Gray, 2003].
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Chapter 3

Field Methods

3.1 Field Measurement

3.1.1 Snow Transect Surveys

In each of the 2008 and 2009 melt seasons, the snow water equivalent (SWE) was surveyed from the
crest to the foot of the north-facing slope. For forty-eight days from April 19 to June 4, 2008, and
thirty-eight days from April 29 to June 4, 2009, the snow depth at five-meter intervals and snow
density where the snow depth was less than 1.5 m were measured with a snow scale and tube along
three transects A, C and F (Figure 3.1). Transects A, C and F contain 28, 29 and 32 points,

respectively.

Figure 3.1 Schematic of location of all measurements on north-facing slope

According to the snow transect surveys, a snow drift accumulates on the upper north-facing slope in
winter, where the snow depth is between 1 m to 2 m. The snow depth on the top plateau is shallowest,

which ranges from 0 cm to 50 cm. The snow cover on the lower north-facing slope is in the range of
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50 cm and 1 m. The drift persists for several weeks after the snow cover on the south-facing slope and

valley has already disappeared.

When the snow free soil appeared on the measurement point, the frost table (FT) was surveyed
instead of the snow depth along the three transects. Additionally, on May 18, 2009, the frost table was
measured along a new transect - Transect P, which contains seven points. The ground thaw depth was
measured using a graduated steel bar that was inserted through the thawed layer to the depth of
refusal. Therefore, the transect surveys embody the information on decreasing SWE and increasing

frost table on the measured points.

3.1.2 Snow Pits

Three snow pits were dug in the deepest areas of the snow drift, which are indicated by the blue stars
in Figure 3.1. Each day, the depths of the pits were measured, and every three days, the physical
properties of each pit — snow grain size, density, temperature, and hardness — were measured
manually in several layers along the snow profile. Further in 2009, a snow lysimeter was installed in
each of the pits; and the meltwater volumes of the three lysimeters were counted at 15-minute
intervals using a tipping bucket and CR200 data logger (Figure 3.2). Additionally, in snow pit #2,
time-domain reflectometer (TDR) sensors were inserted laterally at six depths of the snow wall to
measure the liquid moisture fluctuation. The program of CR200 data logger for tipping bucket and

TDR is provided in Appendix A.
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Figure 3.2 lysimeter and tipping bucket in snow pit #1

3.1.3 Photographs

For the duration of the field measurement period, the north-facing slope was photographed daily
using a Cannon PowerShot S5 IS camera. The photographs were taken from a fixed position of the
south-facing slope at approximately about 10am each day and the camera settings were kept the same
for all photographs. The main factors that influenced the quality of the images was atmospheric
conditions. In total, 39 useful images were obtained from April 20 to June 4, 2008. Similarly, 35
valid images were acquired from April 27 to June 4, 2009. After georeferencing, the resolution of the

photographs corresponded to a pixel size of 0.1 m x 0.1 m.

Using the photographs, the area of interest (AOIl) is indicated by the dotted red line in Figure 3.1,
which has an area of 10740 m? (179 m x 60 m). The snow drift above the AOI is shown by the dotted
blue line, which has an area of 6265 m® (179 m x 35 m). Snow transects measurements in the snow

drift area and the AOI are applied to interpolate the snow cover distribution.

3.1.4 Soil Pit

The soil pit was located approximately in the center of the AOI, which is indicated by the red star in

Figure 3.1. At this point on the north-facing slope, the upper 0.15 m was composed of living and
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lightly decomposed fibric peat overlying a lower 0.19 m thick layer of sylvic peat containing dark
woody material and the remains of mosses, lichens, and rootlets. The lowest 0.06 m was composed of
mineral sediment. Volumetric soil moisture sensors (Campbell CS615, accuracy +3%) were installed
in the pit face at 0.02, 0.05, 0.10, 0.20, 0.30 and 0.40 m below ground surface, and soil temperature
sensors (Campbell 107B, accuracy +0.2 °C) were installed in the pit face at 0.02, 0.05, 0.075, 0.10,
0.15, 0.20, 0.25, 0.30, 0.35 and 0.40 m below ground surface. The measurements were made every

minute, averaged and recorded on a Campbell Scientific CR10X data logger every half hour.

3.1.5 Water Pressure Transducers

Three water pressure transducers (Global Water WL16) were installed in 2009 beside Transect C to
measure the variation of the water table. Their locations are plotted by the yellow stars in Figure 3.1.
The water level measurements were recorded every fifteen minutes. Water pressure transducers 1, 2
and 3 measurements were initiated on May 7, April 30, and May 2. The water levels for transducers
1, 2 and 3 varied from -18.9 cm to -6.6 cm (minus represents the distance below ground surface), -
9.62 cm to 6.22 cm (plus represents the distance above ground surface) and -6.59 cm to 1.37 cm,

respectively.

3.1.6 Meteorological Towers

Meteorological instruments on the valley tower (Figure 3.1) were used to measure the air
temperature, relative humidity (at heights of 2.47 m and 3.50 m), wind speed (at heights of 2.79 m
and 3.84 m), snow depth (at heights of 0.75 m and 1.74 m), precipitation (on ground), soil
temperature (at soil depths of 0.05 m and 0.10 m), soil heat flux (1.5 cm deep in soil), incoming short-
wave radiation (at height of 2.22 m), outgoing short-wave radiation (at height of 2.77 m), and net

radiation (at height of 2.47 m) at half-hourly intervals.

The meteorological data is important to study the energy and water process on the hillslope and the

radiation varies greatly in the different micro-terrains. In the study, the radiation data are applied from
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the meteorological tower on the plateau. The plateau tower measured the half-hourly outgoing
shortwave radiation, incoming shortwave radiation, outgoing longwave radiation, incoming longwave
radiation, wind speed and direction (at heights of 3.05 m and 1.79 m), air temperature, humidity and

snow cover depth.

3.2 Analytical Method

3.2.1 Snow Cover Map

Daily variation of snow cover extent in the AOI is clearly indicated by comparisons of consecutive
day images. All images were registered with ground control points using known coordinates and the
common tie-points following the method of Quinton et al. (2009). The control points and tie-points
are the apparent features in the photograph that remained in the same position throughout the time
period of image acquisition. These points were distributed strategically on only the north-facing slope
but not over the foreground or background areas of the images because the scale of the objects could
vary drastically (Figure 3.3). For example, a small movement in the camera’s field of view (FOV) can

significantly shift the position of the mountains from one image to another.

Figure 3.3 Tie-point Collection over the AOI
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Snow was differentiated from all other cover using the method in Jenks (1967). This method
minimizes each class’s average deviation from the class mean but maximizes each class’s deviation
from the means of the other groups. In other words, the method reduces the variance within classes

and maximizes the variance between classes. The procedure of the method is as following:

“The method requires an iterative process. That is, calculations must be repeated using
different breaks in the dataset to determine which set of breaks has the smallest in-class
variance. The process is started by dividing the ordered data into groups. Initial group

divisions can be arbitrary. There are four steps that must be repeated:

1. Calculate the sum of squared deviations between classes (SDBC).

2. Calculate the sum of squared deviations from the array mean (SDAM).

3. Subtract the SDBC from the SDAM (SDAM-SDBC). This equals the sum of the
squared deviations from the class means.

4.  After inspecting each of the SDBC, a decision is made to move one unit from the

class with the largest SDBC toward the class with the lowest SDBC. ”

New class deviations were then calculated, and the process was repeated until the sum of the within

class deviations reached a minimal value.

After classification, the snow-cover maps (0.1 m x 0.1 m) are produced. Because the snow-cover map
and the digital elevation model (DEM) are both inputs for GEOtop, they must have the equal cell size
in the model. Therefore, the cells of the snow-cover maps are merged to 1 m x 1 m. Using the daily
snow cover maps, the Julian day when the surface becomes snow free for each 1 m x 1 m cell was

determined to tell the model the starting time of soil thaw (Figure 3.4).
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Figure 3.4 A:Julian day of snow free patch and transect survey points; B:DEM of AOI and

transect survey points

Using the snow cover maps, the amounts of snow free cells are calculated for each day and
consequently a snow- depletion curve is produced (Figure 3.5). According to the curve, the snow-
cover area is available for every day. The total snow melt percolation is calculated by the
multiplication of the snow-cover area and the unit snow melt percolation. The unit snow melt
percolation is derived by the lysimeter measurement. The snow melt percolation flow into the AOI as

the lateral flow, which is an input of GEOtop.
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Drift Area vs Time
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Figure 3.5 Snow depletion curve of the snow drift

3.2.2 Tortuosity Analysis

The preferential flow path can be estimated with the soil thaw map. According to Darcy’s law, the
rate of flow is equal to the hydraulic conductivity multiplied by the derivative of the water potential.
If the soil is frozen, the soil hydraulic conductivity of this cell is significantly lower than that for a
thawed cell. Therefore, the water flow can only take place on the thawed cells. The preferential flow

path can be estimated by the tortuosity of the snow free patches.

The distance travelled by the particle through its meandering course around snow was quantified
through a measure of tortuosity for each time period. The dimensionless tortuosity index, Ty, is

calculated using Equation 3.1:
T, =D (L /Lg)IN [3.1]

where, L¢ is the flow length (m), Ls is the length of the straight line between the starting and final
cells (m), and N is number of preferential flow paths [Quinton, 1997]. The flow length, Lg, was
determined by summing the number of cells encountered during the particle tracking run. As
described by Quinton (1997) the particle tracking procedure assumes that all other hill slope features
(slope gradient, media properties) are equal.
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The particle tracking distance was immediately terminated if the first cell in the run was snow,
resulting in an L equal to 0. Obstruction to flow was calculated as a ratio between the numbers of
terminated runs to the number of successful runs. A value of 0 signifies that flow is completely
impeded by snow while a value of 1 indicates that there is no impedance to flow over the entire hill

slope from the uppermost row of pixels on the AOI.
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Chapter 4

Modelling Methods

GEOtop is a comprehensive, physically-based hydrological model, which solves the energy and water
conservation equations on the discretized cells. These cells can directly use the digital elevation
model (DEM) of a watershed or catchment. Otherwise, the digital elevation model (DEM) can be
merged to the sparse cells when the simulating area is large. The model accommodates complex
topography and, besides the water balance, integrates all the terms in the surface energy balance
equation [Rigon et al., 2006]. For the individual cell, the water flow through the cell can be divided to
one or more components as overland flow, unsaturated and saturated subsurface flow, and channel
flow. Due to the recent study in the cold regions hydrology, the distinct modules of snow and frozen

soil are developed in GEOtop [Endrizzi et al., 2009; Dall’ Amico et al., 2010].

An important feature of the model is that GEOtop applies the numerical computation based on the
network of the cells to simulate the hydrological processes. The model is readily accessible to high
resolution raster data. Therefore, the spatial characteristics of the energy and water balance can be
studied by including the micro-terrain meteorology (e.g. sky view factor, surface temperature) and
land surface information (e.g. snow cover). To interpret the model simulation, it is critical to

understand the numerical solution of the energy and water equations applied in GEOtop.

4.1 Energy Equation

In GEOtop, the basis is simply known that energy is conserved, which cannot be lost or gained. In the
control volume, the variation of internal energy only depends on the heat exchange through the border
if there is no source/sink as is supposed. Therefore, if the heat flow into the unit volume (e.g. 1 m x 1

m x 1 m) is taken as positive, then the energy conservation equation can be written as

5U(X’t)_v.u(x,t):o [4.1]
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where U is internal energy (J), X is the position, t is time (s), u is the heat exchange through the

volume (J m?s™).

The internal energy may be considered as the combination of the soil particles U, ice U; and liquid

water U,, within the soil void (Equation 4.2):

U=U,+U,+U, [4.2]

The internal energy of the material is a function of its composition and phase at certain temperature.
To treat the internal energy as a simple expression, the soil temperature is expressed in Kelvin.

Hence, the internal energy of the soil particle components can easily be determined as follows:

Usp :Csp 'psp (1_¢)T
Ui =Ci-p-6-T
U,=p, 0, (L;+C,-T)

[4.3]

where Cs,, C; and C,, are the specific heat capacity of soil particles, ice and water (J kg™ K™), @ the
porosity of the soil, T the temperature of the soil (K), ps,, pw and p; the densities of soil particles,
water and ice (kg m'3), 0., and 0; the fraction of water and ice in the control volume, and L; the latent

heat of fusion (J kg™). Using Equation 4.3, Equation 4.2 becomes:

U:CT'T-FIDW'Lf'HW [44]
where
C; =Cy Py -W=4)+C-p, -6, +C, - p,, -6, [4.5]

w

The ice and water content, and temperature in the above expression of the internal energy are the only
variables depending on time. The derivative of the internal energy (U) with respect to time is then

expressed as follows:

ouU oT 00, 00, 00,
at:CTatJ,_(Clpl atl+CWPWatW]T+pWLfatW [4'6]

In GEOtop, the water flow and water phase change are dealt with separately. During phase change, no

water flux is considered in the control unit volume. Then there is an additional equation:
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520 __, %% [4.7]

which allows simplifying Equation 4.6 as:

U aT a0,
— =G4, €, -C) T+ L T — [4.8]

Through the derivative chain rule, the water content derivative can be written as

20, 00, oy T [4.9]

ot oy oT ot

On the right hand side of Equation 4.9, the first derivative is the slope of the soil water retention

curve. The second is the slope of the Clausius-Clapeyron equation.

Substituting Equation 4.9 into Equation 4.8, one obtains

oU 00, oy | oT el [4.10]
~_lc .(C. =C.)- T+L.1- e < WY o Sl .
8t { T+pw [( w |) + f] 81// 8T} at a at

where C, (J m™ K™) is the so-called apparent heat capacity [Williams and Smith, 1989]. By Equation
4.10, the internal energy variation with time is determined by multiplying the apparent heat capacity

by the derivative of temperature.

The value of apparent heat capacity may be interpreted as the quantity of heat required to raise the
temperature of a unit volume of soil by 1 K while a phase change between liquid water and ice is
occurring. Generally, the heat capacity applies to materials when the pressure is constant. Fortunately,
the pressure range in the atmosphere is small enough that the effect of the pressure on soil heat
capacity does not matter. For the thermal calculation, the air is considered to be incompressible and

the atmospheric pressure is considered to be 101.325 kPa.

For the energy exchange through the volume of soil, the second quantity in the conservation equation
(Equation 4.1), takes place mainly as heat conduction and convection. If the control volume is at the

ground surface, the energy fluxes include total radiation, sensible and latent heat transfer, and ground
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heat flux. The ground surface is treated as the top boundary condition of the model. By contrast, in
the subsurface, the energy exchange through the volume is assumed to be the combination of the

conducted heat by the temperature gradient, G, and convective heat by water flow, J.
u(X,t) =G(X,t)+J(X,t) [4.11]

where u(X,t) the total heat exchange (J m? s™), G(Xt) is the conducted heat (J m?s™), J(X,t) is the
convective heat (J m? s™). According to Fourier law, the heat conduction can be written as Equation

4.12:

G=_2.9T [4.12]
oX

where A is the thermal conductivity (W m™ K*). The heat convection can be defined as follows:

J:/Ow'q'(CW'T—i_Lf) [413]

where g (m s) is the water flux across the control volume, C,, the specific heat capacity of soil
particles (J kg K™), p. the density of water (kg m™), L; the latent heat of fusion (J kg™), and T the

temperature of water (K).
Then the energy conservation equation becomes:

c -%—V-(—l-VT+pw-q-(CW~T+Lf)):O [4.14]

a

By Equation 4.14, the energy equation is solved taking into account the heat conduction and
convection. The heat convection depends on both water flow and temperature. The water flow is
deduced using the water balance equation. In the computation, the energy and water balance
equations are solved separately. In each time loop, the energy balance is computed in the first half

time, and water equation is solved in the second half.
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4.2 Water Equation

With the same control volume used for the energy equation, the water balance equation can also be
set up according to the conservation law. The time variation of total water content in the volume is
equal to the water flow through the interfaces (e.g. 6 x 1 m x 1 m) of the unit volume. The water flow

into the volume is taken as positive, and the equation is as below:

20(X 1)

o V(X0 =0 [4.15]

where 0 is the total water content of the unit volume (dimensionless), X is the position, t is time (s),

and q is the water flow through the volume (m s™).

The total water content is the sum of the liquid 6,, and solid 6; water content with their respective

densities.

0=0,+21.0 [4.16]

w

The derivative of the total water content is:

ot ot p, o

©_00, p 26, [4.17]

To simplify Equation 4.17, it is assumed that two processes (phase change and water flow) are
separated in time, i.e. in the first dt/2, only phase change takes place, and in the second dt/2, only

water flow occurs. During the second dt/2, 00;/0t=0, and therefore Equation 4.17 becomes:

o a [4.18]

Since the water content is supposed to have a biunique relation with the water pressure head v (m),

the water retention curve, Equation 4.18 can be written by applying the derivative chain rule
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00, _ 00, oy _ oy

oa oy A [4.19]

where C, (m™) is the specific moisture capacity function.

The second item of Equation 4.15, water flow through the volume g, can be calculated according to

Darcy’s law:

qus'Kr'V(V/+Z)=Ks'Kr'M [4.20]
oX
where K; is the saturated hydraulic conductivity (m s™), K, is the relative conductivity, v is the water

pressure head (m) and Z is the elevation head over a reference (m). Consequently, substituting

Equations 4.18, 4.19 and 4.20 into Equation 4.15, the water conservation equation becomes as below:

P 9K, K, Vi +2))=0
o [4.21]
Or
C,- VK, K, V(y+2)=0
at [4.22]

The Equations 4.21 and 4.22 are the mixed variables (y and 0) form, and single variable (y) form of
the water conservation equation, respectively. Further, according to Celia (1990), the numerical

solution of the mixed form has the better performance in convergence.

4.3 Discretization

Actually, both energy and water conservation equations, Equations 4.1 and 4.15 can be expressed as

the common partial differential equation, which is the diffusion equation as follows:

% — v . }/ = O
ot [4.23]
Within Equation 4.23, the second item can be divided as follow:
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Generally, the variables &, k and u are the functions of n and spatial position, thus they can be written

in following the mathematical formalism:

=k [4.26]
=utr. X) [4.27]

The comparison between the energy and water conservation equations can be easily outlined in Table

4.1.

Table 4.1 Comparison of the heat and mass conservation equations as nonlinear diffusion

equations
Heat Mass
" T [K] y [m]
3 U=C; - T+p,-L;-6, 1] ®:=9W+ﬂ-6i []
f a w oy m
2.2 W K. K, -—
X [mz] s oy [—]
u pwq(CwT+Lf) [ﬂz] KsKraiZ [m]
m oX s
Y foum-a- i g€, T+L) Wy | f+u=K, K (ay/+azj m
+u ax +pw q ( w + f) [mz] S r 8X OX [S]
o¢
on C. J Cnpl
on [mS.K] [m]

To simplify the numerical solution of the diffusion equation, the following discrete description is
specified for the mixed form of water conservation equation. For instance, the cell (i,j,k) as indicated

in Figure 4.1, the Equation 4.21 is discretized as follows:
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Q. —-q, q —-q

1 ) o1 o1
agi’jyk_’_ I+E,j,k n—E,J,k I,J+E,k I,J—Evk

ot AX; Ay; Az, - [4.28]

\Qx

Figure 4.1 Schematic map of cell (i,j,k)
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Where 2, 27 | 2 2, 2 Jand 27 2 are the fluxes through the

interfaces between the i-th and i+1-th cells, between i-1-th and i-th cells, between j-th and j+1-th

cells, between j-1-th and j-th cells, between k-th and k+1-th cells, and between k-1-th and k-th cells,

respectively. The expression fi'ivk is the averaged total water content of the cell (i,j,k). The fluxes are

calculated as:

q -k Mk Tk

e R S O [4.29]
q _ Lk '77i,j,k —Mi-1,jk

ik ik X = Xy [4.30]
q __k _77i,j+1,k i ik

i,j%,k i,j+%,k Yia—Yj [4.31]
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' ik — i j-1k

o1, TR

Lk ik Y —Yia [4.32]
q L=-k 1‘77i,j,k+1_77i,j,k+u .

|,J,k+E |,J,k+E g — Iy k+§ [433]

=k 1.77i,j,k_77i,j,k—1+u .

R R = 3 [4.34]

k k k k k k
. ik iemgk ik Rjemkhjkes ks _ _

The hydraulic conductivities 2 20 2 2 2 2 are estimated with

a suitable mean (arithmetic, geometric or harmonic) between the values of k at the nodes i+1 and i, i-
landi, j+1andj, j-1 and j, k+1 and k, and k-1 and k. The water pressure head, n, is estimated at the

center of the cell. Integrate Equation 4.28 as follows:

o5 . T e T P W TTE S

i‘J-tM "J'k-dt+i- it | 450 R Ul S B TR
At ot At AX; Ay, Az,

[4.35]
where the items can be calculated as:
i.J‘tnﬂq ‘dt_qm—% ~(1—a))-q" +a).qn+l
At ik i+ ik 420k gk [4.36]
i-J.tM -dt:qm% z(:]-_a))qn +a)‘qn+l
At i%,j,k i—%,j,k i—%,j,k i—%,j,k [4.37]
i-J‘th -dt:qm% z(l—a))qn +w.qn+l
At i,j+%,k i,jJ%,k i,j+%,k i,j+%,k [4.38]
g, dt=q"y ~0-0)q , +eq
At i—%,j,k i,j—%,k i,j—%,k i,j—%,k [4.39]
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s +2 +2 i,j,k+§ [440]

1 thi1 +1 n n+1
X"; ..k1'dt:q..2k1z(1_a))’q..k1+a)’q..k1
t o ik k= hik= hik=y [4.41]
1 1 1 1 1 1

n+E n+E n+E n > n+E n+E

T .1.k'q..1kvq. 1k’q..klvandq..k1 _ _
Where Mok 1=, LIS L= Lk L1X=5 are the averaged fluxes in the time

n n n n n n
_ q'l'k'q'l'k'q"1k’q"1k’q"k1’andq"kl )
interval At, 't51¢ T lk Lk L mo e LR L.1%=5 are the instantaneous values of
n+l n+l n+l n+l n+1 n+l
) AR .1.k’q_1k1 ..1k:q_k1’and oL

the fluxes at the instant t", '*3:1% =5 bl b= bk L1X=5 are the fluxes at

the instant t™. The parameter ® ranges between 0 and 1 and is defined in function of the numerical
scheme (o =0, Euler-explicit Method, ® =0.5 Crank-Nichoson Method, ® =1 Euler-implicit Method).

Plug Equations 4.36 to 4.41 into Equation 4.35. Then Equation 4.42 is derived:

n+l n+l n

n+l n a, -9, a, -9,
é:i,j,k _gi,i,k |- HE'J'k IiE’J’k —(1—0))' HE'J'k IiE'J'k
At AX; AX.

+

ST L Ly PP WA A i Y [4.42]

Rearrange Equation 4.42 to the follows:
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kn+1
1 1
AXi |+51Jvk Xi+l — Xi |*§v]vk Xi — Xi—l

n+l n+l n+l_on+l
w ( Mivik —ijk K Miik =1, ]_'_

n+l n+l n+l n+l
w [km-l ‘ni‘j#l,k ni,j,k _kn+1 .ni,j,k ni,j—l,k J"‘

Ay, gk Yia Y gk Yi—Yia
n+1 n+1 n+l n+l
(9] 77| +: _ni 77. i _n| i k=
kn+1 . Lj okl Ljk _un+l_kn+1 . ik Ljok-1 +un+l —
AVl R R it TS B g Y k3
n n n n n n
n+l n Q. -9, a . -9 ;4 Q -9 .
é:i,j,k _é:i,j,k I+E,J,k I+E.J.k I,j+5,k I.j+5.k I,j,k+E I.j.k+5
2Lk bk L (q_g).—2 2 (1) —2 2 4(l-@)—2 2
At AX; i Az,

[4.43]

To solve the above discrete water equation, the initial and boundary conditions are required. The
initial condition involves the values (water pressure head, hydraulic conductivity, elevation head)
when t=0. The boundary condition can be given as flux (Neumann condition) or as fixed value

(Dirichlet condition). The flux condition is written as:

=-k-Vn+u=q (t.7)
q=-k-Vp+u=q_ (t,7)
q=-k-Vp+u=q, (t,n)
q=-k-Vn+u=q, (t,7)

=-k-Vp+u :q|o(t’77)
q=-k-Vp+u=q, (t,7)

[4.44]

N N < < X X
Il
- O = o 6 o

It is assumed that the domain contains from 1 to ¢ columns in x direction, from 1 to r rows in y
direction, and from 1 to I layers in z direction. When applying Neumann condition in Equation 4.44,

there are six boundary conditions: back, front, left, right, top and bottom.

Back

n+l n n+1 n+l n n
Sk — Sk Uik —e,.jk Uik —Ye,.jik
=l-0w ———-(1l-0) ———

At AX A% [4.45]
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Front

é:cnjlk _é:cn,j,k _| o qcn:,lj,k _qgjl,k _(-w)- q:n,j,k _qcn.j.k
At AX, AX, [4.46]
Left
|n1+i _fir,]l,k ) qnnft —qf?f,k —(1-w)- qirjl,k _qir,]ro,k
At Ay, Ay, [4.47]
Right
frk = Sirk | —w. T —(-w)- i,k — Gk
At Ay, Ay, [4.48]
TOp
&= &iia . Aija = A, _(-w)- Gija = Gij,
At Az, Az, [4.49]
Bottom
G~ _ o A5, ~ iy 1) Gi'j, — G
At Az, Az, [4.50]

Until now, the water balance equation has been discretized into Equation 4.43 among the domain, and

Equations 4.45 to 4.50 on the boundary.

4.4 |terative Scheme

When the water conservation equation is converted to the algebraic nonlinear equations, the following

work is to solve the nonlinear equations solved with the appropriate iterative method. One common
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way is to use the fixed point iteration which is a method of computing fixed points of iterated
functions. Specifically, given n=g(n), the fixed value problem, where x=g(x) is the solution, and
given a point, 1, in the domain of g, the succession n™'=g(n™), m=0,1,2..., gives rise to the fixed
point iteration on the real number with real values in 1 that are expected to converge to the solution x.
This succession is also called Picard iteration and converges if [f'(x,)|<1 k=0, 1, 2..., m-1 [Gambolati,

1994].

Write Equation 4.43 as the iterated form:

n+1,m+1 n+1,m+1 n+Lm+l _ n+lm+l
@ L Mk “Mijk Krm i,k Misin
AX; i%’j’k X =X i"%'j'k Xi = Xig
n+Lm+l _ n+lm+l n+Lm+l _n+lm+l
@ kn+11,m . 77I,J+1,k nl,],k _ kn+11,m . ni,],k nl,H,k +
ij' ik Yia—Y;j ik Yi—VYia
n+lLm+l _n+lm+l n+lLm+l _n+lm+l
@ kn+1,nl1 . ni,J‘kJrl ni‘]‘k —u n+11,m _ kn+1,n1‘| . ni‘J‘k nl‘j‘kfl + un+11,m —
Az | ik Zyg —Z 3 bk Zy =24 2
n n n n n n
6gn+1,m+1 n Q. -9, qa 1 .
ik _gi,j,k I+E,J,k I+E.j.k I,j+5, j 2 j k+E |AJ.k+E
2hik P (1-@)—2 2t (l-0)—E—2 +(1-w)-
At AX; Ay, Az,
[4.51]
nn+l,m+l é;n+l,m+1
where the unknowns are and in the left and right hand side, respectively. The

guantity g“{‘ﬁm” is calculated with a first-order Taylor series:

n+Lm+l _ gn+lm n+l,m n+1,m+1 n+l,m
S RGN T )

[4.52]
niim _ 08
T o) e [4.53]
n+l,m

Where ik s the capacity function evaluated for the cell (i,j,k) at the instant t""*. Replace Equation

4.52 into Equation 4.51, and the result is:
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n+1,m+1 n+1,m+1 n+1,m+1 n+1,m+1 n+1,m+1 n+1,m+1 n+1,m+1
L +b- ) +c- ) . ) . ) f. ) +0- )
a 77'+1'Jvk b nifl,j,k ni,j,k i, j+1,k ni,jfl,k ni,j,k+1 9 ni,j,k—l
[4.54]

where the coefficients a, b, ¢, d, e, f, g, and RHS are defined as:

n+l,m
w-k""
I+§,J,k
Axu '(Xi+1 Xi)
n+l,m
-k
i-=,j.k
AXi '(X| Xi—l)
- kn+11m - kn+llm w- k n+1,m - k n+l,m
'+Evlvk i——,jk itk ij-Lk
—_ _ _ 2 _ 2
AX (X = %) A (X =X4)  AY; (YY) AY (Y- Ya)
1, 1,
(o8 kn+ T (O kn+ T C_nfl’m
_ |,J,k+E _ |,JJ<—E _ I,j,k
Azk '(Zk+1_zk) Azk '(Zk+1_zk) At

- k n+l,m

o1
i j+=k
! 2

d=
AY;-(Yia—Y;)

- k n+1,m

N 1
ij——k
! 2

e =
ij' '(yj - yj—l)

n+l,m
. 1
ijk+=

2

Az (24—

Z)
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[4.55]

[4.56]

[4.57]

[4.58]

[4.59]

[4.60]
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', -q9', aq", -q" " !

1 ) Sl o1 a -9
i+=j,k i+=.j.k i j+=k ij+=k i, j.k+= ij.k+=
ZJ 2J ! 2 . 2 ! 2 ! 2

Az,

n+l,m n n+l,m n+l,m
gl,l,k gl,l,k i,j.k 77I,J,k +(1_w)_
At AX: Ay

i i
+ w . un+l,m_un+l,m
Az (v

RHS =

[4.62]

The finite-difference Equation 4.54 for the water conservation equation is written in a traditional form
explicating the unknown n™*. The solution of the matrix can then be obtained through linear solvers,
such as BICGSTAB used in GEOtop. Understanding the numerical scheme of GEOtop, it is

beneficial to manage the parameters applied in the model, which is described in the next chapter.
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Chapter 5

Soil Parameterisation

5.1 Soil Water Parameterization

Soil is the composition of mineral and void that is filled by water, air or ice. The soil moisture can
vary considerably between the residual water content (completely dry, 6,) and saturated water content
(effective porosity, 8;). Prominently, the soil water is dynamic in the porous medium. The soil water
content varies depending on the water potential differences in the soil medium and the water potential
is closely related to the soil moisture saturation. Further, the soil composition (e.g., fine and coarse
material, organic content, etc.) dictates the water potential when a soil reaches its point of saturation.
Moreover, the rate of water flow is determined by the gradient of the water potential, soil

permeability and water viscosity.

Besides the water potential, the hydraulic conductivity is an important parameter in the process of
water movement, which combines the function of soil permeability and water viscosity. For the
present study, the hydraulic conductivity varies by up to two orders of magnitude in the Wolf Creek
basin (Table 5.1). Therefore, the parameterisation of soil moisture characteristic must be considered
attentively to represent precisely the quantitative relation between water content, water potential, and

hydraulic conductivity, which is the key point to study soil moisture dynamics.

36



Table 5.1 Wolf Creek north-facing slope soil properties. K; is saturated hydraulic conductivity

and 0 is specific retention (Carey, 2000)

Upper Organic Lower Organic Mineral Soil
Bulk density (kg m™) 55420 90+20 13404180
Porosity (%) 92+4 84+10 52+7
Ks (ms™?) 7+4x1073 2.5+2x10™ 5+7x107°
Osr 0.44+0.09 0.49+0.08 0.42+0.05

5.1.1 Water Potential

Water potential is the potential energy of water per unit volume relative to a pure water reference.

Soil water flows from areas of higher to areas of lower water potential. The potential energy of a body

or a system is the energy (N m or J) related to the position of the body or the arrangement of the

particles of the system. Therefore, the water potential (¥) entails the same unit as that of pressure (J

m™ or Pa). To deduce the total water potential, several components related to the water pressure are

involved (Equation 5.1):

Y=Y +¥ +¥ +¥,

where:

Y, is the gravitational potential (Pa),

P, is the pressure potential (Pa),

Y is the solute potential (Pa),

Y, is the air pressure potential (Pa)

[5.1]

Nevertheless, in practical application, the total water potential is found simply by considering just the

gravitational pressure (¥,=p-g-Z) and the capillary pressure (‘Y,=p-g-y) while the other items are

neglected.
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It is hard to describe the relationship between water potential and soil saturation in a mathematic
equation for soil types. However, the quantities of the water potentials are defined at several specific
points of the water content. For instance, the pressure at the free water surface in saturated soil is
equal to the atmospheric pressure (101.325 kPa or approximately 1 bar), which is regarded as the
pressure reference. Therefore, the water potential at the water table is normally defined as 0 kPa.
Further, the water potential of the unsaturated soil is negative and so treated as a suction pressure in
the model. The field capacity (also called specific retention, 0) is the ratio of the volume of water
which the soil, after being saturated, retains against the pull of gravity to the volume of the soil. In the
application, the water potential used for the field capacity is -33kPa. The permanent wilting point
(Bwp), the minimal point of soil moisture required for plants not to wilt, is generally considered to be
the soil water potential of —1500 kPa. The residual water content, that is, the minimum level of
moisture in the soil that can be attained in natural field conditions, is practically assumed to be -3100

kPa.

Water content is considerably variable among different soil types. For instance, in the study area, the
volumetric saturated moisture content may be as high as 92% in the organic soil layer but only up to
52% in the mineral layer (Table 5-1). Therefore, the effective saturation, S, is usually used instead of
the actual water content to depict the relationship between soil water content and water potential. The
effective saturation (dimensionless) is the normalized water content described in Equation 5.2. The

effective saturation value varies in the range of 0 and 1.

s_0-6 [5.2]
0, -0,
where

0 is the volumetric water content (m*/m?®),
0, is the residual water content (m*/m?),

0, is the saturated water content (m%m?), which is equivalent to porosity ().
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5.1.2 Hydraulic Conductivity

According to Darcy’s law, the soil water discharge, Q (m®s™), is equal to the product of the
permeability of the medium, « (m?), the cross-sectional area to flow, A (m), and the pressure drop,
AY (Pa), all divided by the viscosity, u (Pa s), and the length over which the pressure drop occurs, Ax

(m). The equation is described as below:

Q__A.E.E
H AX

[5.3]

The hydraulic conductivity (L T™) is the ratio of Darcy's velocity to the hydraulic head, h= y+z (m),

gradient by the length over which the water head drop occurs, Ax (m). The equation is described as

below:
%: K .ij [5.4]
X

Therefore, the relationship between the permeability and the hydraulic conductivity is

=K [5.5]

LM

ol
where:
K is the permeability (m?)
K is the hydraulic conductivity (m-s™)
i is the dynamic viscosity (kg-m™.s™)
p is the density of the fluid (kg-m™)

g is the acceleration due to gravity (m-s?).
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Permeability is a property of the porous material while hydraulic conductivity is related to the
properties of water and the porous material. Based on Hagen—Poiseuille equation for viscous flow in a

pipe, permeability can be expressed as:

Kk=c-d? [5.6]
where:

K is the intrinsic permeability (m?);
c is a dimensionless constant that is related to the configuration of the flow-paths;
d is the average, or effective pore diameter (m).

According to Equation 5.5, Hydraulic conductivity is determined by the intrinsic permeability of the
material and the viscosity of water. For the saturated soil, the hydraulic conductivity value is

estimated by the parameters in the Equation 5.5 and 5.6.

5.1.3 Soil Moisture Characteristic Model

When the soil is saturated, the hydraulic conductivity can be calculated by soil permeability and water
viscosity using Equation 5.5. Similarly, the water potential is also relatively easy to compute, which
is only comprised of the gravity pressure. However, when the soil is unsaturated, the effective
saturation must be included in the hydraulic conductivity and water potential models. The relative
hydraulic conductivity, i.e., the ratio of the unsaturated conductivity to the saturated conductivity

(K=K/Ky), is also used in the models.

The Brooks-Corey (1964) and Van-Genuchten (1980) soil moisture characteristic models are widely
applied for their effectiveness (Table 5.2). The Brooks-Corey model involves the air entry pressure
head (y,e), Which is the pressure required to force air through the soil pores in a saturated medium.
Further, in the model, the effective saturation and relative hydraulic conductivity are both defined by
the ratio of water pressure head to the air entry pressure head. Therefore, the left and right sides of the

equations in Brooks-Corey model are both dimensionless. By comparison, in the Van-Genuchten
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model, the right side of the equations is water pressure head, while the left sides are effective
saturation and relative hydraulic conductivity that are both dimensionless without the unit. Therefore,
The Van-Genuchten model is an empirical model, which represents the quantitative relationship of
these parameters based on experiment results. In GEOtop, both the Brooks-Corey and Van-
Genuchten soil moisture characteristic models are available for the simulation. For the purpose of this

study, the Van-Genuchten model is adopted because of its better performance.

Table 5.2 Soil moisture characteristic models of Brooks-Corey and Van-Genuchten

model hydraulic functions Legend
-1 —2-34
Y<Wae /4 178
S=|*— k. = 1— ) e
r A: pore size distribution index
Brooks-Corey Ve Ve ]
Ve air entry pressure head
Y>=Yae S=1 kr =
B 1
[1+(ay)"]"
V<0 d irical parameters
n- nq-m o and n: em
van- - ()" "L+ (@) T"Y piricatp
Genuchten ' [1+(aw)" 1" me1_ 1t
n
v>0 s=1 k =1

5.2 Soil Thermal Parameterisation

In cold regions, the active layer which alternates between the frozen and the unfrozen condition is
overlain by permafrost. The hydrological processes are generally confined in the active layer. To
simulate the active layer, the soil thermal properties must be represented precisely for determining
ground thawing and freezing depths. In the study site, the variation of thermal properties is prominent
along the soil depth (Table 5.3), especially the heat capacity. Further, due to the ice and water phase
transformation, the thermal conductivity and heat capacity of the soil are not stable near the different

state of the soil freezing and thaw.
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Table 5.3 Volumetric composition of soils with depth and the thermal properties of the

components (Quinton, 2005)

Type Depth Porosity | Density | Specific heat | Heat capacity | Thermal cond.
(m) ¢ (kgm?®) | (kg K?) @m?* K (W m™K?)
Organic soil 0.05-0.15 0.96 41.1 1920 78912 0.21
Organic soil 0.15-0.25 0.90 75.2 1920 144384 0.21
Organic soil 0.25-0.35 0.87 91.4 1920 175392 0.21
Mineral soil 0.35-0.45 0.43 1300 890 1157000 25
air - - 1.2 1010 1212 0.025
ice - - 920 2120 195040 2.24
water - - 1000 4185 418500 0.57

Among the available approach to parameterising soil thermal properties, Johansen’s parameterization
and quadratic parallel parameterization are described as below, and the latter is applied in the current

command loop of GEOtop. Both these parameterizations involve the individual thermal properties of

soil particles, air, ice and water with their own individual mixing approach.

5.2.1 Johansen’s Soil Thermal Model

The method developed by Johansen (1975) is applicable to unfrozen or frozen soils. The equation
expresses the thermal conductivity of an unsaturated soil as a function of its thermal conductivity in

the dry and the saturated states at the same dry density. This is done by introducing a normalized

thermal conductivity, the Kerstern number, K., given by:

A=A

dry

-1

e
ﬂsat dry
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where A, Agy, and Agy are the thermal conductivities (W m’* K'l) at an intermediate degree of

saturation, dry and saturated state, K. is dimensionless. The empirical equation for A4y is as follows:

_ 0.135y, +64.7

ay = +20% [5.6]
2700-0.947y,

where 4 is the dry density (kg m™), assumed to be 2700 kg m™. To calculate the thermal conductivity
of saturated frozen soil, Johansen proposed the use of a geometric mean equation based on the

thermal conductivity of the components and their respective volume fractions.

/li’sat = li_(/ﬁ ’ )l’:p_g : ﬂ'\?\/ [57]

where A, A; and A, are the thermal conductivities (W m™ K™) of soil particle, ice, and water, ¢ is the

porosity and 0 is the fractional volume of the unfrozen water.

On the basis of Kerstern’s data, Johansen found that for any type of frozen soil, the Kerstern number
is equal to the effective saturation, K, = S (with a variation less than 0.1). The thermal conductivity of

an unsaturated frozen soil may then be calculated from Equation 5.8:

A=A

sat

Ay Ko+ Ay [5.8]

Obviously Johansen’s method is a technique for interpolating between the dry and the saturated

values of the thermal conductivity on the basis of the degree of soil saturation.
5.2.2 Quadratic Parallel Model

Generally, the behavior of multiphase media is complex, so the approach used to determine any bulk
physical properties is derived from experiments. Johansen’s equation describes the thermal

conductivity according to geometrical law. The other mixing law is also available to determine the
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soil thermal properties as the quadratic parallel methods [Cosenza, 2003]. The quadratic parallel

model is applied in GEOtop, and the equation is as follow:

A= [21: XA/ jz [5.9]

where x; (dimensionless) and A; (W m™ K™) are the fraction and thermal conductivity of the i-th phase

component.

In GEOtop, the volumetric heat capacity of frozen soil is calculated by the mixing law.
n

C = Z x.C, [5.10]
i=1

where x; (dimensionless) and C; (J m® K™) are the fraction and heat capacity of the i-th phase

component.
5.3 Unfrozen Water Content of Frozen Soil

The unfrozen water appears to play an important role on the physical properties of unfrozen and
frozen soil. In the unfrozen condition, the soil moisture characteristic model does not require soil
temperature. By contrast, in the frozen condition, the soil liquid moisture pressure and temperature
are not independent so temperature is required. Their relation can be defined using the state equation.
The state equation describes the relationship between water pressure and temperature in frozen soils.
According to the ‘freezing=drying’ assumption, when the ice pressure is neglected, the generalized
Clapeyron equation becomes:

P, Th=dp [5.11]
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where p (Pa) is the liquid moisture pressure, T is the temperature of the soil (K), py is the density of
water (kg m*), and L; is the latent heat of fusion (J kg™). Equation 5.11 states that the variation of

water pressure during phase change is dependent on water temperature.

In the special condition when the water pressure is equal to the atmospheric pressure, p,, the water
temperature is the melting temperature (T,,). Between frozen and melting status, integrate Equation

5.11 and the result is as follows:
T dT  r
J, puli =], dp [5.12]
The left side of Equation 5.12 may be approximated as:

T ar T T-T, 5.13
J;m prf ? _prf In(-l-mj ~pWLf Ti [ ]

m

Usually, the atmospheric pressure is set to zero (p,=0). Combining Equations 5.12 and 5.13, Equation

5.14 is obtained:

puli T = [Pap=p [5.14]

Considering that p<0 and p =Y, the liquid water potential, ¥, is subjected to freezing conditions:

w o ’?Lf T-T) [5.15]

m

When soil is saturated and water pressure is equal to the atmospheric pressure, the melting point T, is
273.15 K. If the soil is unsaturated, the surface tension at the water-air interface decreases the water
melting temperature to a value T* < T,,. If we choose the soil status as water pressure (¥,<0), the
value of T*, is found by integrating Equation 5.12 in temperature from T, to the unknown T*.
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e dT—T= [“dp [5.16]

The solution of Equation 5.16 provides the lower melting temperature T* at unsaturated conditions:

ot Ty [5.17]
prf

Therefore, in unsaturated condition, the melting temperature T* decrease depends on the water
pressure. When T>=T%*, the soil is unfrozen whereas when T<T*, the soil is under freezing

conditions.

In a frozen condition, the liquid moisture pressure p depends on the intensity of the freezing condition
provided by T, which may be found by integrating Equation 5.12 in pressure from ¥y=p, to ¥=p and

in temperature from T* to T, as follows:

(oL, ffrl:j:odp [5.18]

Consequently, the solution of integration is:

p¥l*_f T-TY [5.19]

Y=y, +

Equation 5.19 is valid for T<T*. In fact, when T>=T%*, the liquid water pressure is equal to the ¥,. If
the soil is saturated, Wo=0. Thus the formulation of the liquid water pressure, ¥, under freezing

conditions, for both saturated and unsaturated soils is:

prf * - *
=yt (T-T) if T<T [5.20]
v =y, if T>T"
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which can be summarized using the Heaviside function H (), whose value is zero for the negative

argument and unity for the positive argument, as:

¥ pwf(T ~T)-HT =T) [5.21]

Consequently, because the Van Genuchten equation is applied in the model, the equation to describe

the thermodynamically allowed liquid water content at subfreezing temperatures is determined as

follows:
1
O = L ¥, L,
1//:-{5 m—1} . (T-T)-HT -T) [5.22]
a Pu 'R pPu9 9T
1
or ¥ _T)_l{ 1_1}” [5.23]
pu-d a

Therefore, Equation 5.21 is used to determine the liquid water content at sub-zero temperatures and is

usually called “freezing-point depression equation.”
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Chapter 6

Validation of GEOtop for Active Layer Thaw

GEOtop calculates the energy and mass balance in the area of interest (AOI) through a 3D solver for the
Richards equation and a 1D solver for the energy equation in order to obtain the converged solution. The
converged solution is obtained only when the balance of coupled energy and water flow is closed by the
iterative scheme in all the discrete cells. However, validating the model is necessary to ascertain how
representative of the true conditions in the AOI the variables used in the model are. The credibility of
simulation performance applying these appropriate variables will be determined by the comparison of the

field measurements. Thus the research objectives can be addressed using the validated results.

The simulation of active layer thaw plays a central role in the coupled energy and water computation
because the process of soil thaw is determined by both the energy conducted through the soil surface and
the soil thermal properties. The effectiveness of simulating the active layer thaw is critically dependent to
the land surface energy fluxes on subalpine terrain in the cold regions. Further, the soil thaw is highly
influenced by the water content. In the process, the dynamics of soil moisture includes ice phase changes
resulting from the temperature rise and liquid water flow resulting from the water potential variability.

The soil thaw indexes, frost table depth and point soil temperature, are used to validate the model.

6.1 Model Variables

The variables used in the model are categorized into three types: initial variables (initial temperature, t,
and total water pressure, p); soil property variables (saturated hydraulic conductivity, K, unfrozen
moisture content, 6,, saturated moisture content, 6s, solid particle thermal conductivity, A, and solid
particle heat capacity, c); and water retention curve variables (empirical parameters o and n). The total
water pressure is the sum of liquid water pressure and ice water equivalent pressure (the water pressure

when the ice is regarded as the water in the same quantity). Ideally, the variables of the first two types
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have the physical definition, which values are determined by the site or the laboratory experiments. The
variables in the expression of Van Genuchten are estimated according to the relationship between water
pressure and water content measured in the experiment. The initial temperature is determined by the soil
pit data in 2009. Other variables are used considering previous research at the study site (Table 5-1 and

Table 5-2).

Another prominent feature of the variables is the spatially heterogeneity of the soil properties, especially
in the vertical direction. For instance, the soil porosity and saturated hydraulic conductivity decrease
abruptly with depth. Further, the thermal conductivity and heat capacity, relative to the upper organic soil
layer, are an order of magnitude higher in the underlying mineral layer. The variables for different soil
layer are at maximum close to the field observations. The validation was conducted with the variables

shown in Table 6.1.
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Table 6.1 Variables of the model

Depth K Total water | Initial soil A c
pressure temperature a n 0y 05

mm md? mm c wmtk? Jm3k?
10 128.0 -50 -2.5 0.03 1.8 0.2 0.94 0.2 80000
25 72.3 -50 -2.5 0.03 1.8 0.2 0.94 0.2 80000
35 38.9 -50 -2.5 0.03 1.8 0.2 0.94 0.2 80000
45 24.0 -50 -2.5 0.03 1.8 0.2 0.94 0.2 180000
50 17.0 -50 -2.5 0.03 1.8 0.2 0.94 0.2 180000
80 12.8 100 -2.5 0.03 1.8 0.2 0.92 0.2 180000
100 10.2 100 -2.5 0.03 1.8 0.2 0.92 0.2 180000
120 8.7 100 -2.5 0.03 1.8 0.2 0.92 0.2 180000
150 7.7 100 -2.5 0.03 1.8 0.2 0.92 0.2 180000
250 6.9 100 -2.5 0.03 1.8 0.2 0.85 0.2 360000
350 6.3 100 -2.5 0.03 1.8 0.2 0.85 0.2 360000
450 6.0 100 -2.5 0.03 18 | 0.15 0.5 2.5 1100000
500 5.7 100 -2.5 0.03 18 | 0.15 0.5 2.5 1100000
1000 55 100 -2.5 0.03 1.8 0.15 0.5 2.5 1100000

6.2 Frost Table Depth

To validate the active layer thaw modelling, the simulated frost table depth on the cell (1 m x 1 m), on
which the energy and water conservation equations are calculated, is compared to the point field
measurements. There are 44 measured points in the AOI along four snow survey transects. When the
snow-free area increases, more point measurements are available to assess the simulation. Due to the
different spatial representations, the measured and simulated frost table depths do not match very well in
the shallow thaw depth area (Figure 6.1). When the frost table is shallow on a measured point, this means
that the snow cover lasts for long time on this point while the surrounding area is possibly snow free.

Therefore, it is hard for the model to correctly determine the starting time of soil thaw.
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Figure 6.1 Comparison of measured and simulated frost table depth average for the last week of

study between May 29 and June 4, 2009

In addition to point comparisons, the frequency distributions, calculated on weekly basis, of measured
thaw depths are computed and compared with the correspondent distributions resulting from simulations
(Figure 6.2). On May 6, 2009, the AOI was 72% snow covered, with only twenty-two points snow-free
and therefore available for frost table depth measurement. As thaw progressed, more points became show-

free, which increased the sample size and improved the statistical quality.
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Figure 6.2 A: Measured (A) and Simulated (b) frost table depth frequency distribution

In the first week (April 29 to May 5), the measured frost table depth was between 0 to 17.5 cm, and the
simulated depth varied from 0 to 10 cm. The peak of the distribution is 20% with the depth of 7.5 cm in
measurement and 17% with the depth of 2.5 cm in simulation. By the fourth week (May 20 to May 26),
40% of the measured frost table depths were between 17.5 and 20 cm while 40% of the simulated frost
table depths were between 15 cm and 17.5 cm (Figure 6.2b). In the fifth week, the frequency peaks
occurred at 20 cm with the possibility of 40% for measurement (Figure 6.2a) and 45.5% for simulation

(Figure 6.2b). The amplitude of both the measured and simulated frequency distribution curve rises from
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week 1 to week 5, which suggests that frost table depth variation decreases with time.
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6.2.1 Non-parametric Statistical Hypothesis Test

The measured (Figure 6.2a) and simulated (Figure 6.2b) frequency distribution curves get gradually
closer with time. However, the agreement must be quantified. Since the measured and simulated frost
table depths are two independent samples, the Mann-Whitney U test is applied to assess whether one of
two samples tends to have larger values than the other. The test involves the calculation of the U-statistic,
whose distribution is normal when the sample size is above 20. The procedure of the Mann-Whitney U

test is as follows [Lehmann, 1975]:

1. Rank the measured and simulated frost table depths from lowest to highest in a single series.
Where the values are the same and share the same rank, take an average of the rank values.

2. Add up the ranks for the measurements. The sum of ranks in simulation follows by
calculation, since the sum of all the ranks equals N(N + 1)/2 where N is the total number of
measurements and simulation.

3. U is determined using Equation 6.1 or 6.2:

Ul = Rl_w [6.1]
2
U,=R, - ik (né +1_) [6.2]

where R; and n; are the sum of the ranks and the sample size for the measured depths, R, and n,
are the sum of the ranks and the sample size for the simulated depths. The statistic, U is the smaller value

of U; and U..

4. U is normally distributed. In that case, the standardized value z is defined using Equation 6.3:

U-m
z= u

Oy

[6.3]
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2 [6.4]

nn,(n +n, +1)
Guz\/lz 2

[6.5]

where my and oy are the mean and standard deviation of the statistic U. If the z value does not equal or
exceed the critical z value of 1.96 (p <= .05 critical z value for a two-tailed test), then it is assumed that
the null hypothesis cannot be rejected and that there is no difference between the measured and simulated

values. After the above procedure, the value z is shown in Table 6.2.

Table 6.2 Value of z for the measured and simulated frost table depths

Week 1 Week 2 Week 3 Week 4 Week 5

z -2.43 -3.91 -3.16 -1.62 -0.35

The absolute value of z is less than 1.96 in the last two weeks, which indicates that the samples of the
simulated and measured frost table depths have no significant difference. For the fourth and fifth week,
the hypothesis that the simulated and measured frost table depths comes from the sole population is

accepted at the significance of 0.95.

6.3 Soil Temperature

Ten temperature sensors were installed in the soil pit located near the centre of the AOI (Figure 3.1).
According to the temperature data, the soil temperature rise was divided into three stages: below freezing

point, zero-curtain, and above freezing point (Figure 6.3).
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Figure 6.3 Simulated and measured soil temperature at depth of 0.1 m in the soil pit located near

the centre of the AOI

When the soil temperature was below the freezing point, the soil temperature rose without ice/water phase
change. By contrast, when the soil temperature was in the zero-curtain, the rate of warming was off-set by
the latent heat of fusion (334 J g™*) consumed to convert ice into liquid water. When soil temperature was
above zero, phase change was limited to the evaporation from the upper layer. When the air temperature
was above zero for a large part of the day, the soil temperature increased more rapidly since less energy
was required to warm the soil due to the relatively low volumetric heat capacity of the simultaneously

increasing air constituent.

For the present study, the measured and simulated soil temperatures are different when the soil is below
freezing point (Figure 6.3), which is possibly due to the snow-covered condition around the soil pit. In
the model, snow cover is assumed to limit the heat conduction between the soil surface and atmosphere
above. Therefore, the simulated soil temperature keeps the negative value before the surface is snow free.
However the observed soil temperature increases to zero degree while snow was still present on the
ground. In the zero-curtain stage, the measured and simulated temperature is over zero degree on May 20.

After that day, the simulated soil temperature corresponds well with the observed value.
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For the above zero stage, the Nash—Sutcliffe coefficient is used to assess the modelling performance. The

coefficient is defined as:
E=1-> (T, -T)*/ (T, -T,) [6.6]
i=1 i=1

where Tis the i-th observed soil temperature, T. is the i-th simulated temperature, T_ois the average of

the observed soil temperature, and n is the number of observed soil temperature. When the temperature is
within the zero curtain, the Nash—Sutcliffe coefficient is not applicable for the temperature is not changed.

When the temperature is above 0 °C, the coefficient of the measured and simulated temperature is 0.75.
6.4 Chapter Summary

The Im x 1 m cell is used in GEOtop for the AOI. In addition, previously measured hydraulic
conductivity, heat capacity and thermal conductivity values for the study site are the basis of the
corresponding optimized parameters in the model. The model outputs are compared to the measured frost
table depth and soil temperature. Through the validation, the numerical performance of the algorithm and
the suitability of the spatial-temporal discretisation are examined in the idealized condition where the
differences between the measurements and simulations (which are influenced by uncertainties in the
atmospheric forcing, uncertainties in the soil and land surface properties, errors or error compensations

due to processes not represented by the model) are minimized.

In particular, the dynamics of the active layer is captured with high accuracy, which is of crucial
importance in the prospect of simulations involving both the energy and water processes. The modelled
active layer thickness is underestimated except for the fifth week when compared to the data, and it is
likely that the representation of organic matter in the model would further reduce the model bias.
Additionally, the comparison of soil temperatures simulated by the model with the measurements

highlights the specific signature of the latent heat effects associated with soil thaw. The representation of
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the organic horizon with specific thermal and hydrological characteristics, is confirmed to be a pre-

requisite for a realistic modelling of the soil thermal dynamics in the AOI.
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Chapter 7

Results and Discussion

7.1 Point Energy Fluxes and Soil Thaw

7.1.1 Energy Fluxes

The surface energy fluxes are computed on the top layer of the model to simulate the components of the
energy balance. The energy to lower the frost table is supplied by the ground heat flux. The results of
energy fluxes are computed with the assumption that both the snow and the soil albedo remain constant
during melting and thawing, and that the small-scale variations in wind direction and speed, and
atmospheric temperature and air humidity can be ignored. The assumption is likely justified because the
area of interest (AOI) is relatively small area and the angle of the hill slope is generally constant.

The simulated surface energy components of net shortwave Qg,., and longwave Q[ radiation,

sensible heatQ, , latent heatQ,,, and ground heat Q consist of the surface energetics in the process of

soil thaw. Hence, the equation is described as follows:
Qg = Q;Wnet + QEWnet - Qh o Qle [71]

where Q, is the ground heat flux (W m™?), Qgye, is the net shortwave radiation (W m?), Q. is the net

longwave radiation (W m?), Q, is the sensible heat flux (W m?), and Q,, is the latent heat flux (W m™).

The results of the energy balance for a snow free cell are displayed in Figure 7.1.
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Figure 7.1 Simulated energy fluxes on a single cell in the study period. (a) net shortwave radiation

and longwave radiation; (b) sensible and latent heat fluxes; (c) ground heat flux

According to the calculation, the positive energy input is contributed to soil thaw by the net shortwave

radiation while the net longwave radiation, sensible heat, and latent heat diffuse the energy from the

ground surface. Therefore, because of the diurnal fluctuation of the net shortwave radiation, the ground
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heat flux is positive during the day and negative at night, which causes a daily cycle of thawing and

refreezing.

According to the energy fluxes simulation (Figure 7.1), the instantaneous net shortwave radiation exceeds
400 W m for the clear skies (May 5to 6, 9to 11, 15, 17 to 27 and 30 to June 3, 2009), but it is under 300
W m when the rainfall occurs on May 29, 2009. The cloudy skies and the snow fall result in the highest
shortwave radiation during the day between 300 and 400 W m™. The daily net shortwave radiation varies

from 120 to 210 W m™ (Figure 7.2).
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Figure 7.2 Mean daily fluxes of energy terms (net shortwave and longwave radiation, ground heat,

sensible and latent heat)

Compared with the shortwave radiation, the maximum of instantaneous ground heat flux is over 200 W
m?on April 29, May 9 to 11, 13 to 15 and 18, and the minimum value is less than -100 W m? at 2:30 am
on May 18. The ground heat flux reaches a peak between 6:30 to 9:30 am and decreases to the bottom in

late evening or early morning (Figure 7.1).

According to the daily energy fluxes (Figure 7.2), the magnitude of ground heat flux is higher in the first

four days between April 29 and May 2. On the first four consecutive days, the average daily ground heat
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flux mounts to 94.7, 59.3, 44.7, and 45.5 W m, respectively. The mean ground heat flux is 5.3 MJ m2 d™
for these four days and 1.9 MJ m™ d™ for the whole study period. For instance, on April 29, the ground
heat flux is 8.12 MJ m? d™ (94 W m™), which comprises ninety percent of the net radiation. The sensible
heat and latent heat fluxes are, respectively, 1.97 and 7.70 W m?, or 0.17 and 0.66 MJ m2d™. On May 3
when the frost table is 0.1 cm below the ground surface, the ground heat flux is inhibited while the
increasing fraction of the energy is consumed by the sensible and latent heat transfer. As thawing

progresses, both the amplitude and the mean of the ground heat flux decrease (Figure 7.1 and 7.2).

During the entire simulation period, the cumulative net shortwave and longwave radiation, ground heat,
sensible heat and latent heat fluxes are, respectively, 515, -213, 70, 110 and 122 MJ m?, i.e. 14.3, -5.9,
1.9, 3.1 and 3.4 MJ m? d* (Figure 7.3). Further, the percentages of ground heat flux, net longwave
radiation, sensible and latent heat on the net shortwave radiation are, respectively, 13%, 42%, 21% and
24%. Compared to the sensible and latent heat transfer, the cumulative ground heat flux increases

considerably in the first phase (before May 14), and increases at a reduced rate in the remaining time.
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Figure 7.3 Cumulative energy fluxes in the study period (net shortwave and longwave radiation,

ground heat, sensible and latent heat)
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7.1.2 Ground Heat Flux and Soil Thaw

The ground heat flux, Qg is dissipated as three components, according to Equation 7.2:

Qy=Q,+Q, +Q [7.2]

where Qs is the energy used to warm the active layer (W m™), Q, is the energy used to warm the
permafrost (W m), and Q; is the energy used to melt ice in the active layer (W m™?). Among them, Qpis
consumed to rise the permafrost temperature with the soil below frost table remaining frozen. In the
organic soil layer, the energy consumed in the active layer (Q; + Q) covers the most ground heat flux
(Quinton, 2005), and the gquantity of the energy to thaw the soil ice, (Q;) is much higher than the sensible

heat of the soil (Qs).

The upper surface of the frozen, saturated zone (i.e. frost table) begins to descend when the ground
temperature exceeds the freezing point. The energy required to thaw the frozen soil is transferred from the
ground surface to the frost table primarily by thermal conduction, although non-conductive processes
such as infiltration may contribute appreciably in cases where open thermal contract cracks exist [Kane et
al, 2001]. However, the cracks were not observed at the AOI. Further, according to Fourier’s law, the

ground surface temperature plays an important role in determining the thickness of the active layer.

Figure 7.4 indicates the daily average ground temperature variation and the cumulative ground
temperature. On April 30, 2009 when the cell started to thaw, the ground temperature reached 8 °C.
Similarly, as with the fluctuation of daily ground heat flux, the ground surface temperature varied from
the lowest value of 3 °C on May 13 to the highest value of 22 °C on June 3. In the whole simulation from
April 29 to June 4, the cumulative ground surface temperature totaled 340 °C. The average daily ground

surface temperature was 9.5 °C during the soil thaw period.
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Figure 7.4 Average daily ground temperature and cumulative ground temperature

There appears to be no correlation between the simulated half hour surface temperature and the air
temperature, but the daily ground surface temperature and air temperature are closely related (Figure 7.5).

After calculation, the daily average ground surface temperature is 4.3 °C higher than the air temperature.
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Figure 7.5 Relationship between air temperature and ground surface temperature
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The temperature-index method derived from the Stefan equation [Hayashi, 2007] to estimate the thaw

depth is commonly expressed in Equation 7.3:
z=f-DDT"? [7.3]

where P is an empirical factor and DDT is the degree-day sum of temperature over the thawing period.
Figure 7.6 shows the regression equations of frost table depth to cumulative air temperature and to ground
surface temperature. The graph indicates that the power function works well on the correlation of frost
table depth and cumulative temperature, as the regression coefficient of ground surface temperature is

approximately 0.96, and 0.92 for air temperature.
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Figure 7.6 Relation of frost table depth and cumulative air and surface temperature
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7.2 Soil Thaw and Moisture

7.2.1 Patterns of Soil Thaw and Moisture

Temporal variations in thaw depth were examined at 44 reference points within the AOI (Figure 3.3). As
snowmelt progressed and the snow-free area expanded, transect points became snow-free and were added
to the thaw depth measurement points. As the thaw season progressed (Figure 7.7), the additions of points
are indicated by the shallowest frost depths. Compared to the variation of the shallowest frost table, the

deepest frost table rose continuously to over 31 cm on the final thaw day (June 4, 2009).

35
30 — The deepest frost table T
= The shallowest frost table Y
25 -
- The average frost table depth - T
3 -
S 20 —= T —
= = =T T T ‘
= - - T
@ 15 T —
pr T ‘ l
[+4] -—
2 1 T T 1
o
: 1l 117] '
1) -— —— —— -
S 5 T 11 L : l< L
s a4 Eo R R | = - = L L = ok
O s T T T T T T T T T T T T T T T T T T T T
Lo = (%] (%] ~J Lo = (%] (%] ~J Lo =
5 3 3 3 % S F S F d o ow g
s 8 8 83 8 8 33 3 3 3 3 S 3 3 g g 8 8
o o o o o o o (Y] o o o o

o

ate

Figure 7.7 The deepest, shallowest and average frost table depth for the snow-free transect points

over the study period

The average thaw depth of these reference points increased to 5 cm on May 1, 10 cm on May 7, 15 cm on
May 21, and 20 cm on June 3, 2009. The rate of soil thaw decreased as the frost table deepened partly
because, as soil thaw progresses, the distance between the ground surface and the zero-degree isotherm
increases, which results in a decrease in the thermal gradient. When the frost table depth exceeded 10 cm,

15 days was needed for each additional 5 cm of thaw.
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To investigate the importance of heat advection, the simulation is also done in the scenario that there is no
lateral flow into the AOI from the upslope snowdrift. Compared to Figure 7.7, the difference of the
average frost table depth is 3 cm on the final day of June 4 in Figure 7.8, respectively 22 cm and 25 cm
with and without lateral flow. Remarkably, the rate of soil thaw is faster with the lateral flow than without
lateral flow before May 13 when the average frost table depth is only 9.0 cm. It is indicated that the
additional liquid water can facilitate soil thaw when the thaw depth is shallow. However, after May 20

when the frost table depth is over 15 cm, the lateral flow plays a role of decelerating the soil thaw.
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Figure 7.8 The deepest, shallowest and average frost table depth for the snow-free transect points

without lateral flow over the study period

During the snowmelt season, the integrated liquid moisture of all soil layers from the ground surface to
the frost table at the reference points varies from nearly saturation (93%) to the unfrozen liquid moisture
content (20%). On April 29, 2009, the liquid moisture maintains 20% for all the points are frozen. Similar
to the dramatic variation of shallowest frost table depth, the highest soil moisture is dynamic with a value

of over 70% except for the first two days (Figure 7.8). After June 1, 2009, when all the points are
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unfrozen, the lowest moisture is close to 40%. In the same period, the average moisture increases from

20% to 55%.
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Figure 7.9 The simulated highest, lowest and average soil moisture perched by the frost table

during soil thaw

7.2.2 Influence of Soil Moisture on Soil Thaw

During the process of soil thaw, the relative importance of the ground heat flux is influenced by the
thermal diffusivity (m* s™) of the soil, which is the ratio of thermal conductivity to heat capacity. In the
frozen and saturated condition where the thermal diffusivity of soil is high, the ground heat flux moves
rapidly through because the soil conducts heat quickly relative to its volumetric heat capacity. As ground
ice is replaced by water and water is replaced by air though evaporation or drainage losses, the thermal
diffusivity declines. For the top layer of the organic soil, the thermal diffusivity drops rapidly as the ice
melts. However afterwards, its value stabilizes and does not respond readily to changes in soil moisture

[Carey, 1998].
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Below the freezing point, the liquid soil moisture content remains stable although it is dependent on the
soil temperature as indicated in Equation 5.22. As soil thaw progresses, the liquid moisture content
increases with the ice changing into the water. According to GEOtop Modelling, the integrated liquid
moisture content above the frost table increases with thaw depth within the AOI. The average daily liquid
moisture content of the reference points is positively correlated with the frost table depth for the study
period between April 29 and June 3, 2009 (Figure 7.10). This relationship can be described by the

logarithm function (R*=0.91):

Moisture=0.1643xIn(FT)+0.0165 [7.4]

where Moisture is the liquid moisture content and FT is the frost table depth in cm.
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Figure 7.10 Relation of frost table depth and integrated liquid moisture of soil column
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During the period of soil thaw, the increases of both frost table depth and liquid moisture content are
caused by the ground heat flux. In the prospect of energy, the frost table depth only depends on ground
heat flux, but the liquid moisture content is determined by both ground heat flux and latent heat transfer.
Due to a decrease in both the thermal diffusivity and temperature gradient as soil thaw progressed during
the 2009 spring, the magnitude of ground heat flux declined. Simultaneously, as the ice changes to
water, the latent heat transfer intensifies with more water available for evapo-transpiration. Therefore, the
evapo-transpiration plays an increasingly important role when the frozen soil becomes wet. Conclusively,
Equation 7.4 represents the correlation of frost table depth and liquid moisture content in the period of

soil thaw when the average frost table is less than 25cm.
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Figure 7.11 Frost table map A on May 6, B on May 13, C on May 20, D on May 27 and E on June 3,2009; frost table depth frequency

distribution curve a on May 6, b on May 13, ¢ on May 20, d on May 27 and e on June 3,2009
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In addition to the characters of the frost table depth and the liquid moisture content at points within the
AOI cell, the spatial patterns of the frost table and soil liquid moisture are also interesting. Figure 7.10
shows the spatial distribution of the frost table depth on five days (May 6, 13, 20, 27 and June 3, 2009)
with 7 days interval. In the process of soil thaw, the central frequencies of the frost table depth shift from
two peaks to one as the frozen soil area became progressively less. That is, two frost table depth peaks are
0 and 15 cm on May 6 and 0 and 15 - 20 cm on May 13 and 20. In contrast, on May 27 and June 3, only
one peak occurs at a depth of 20 cm. The frequency of the central frost table depth increases stably with

time and the frequency distribution approximates a normal distribution.

Compared to the frequency distribution of the frost table depth, the frequency of soil liquid moisture
content was scattered in a wide range of moisture content between 20% and 50% when the frost table
depth was between 5 cm and 20 cm on May 6, 2009 (Figure 7.10 a; Figure 7.11a). After May 27 when the
50" percentile of the frost table depth fell to 20 cm, the central soil moisture content increases to 0.4
between May 27 and June 3. The frequencies of the soil liquid moisture content at 0.5, 0.6 and 0.7,

increased to the highest value on June 3, which contribute to enlarge the water capacity of the AOI.
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Figure 7.12 Soil liquid moisture content map A on May 6, B on May 13, C on May 20, D on May 27 and E on June 3,2009; soil liquid

moisture frequency distribution curve a on May 6, b on May 13, ¢ on May 20, d on May 27 and e on June 3,2009
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7.3 Transit Time of the AOI

The spatial pattern of snow cover removal (Figure 3.3) reflects the pattern of soil thaw (Figure 7.10).
On average, 85% of the AOI is snow covered between April 30 and May 6, which indicates that
subsurface flow is present on only 15% of the AOI with the average soil thaw depth of 9 cm (Figure
7.12). At that time, the snow free patches were distributed widely throughout the AOI. As a result, the
subsurface water conveyance to the valley bottom is ineffectual. For each of the following four
weeks, the subsurface flow zone expanded to respectively 37%, 59%, 80% and 94% of the AOI with
maximum soil thaw depth less than 35 cm. As the snow free patches expanded and coalesced, the
subsurface flow gradually became more effective. To determine the subsurface flow, the important
factors comprise of hydraulic conductivity of the soil and tortuosity of the snow free patches in the

AOL.
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Figure 7.13 Cumulative frequency of weekly average thaw depth
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7.3.1 Hydraulic Conductivity of the AOI

The saturated soil layer descends during soil thaw as the relatively impermeable frost table lowers

through the active layer. Since the saturated flow is superior to the unsaturated flow in the magnitude,

the water flow is mainly determined by the hydraulic conductivity at the frost table. With the

expansion of snow free patches, the shallow thaw depth cells will have a higher hydraulic

conductivity. Therefore, the hydraulic conductivity of the AOI varies spatially and temporally.

In the model for the 5-week period, the hydraulic conductivity frequencies are produced according to

the soil thaw depth frequency curve for all snow free cells of the AOI (Figure 7.13). Similar to the

thaw depth, the hydraulic conductivity curve contains two peaks in the three week period (the first

week between April 30 and May 6; the second week between May 7 and 13; the third week between

May 14 and 20). Gradually the hydraulic conductivity decreases a low value with the high frequency.
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Figure 7.14 frequency distribution of log value of hydraulic conductivity

For the entire AOlI, it is difficult and unnecessary to calculate precisely the hydraulic conductivity of

each cell. Nevertheless, the daily average hydraulic conductivity can be estimated based on the snow
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free area and frost table depth. This spatially representative hydraulic conductivity, ks, is determined

using Equation 7.5:

K= f-K! [7.5]

where f; is the i-th fraction of the area of the thaw depth i to the area of the AOI, K\, (m d™) is the

hydraulic conductivity at the thaw depth i. After the calculation, the spatial representative hydraulic
conductivity, Ky, is 17.1 m d™* on April 30, and decreases gradually in the study period (Figure 7.15).

A peak value of spatial representative hydraulic conductivity of 17.7 m d™ occurs on May 13, 2009.
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Figure 7.15 Spatial representative hydraulic conductivity

7.3.2 Transit Time of the AOI

Figure 7.15 illustrates the development of the spatially averaged tortuosity and transit time of the AOI
during the study period. The tortuosity is calculated using Equation 3.1, and the transit time of the

AOI, Taoy, is calculated using Equation 7.6:
77



TAOI =

where L is the straight-line distance between the upper and lower edges of the AOI (Ls= 60 m), Ty is

the tortuosity, K is the spatially representative hydraulic conductivity (m d™), and sin (o) accounts for

L,-T,
K; -sina

the slope (o = 18°) effect on the subsurface flow.

Since the aggregation of snow free patches increases connectivity in the subsurface flow zone, the
average daily tortuosity exhibits a general decreasing trend during the thawing period. Hence, the
high connectivity of the snow free cells and the high spatial representative Ks of the AOI, cause the
minimum transit time of 11.8 days through the AOI on 13 May (Figure 7.16). Before May 13, the

diagram of the transit time indicates that subsurface flow is restricted within the AOI with the

[7.6]

maximum value of 33.5 days. After this time, the transit time fluctuates between 20 and 30 days.
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Figure 7.16 Tortuosity and transit time of AOI in the study period
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7.4 Preferential Flow Path of the AOI

The runoff from the snowdrift upslope of the AOI reaches the stream at the base of the slope via
various paths that affect both the timing and magnitude of the snowmelt runoff. Further, the pattern of
hillslope drainage depends on the preferential flow paths and the total contributing area of the runoff.
Both the preferential flow paths and the contributing area are influenced spatially and temporally by
the frost table topography. The approach to delineating the preferential flow paths on the frost table
topography is indicated in Figure 7.16, which contains the representative snow free and snow covered

areas.
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Figure 7.17 Schematic diagram of the flow paths on the frost table topography
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The frost table topography is produced by subtracting ground surface elevation (i.e. DEM) from the
frost table depth calculated in GEOtop, and the elevation values of the frozen cells are set null to
represent impermeability. The preferential flow is assumed to follow the steepest slope involving the
8 adjacent cells on the frost table topography. As well, the water table surface is assumed to be
parallel to the frost table slope. The model of preferential flow path is indicated in Figure 7.17, and

the detailed formulas applied in the model are shown in Appendix B.
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Figure 7.18 Model of preferential flow path on the frost table topography
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The contributing area of the runoff refers to the total number of connected snow free cells that drain
runoff from the AOI. The total contributing area consists of every single flow path within the AOI.
After a snow free patch appears, the flow path is dynamic, but the total contributing area increases

gradually as soil thaw promotes the connection of snow free cells.

Based on the frost table topography on May 6, 2009, there are some isolated snow free patches in the
AOI, which indicates the impeded flow paths in the depressions (Figure 7.18). At this time, the
drainage from the AOI by preferential flow was sparse because the flow paths in the snow free
patches were disconnected. In the following time from May 13 to June 3, the quantity of flow paths
increases with the enlarging snow free area. However, the superiority of the preferential flow is
weakening as many flow paths emerge. When the snow cover is totally removed in the AOI on June

3, the flow paths delineated by the frost table topography are similar to that produced by the DEM.
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Figure 7.19 The flow paths of hillslope drainage based on the frost table topography

Table 7.1 shows the interrelation of the snow free area, total contributing area, and preferential flow
path within the AOI. On May 6, 2009, the area of the largest preferential flow path was 96 m? (i.e. 96
cells) where 28 percent of the AOI was snow free. By May 20, 2009, the area of the largest
preferential flow path increased to 832 m? and 69 percent of the snow free area was connected to
discharge the runoff from the AOI. On June 3 when the snow free area reached 100%, the largest

flow path conducted the water in an area of 650 m?.

Table 7.1 The preferential flow path and contributing area on five days

Snow-free c To_tgl _ Five largest preferential flow path (m?) Percentage of ﬁYe

date area ontributin largest preferential

, g area flow path to total

(m°) (m?) No.1 | No.2 | No.3 | No.4 | No.5 | contributingarea
May 6 2909 611 96 82 72 46 34 54%
May 13 5404 2590 534 270 240 229 213 57%
May 20 6806 4689 832 514 353 319 288 49%
May 27 9117 7590 718 603 452 448 364 34%
June 3 10266 10266 650 632 540 477 474 27%

Similarly, as with the area of the single preferential flow path, the number of the preferential flow

paths is also variable since the preferential flow in the AOI are influenced by the lowering of the frost
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table. With increasing flow paths in the AOI, the importance of preferential flow on conducting the
discharge gradually decreases. On May 6 and 13, the cumulative area of the five largest preferential
flow paths comprises over half of the total contributing area. By contrast, on June 3, it makes up only

27% of the total area, which is indicated in Table 7.1.

Although the total contributing area and the number of flow paths increase during the soil thaw, the
majority of the runoff drains from the AOI through only a small proportion of the flow paths (Figure
7.19). Between May 6 and June 3, some specific cells on the bottom of the AOI aggregate much more
contributing area than the other cells. As indicated in the figure, One May 6, 2009, 15 percent of the
hillslope width drains approximately three-fourths of the total contributing area. The mean
contributing area, which assembles the half total converging area, are 70 m?, 210 m?, 360 m? 360 m?

and 420 m? on May 6, 13, 20, 27 and June 3, respectively.
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Figure 7.20 Relation of flow paths and contributing area on May 6, 13, 20, 27 and June 3, 2009
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7.5 Discharge

The runoff represented in the GEOtop model results exclusively from the snowdrift upslope of the
AOI and the content of water released in the active layer. Similar to the snowmelt percolation
measured by lysimeter, the characteristics of the hillslope runoff hydrograph are dominated mainly by
the energy processes (such as air temperature), not by precipitation. The runoff indicates an apparent
diurnal trend in a daily cycle. According to the model, the shape of the snowmelt percolation and
hillslope runoff hydrographs is close to the air temperature curve (Figure 7.20A). When the

temperature is below zero, the runoff is nearly restrained between May 10 and 19.

In Figure 7.20 B and C, the comparison of the half-hourly hydrographs shows that the snow melt
peak precedes the slope runoff by 8-10 hours before May 10. If the peak of snow melt is higher, the
time lag between snow melt and slope runoff is shorter. For instance, on May 2, 2009, the peaks of
snow melt and slope runoff are present at 16:00 and 24:00 hours, respectively. By contrast, between
May 20 and 30, the time lag is only 5 hours or less and the appearances of snow melt and slope runoff
peaks are between 13:00 to 16:00 hours, and between 14:00 to 20:30 hours, respectively. For instant,

the peak of snow melt is at 13:30 hours and the peak of slope runoff is at 16:00 hours on May 26.

After May 30, the time lag between the snow melt percolation and slope runoff hydrographs is not
apparent. Compared to snowmelt percolation, the shape of the slope runoff hydrograph has great
difference. It can be seen in Figure 7.20 B and C that the rise and fall sections of the snow melt
hydrograph are much steeper than the slope runoff, and the magnitude of the slope runoff peak
collapses dramatically. The change may be influenced by the increasing thaw depth which entails an

increasing water retention capacity of the soil.
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Figure 7.21 A: air temperature and precipitation; hydrographs of snow melt (B), AOI discharge

(C), and stream flow of Granger Creek (D) from April 29 to June 4, 2009

Based on the simulation of snow melt percolation and discharge of the AOI, the ratio of the energy-
based runoff is only 0.13. Cumulatively between April 28 and June 4, 1480 m® of snow melt water is
changed to 190 m? of slope runoff. Especially, between May 18 and June 4, the cumulative snow melt

water is approximately 800 m?, which only produces 70 m® of runoff.

Hill slope runoff is assumed to be generated through two distinct flow systems: quick flow and slow
flow. Quick flow is rapid runoff delivered downslope by the preferential flow in the highly porous
organic material, and slow flow is laminar flow in the saturated matrices of soils that involve a low
hydraulic conductivity. The shape of quick flow dominant hydrograph is characterized by a fast
response and a short recession. As thaw depth increases on the slope, the water storage addition at the
expense of runoff will promote the slow flow regime. As shown in the days between June 1 and 4,
2009, the characteristics of slow flow are apparent with the symptoms of a flat peak and extended
recession. Compared to the slope runoff, the diurnal fluctuation of stream flow does not respond as
strongly to the daily rhythm of melt. When the slope runoff is restrained at night, the stream flow

keeps the baseflow of approximately 0.02 - 0.04 m®/s.
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Chapter 8

Conclusions

The variation of ground energy fluxes are investigated using a micro-scale hydrological model (1m x
1m in GEOtop). The cumulative ground surface temperature is a good indicator of the observed thaw
depth. Depth-integrated soil moisture and the horizontal hydraulic conductivity of the saturated flow
zone are examined in relation to the extent of ground thaw as indicated by the position of the
impermeable frost table. When the impermeable frost table topography descends, the preferential
flow paths and total runoff contributing area are defined with implications to hillslope drainage. The

major findings of this study are as follows:

1. The diurnal features of vertical snowmelt percolation and horizontal slope drainage in the
AOI are apparent, which are caused by energy fluxes. The time lag between the arrival at the
base of the snowpack of meltwater percolate and its delivery to the base of the hillslope is 8
to 10 hours when the average frost table depth is between 0 and 10 cm. After the snow-free
area expands to over 50% of the AOI, the delay time reduces to 5 hours or less when the
average frost table is between 10 and 20 cm. At last, the peak of slope drainage hydrograph is
dramatically cut down when the average frost table is over 20 cm.

2. The end-of-winter snow distribution dominates the spatial pattern of soil thaw. Heat
conduction dominates the energy supply for soil thaw. By the final day of study (4 June) the
average simulated thaw depths with and without snowpack meltwater are 22 cm and 25 cm,
which indicates that the meltwater input decreases the thaw rate by ~13%. The average
measured thaw depth by this date of the 44 measurement points is 22 cm. An indication that
the conduction is the dominant heat transfer mechanism is strong correlation between

cumulative daily air and surface temperature in Figure 7.6.
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3. The average simulated soil moisture for the 44 transect points increases as snow melt and soil
thaw progresses. In the melt season, the soil thaw and soil moisture is well correlated with the
logarithmic function (see Equation 7.4) during the simulation period between April 29 and
June 3, 2009.

4. Due to the increasing frost table depth and the decreasing hydraulic conductivity, the areally-
weighted average hydraulic conductivity of snow-free cells in the AOI varies from 17.7 md*
to 6.3 m d™ over the entire study period. Consequently, the transit time of the AOI is between
33.5 days and 11.7 days during the same time.

5. The preferential flow is important to the total contributing area before May 13 when the
average frost table depth is approximately 10 cm. As the snow-free area is constantly
increasing, the largest preferential path delineated by the frost table topography increases to
the highest value of 832 m?, and then descends to 650 m?. When the snow-free area is
approximately 50% of the AOI, the five largest preferential paths cover 57% of the total

contributing area.

In this study, the energy-based runoff concept is evaluated within the AQOI for single snowmelt-runoff
season. The hydraulic properties of the soil, the flow paths (variable contributing areas) are examined
based on the rate and patterns of the ground heat flux. The analysis of the frost table topography
obtained by the micro-scale hydrological model is helpful to combine the effect of soil thaw in meso-

scale or large scale hydrological models.
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Appendix A

TDR and TB4 Program of CR 1000 Series Datalogger

'CR1000 Series Datalogger

'lysimeter of TB4 and snow moisture of TDR100 with 6 probes in 15 minute interval for Wolf Creek
2009

'program author: Qian Che

'Declare Public & Dim Variables —-———-—-—-—-—-——-——-——-——
Public batt volt
Public Panel temp
'For TDR10O

Public LaL(6)
Public LaL2 (6)
Public LedieuVWC (6)
Public ToppVWC (6)
Public Flag(2)
Public WavePT (260)
Public MuxChan

Dim I

'For Lysimeter
Public Lysimeter mm

Units Lysimeter mm=mm

'Declare Constants —-——-——-———-—————————————— -
'Topp Equation Dielectric Constants

Const a0= -0.053

Const al= 0.0292

Const a2= -0.00055

Const a3= 0.0000043

Const high = true

Const low = false

'Define Data Tables -——--—-—-———-————————————— -
DataTable (Data TDR,1,-1) 'l5-minute Data Table (i.e. TDR100 VWC Measurements)
DataInterval (0,15,Min,10)
Minimum (1,batt volt,IEEE4,0Q,False)
Average (1,Panel temp, IEEE4,0)
CardOut (0,-1000)
Sample (6,LaL(),IEEE4)

Sample (6,LedieuVWC(),FP2)

91



Sample (6, ToppVWC(),FP2)
EndTable
DataTable (TDR Wave,1l,240) 'Data Table (i.e. Capture TDR Probe Waveforms)
Sample (1,MuxChan, IEEE4)
Sample (260,WavePT(),FP2)
EndTable
DataTable (Lysimeter mm, True,-1)
DataInterval (0,15,Min, 0)
CardOut (0,-1000)
Totalize(l,Lysimeter mm, IEEE4,0)

EndTable

'Main Program ————————— =
BeginProg
SDMSpeed (50) 'Fix TDR100 to CR1K communication timing
Scan (1,Sec,0,0) 'scan instructions every 1 sec
Battery (Batt volt)
PanelTemp (Panel temp,250)
'Set flag 1 High every 15 minutes (Note: User can manually set flag 1 high/low)
If TimeIntoInterval(0,15,min) Then Flag(l)=High
'Set flag 2 High once per 2 hours (Note: User can manually set flag 2 high/low)
If TimeIntoInterval(0,2,Hr) Then flag(2)=high '
If Flag(l)=High Then Tk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok
SW12 (1) 'Turn on 12V Power to TDR100 & SDMX50
'Note: Wire TDR100 & SDMX50 12V power leads to CR1000 SW12 Terminal
Delay (1,2,Sec) 'pause 2 sec to allow power supply voltage to settle
'Measure La/L on SDMX50 channel #1 thru channel#8 & convert to VWC using Topp Eq.
TDR100 (LaL(l1l),0,0,1001,4,1.0,251,16,5.0,0.3,0.085,1,0)
TDR100 (LaL(2),0,0,2001,4,1.0,251,16,5.0,0.3,0.085,1,0)
TDR100 (LaL(3),0,0,3001,4,1.0,251,16,5.0,0.3,0.085,1,0)
TDR100 (LaL(4),0,0,4001,4,1.0,251,16,5.0,0.3,0.085,1,0)
TDR100 (LaL(5),0,0,5001,4,1.0,251,16,5.0,0.3,0.085,1,0)
TDR100 (LaL(e6),0,0,6001,4,1.0,251,16,5.0,0.3,0.085,1,0)
For I=1 To 6
LalL2(I) = LaL(I)"2 'Apparent Dielectric Constant K = (La/L)"2
Next I
'Topp Conversion from Dielectric Constant to Volumetric Water Content (VWC)
For I=1 To 6
ToppVWC (I)=a0 + al*Lal2(I) + a2*Lal2(I)”"2 + a3*Lal2(I)"3
Next I
'Measure La/L on SDMX50 channel #1 thru channel#8 & convert to VWC using Ledieu Eq.
'Note: Reps (i.e. "1002") assume all cables are the same length!!!

TDR100 (LedieuVvwcC(),0,0,1006,4,1.0,251,9.5,5.0,0.3,0.085,.1138,-0.1758)
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CallTable Data TDR
Flag(l)=0 'reset state of Flag 1
SW1l2 (0 ) 'Switched 12V Low

EndIf 'EndIf fOr Flag 1 Rk ik kb bk b b b b b b b b b b kb

If Flag(2)=High Then Tohkkhkkhkhkhkhkhkhkhkhkkhkkhkkhkhkxkxkxkxk*
SW12 (1) '"Turn on 12V Power to TDR100 & SDMX50
Delay (0,2,Sec) 'pause 2 sec to allow power supply voltage to settle out
MuxChan=1001 'store the SDMX50 channel in variable "MuxChan"

TDR100 (WavePT(),0,1,1001,4,1.0,251,9.5,5.0,0.3,0.085,1,0)
CallTable TDR Wave ()
MuxChan=2001 'store the SDMX50 channel in variable "MuxChan"
TDR100 (WavePT(),0,1,2001,4,1.0,251,9.5,5.0,0.3,0.085,1,0)
CallTable TDR Wave ()
MuxChan=3001
TDR100 (WavePT(),0,1,3001,4,1.0,251,9.5,5.0,0.3,0.085,1,0)
CallTable TDR Wave ()
MuxChan=4001
TDR100 (WavePT(),0,1,4001,4,1.0,251,9.5,5.0,0.3,0.085,1,0)
CallTable TDR Wave ()
MuxChan=5001
TDR100 (WavePT(),0,1,5001,4,1.0,251,9.5,5.0,0.3,0.085,1,0)
CallTable TDR Wave ()
MuxChan=6001
TDR100 (WavePT(),0,1,6001,4,1.0,251,9.5,5.0,0.3,0.085,1,0)
CallTable TDR Wave ()
Flag(2)=0 'reset state of Flag 2
SWl2 (0 ) 'Switched 12V Low

EndTf  "ENATE *hkkkokokkkkokokokkk ok kK ok ok ok ok k& o ok ok ok kK %

PortsConfig (&B00000111,&B00000000) 'configure SDM ports Cl1l,C2,C3 as inputs

'TB4 Rain Gauge measurement Rain mm:
PulseCount (Lysimeter mm,1,1,2,0,0.1,0)
'Call Data Tables and Store Data
CallTable (Lysimeter mm)
NextScan

EndProg
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Appendix B

VBScript of preferential flow on the frost table topography

' 12.vbs
' Created on: Mon Jul 23 2012 11:21:43 AM

' (generated by ArcGIS/ModelBuilder)

' Create the Geoprocessor object

set gp = WScript.CreateObject ("esriGeoprocessing.GPDispatch.1")

' Check out any necessary licenses

gp.CheckOutExtension "spatial"

' Load required toolboxes...

gp.AddToolbox "C:/Program Files/ArcGIS/ArcToolbox/Toolboxes/Spatial Analyst Tools.tbx"

' Local variables...

outputN0014 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\outputN0014"
thawedN0014 asc_ 2 = "C:\GEOtop new\validation\With lateral flow\table\thawedN00l4.asc"

Output surface raster = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\Fill SingleOl"
nl4 = "C:\GEOtop new\validation\With lateral flow\New Folder\nl4"

dem _asc = "dem.asc"

SingleOutput5 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\SingleOutput5"

FlowDir Fill2 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\FlowDir Fill2"

v1l4 = "C:\GEOtop new\validation\With lateral flow\New Folder\14"

outputN0028 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\outputN0028"
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thawedN0028_asc = "C:\GEOtop_new\validation\With lateral flow\table\thawedN0028.asc"
Output_surface_raster 2 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\Fill SingleOl"
n28 = "C:\GEOtop new\validation\With lateral flow\New Folder\n28"

dem asc 2 = "dem.asc"

SingleOutput5 2 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\SingleOutput5"
FlowDir_Fill2 2 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\FlowDir Fill2"

v28 = "C:\GEOtop new\validation\With lateral flow\New Folder\28"

outputN0042 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\outputN0042"

thawedN0042 asc = "C:\GEOtop new\validation\With lateral flow\table\thawedN0042.asc"

Output surface raster 3 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\Fill SingleOl"
n42 = "C:\GEOtop new\validation\With lateral flow\New Folder\n42"

dem asc_ 3 = "dem.asc"

SingleOutput5 6 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\SingleOutput5"

FlowDir Fill2 3 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\FlowDir Fill2"

v42 = "C:\GEOtop new\validation\With lateral flow\New Folder\42"

outputN0056 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\outputN0056"

thawedN0056_asc = "C:\GEOtop new\validation\With lateral flow\table\thawedN0056.asc"

Output surface raster 4 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\Fill SingleOl"
n56 = "C:\GEOtop new\validation\With lateral flow\New Folder\n56"

dem asc__ 4 = "dem.asc"

SingleOutput5 3 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\SingleOutput5"

FlowDir Fill2 4 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\FlowDir Fill2"

v56 = "C:\GEOtop new\validation\With lateral flow\New Folder\56"

outputN0070 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\outputN0070"

thawedN0070_asc = "C:\GEOtop new\validation\With lateral flow\table\thawedN0070.asc"

Output surface raster 5 = "C:\Documents and Settings\Bill Quinton\Local Settings\Temp\Fill SingleOl"
n70 = "C:\GEOtop new\validation\With lateral flow\New Folder\n70"
dem asc_ 5 = "dem.asc"
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SingleOQutput5 4 =

FlowDir Fill2 5 =

v70 = "C:\GEOtop new\validation\With lateral flow\New Folder\70"

' Process: Single Output Map Algebra...

gp.SingleOutputMapAlgebra sa "setnull (thawedN00Ol4.asc==0,thawedN0014.asc)",
flow\table\thawedN001l4.asc'"

' Process: Single Output Map Algebra (2)...

gp.SingleOutputMapAlgebra sa "dem.asc - (outputN0014 / 1000)", SingleOutput5,

Settings\Temp\outputN0O014"'"

' Process: Fill...

gp.Fill sa SingleOutput5, Output surface raster, ""

Process: Flow Direction...

gp.FlowDirection sa Output surface raster, FlowDir Fill2, "NORMAL", v14

' Process: Flow Accumulation...

gp.FlowAccumulation sa FlowDir Fill2, nl4, "", "FLOAT"

' Process: Single Output Map Algebra (3)...

gp.SingleOutputMapAlgebra sa "setnull

flow\table\thawedN0028.asc'"

' Process: Single Output Map Algebra (4)...

gp.SingleOutputMapAlgebra sa "dem.asc - (outputN0028 / 1000)",
Quinton\Local Settings\Temp\outputN0028'"

' Process: Fill

(2) ...

gp.Fill sa SingleOutput5 2 , Output surface raster 2 , ""
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SingleQutput5 2 ,

"C:\Documents and Settings\Bill Quinton\Local Settings\Temp\SingleOutput5"

"C:\Documents and Settings\Bill Quinton\Local Settings\Temp\FlowDir Fill2"

"'C:\GEOtop _new\validation\With lateral

"dem.asc; 'C:\Documents and Settings\Bill Quinton\Local

(thawedN0028.asc==0, thawedN0028.asc)", outputN0028, "'C:\GEOtop new\validation\With lateral

"dem.asc; 'C:\Documents and Settings\Bill



' Process: Flow Direction (2)...

gp.FlowDirection sa Output surface raster 2 , FlowDir Fill2 2 , "NORMAL", v28

' Process: Flow Accumulation (2)...
gp.FlowAccumulation sa FlowDir Fill2 2 , n28, "", "FLOAT"
' Process: Single Output Map Algebra (5)...

gp.SingleOutputMapAlgebra sa
flow\table\thawedN0042.asc'"

' Process: Single Output Map

gp.SingleOutputMapAlgebra sa

"setnull (thawedN0042.asc==0,thawedN0042.asc)",

Algebra (6)...

"dem.asc -

(outputN0042 / 1000)", SingleOutput5 6 ,

Quinton\Local Settings\Temp\outputN0042'"

' Process: Fill (3)...

gp.Fill sa SingleOutput5 6 , Output surface raster 3

' Process: Flow Direction (3)...

wn

gp.FlowDirection sa Output surface raster 3 , FlowDir Fill2 3 , "NORMAL", v42

Process: Flow Accumulation

(3) ...

gp.FlowAccumulation sa FlowDir Fill2 3 , n42, "", "FLOAT"

' Process: Single Output Map

gp.SingleOutputMapAlgebra sa
flow\table\thawedN0056.asc'"

' Process: Single Output Map

gp.SingleOutputMapAlgebra sa

Algebra (7)...

"setnull (thawedN0056.asc==0,thawedN0056.asc)",

Algebra (8)...

"dem.asc -

(outputN0056 / 1000)", SingleOutput5 3 ,

Quinton\Local Settings\Temp\outputN0056'"

' Process: Fill (4)...
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gp.Fill sa SingleOutput5 3 , Output surface raster 4 , ""

' Process: Flow Direction (4)...

gp.FlowDirection sa Output surface raster 4 , FlowDir Fill2 4 , "NORMAL", v56

' Process: Flow Accumulation (4)...

gp.FlowAccumulation sa FlowDir Fill2 4 , n56, "", "FLOAT"

' Process: Single Output Map Algebra (9)...

gp.SingleOutputMapAlgebra sa "setnull (thawedN0070.asc==0,thawedN0070.asc)", outputN0O070, "'C:\GEOtop new\validation\With lateral
flow\table\thawedN0070.asc'"

' Process: Single Output Map Algebra (10)...

gp.SingleOutputMapAlgebra sa "dem.asc - (outputN0070 / 1000)", SingleOutput5 4 , "dem.asc;'C:\Documents and Settings\Bill
Quinton\Local Settings\Temp\outputN0070'"

' Process: Fill (5)...
gp.Fill sa SingleOutput5 4 , Output surface raster 5 , ""

Process: Flow Direction (5)...

gp.FlowDirection sa Output surface raster 5 , FlowDir Fill2 5 , "NORMAL", v70

' Process: Flow Accumulation (5)...

gp.FlowAccumulation sa FlowDir Fill2 5 , n70, "", "FLOAT"
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