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Abstract

Wireless networks are growing at a phenomenal rate. Thisthres causing an over-
crowding of the unlicensed RF spectrum, leading to inceéaserference between co-
located devices. Existing decentralized medium accessatqiMAC) protocols (e.g.
IEEE 802.11a/b/g standards) are poorly designed to hantieférence in such dense
wireless environments. This is resulting in networks witlopand unpredictable perfor-
mance, especially for delay-sensitive applications sgclo&ce and video.

This dissertation presents a practicahflict-graph(CG) based approach to design-
ing self-organizing enterprise wireless networks (or WLs)Mhere interference is cen-
trally managed by the network infrastructure. The key idda use potential interference
information (available in the CG) as an input to algorithimsttoptimize the parameters
of the WLAN. We demonstrate this idea in three ways. Firstpesign a self-organizing
enterprise WLAN and show how the system enhances perfoenarer non-CG based
schemes, in a high fidelity network simulator. Second, wédbaiipractical system for
conflict graph measurement that can precisely measurédrgace (for a given network
configuration) in dense wireless environments. Finallydemnonstrate the practical ben-
efits of the conflict graph system by using it in an optimizafi@mework that manages
associations and traffic for mobile VoIP clients in the epttise.

There are a number of contributions of this dissertatiorstFive show the practical
application of conflict graphs for infrastructure-baseiference management in dense
wireless networks. A prototype design exhibits throughgaits of up ta0% over tra-
ditional approaches. Second, we develop novel schemes$igring a conflict graph
measurement system for enterprise WLANSs that can deteafénénce at microsecond-
level timescales and with little network overhead. ThiswB us to compute the conflict
graph up to400 times faster as compared to the current best practice pedposthe
literature. The system does not require any modificatiordiémts or any specialized
hardware for its operation. Although the system is desigoednterprise WLANS, the
proposed techniques and corresponding results are aplglitaother wireless systems
as well (e.g. wireless mesh networks). Third, our work opgmshe space for design-
ing novel fine-grained interference-aware protocols/tigms that exploit the ability to
compute the conflict graph at small timescales. We demdestrainstance of such a
system with the design and implementation of an architectibat dynamically man-
ages client associations and traffic in an enterprise WLAHN sWbw how mobile clients
sustain uninterrupted and consistent VoIP call qualityhipresence of background in-
terference for the duration of their VoIP sessions.
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Chapter 1

Introduction

Wireless networks are experiencing unprecedented gromdigeadually becoming the
dominant means by which people access the Internet. Lasty@ae, there were over
387 million WiFi devices sold around the world and this numbexpected to increase in
the future[16]. Moreover, WiFitechnology is being used wraaety of different settings,
from home and enterprise networks to city-wide wirelesshme=tworks (WMNSs). This
ubiquitous use of WiFi is also spurring the growth of the gplaone market, which are
phones that are typically equipped with multiple inter&asach as Bluetooth, WiFi, and
GSM, to name a few [106].

Despite this growth, the amount of available unlicensed pFesum has remained
unchange@ . As we can see in Figure 1.1 (which shows the FCC'’s spectriatedion in
the US), the unlicensed bands (marked in the figure) cotsttuery small fraction of the
entire RF spectrum, where unlicensed WiFi devices mustabpeil his fixed allocation
has lead to a scarcity of the RF spectrum, where more and negiees must share these
unlicensed frequency bands for communication. Withouperly designing protocols
that facilitate sharing of the RF spectrum, WiFi devices patentially experience poor
performance due tBF interference RF interference occurs when two or more devices
simultaneously transmit on the wireless channel, causaliigsions between wireless
signals at the receiver. This makes it difficult for the reeeito correctly recover the
bits transmitted by the sender. With the projected growtW\d¥i technology in the
upcoming years, RF interference is likely to become a magoridr to the performance
of wireless networks that tout broadband speeds for wiselsgrs, especially as the
density increases.

In addition to the growth of the WiFi market, emerging apations such as voice

1Due to demand, the FCC only recently allocated the 60 GHzifrrqy for unlicensed use
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Figure 1.1: Allocation of RF Spectrum by the Federal Comroatibns Commission
(FCC) inthe US

and video are also placing additional demands on such wsealetworks. The ability
to stream high definition video at home and on-the-go whiteutianeously transferring
large files over the network requires an abundance of bankdwthat existing WiFi net-
works fail to provide. In addition, the delay-sensitiveuratof voice and video applica-
tions makes the delivery of such content even more chalhgnigir such WiFi networks.
To enable such applications, RF interference must be sysieatly addressed.

The first IEEE 802.11 (WiFi) standard was drafted in 1999 andesthen, it has
been implemented universally by WiFi chip manufacturerise @iesigners of the IEEE
802.11 standard likely never expected the exponential tirofWViFi technology that is
being seen today. As a result, the original design of thedst@hmade many simplifying
assumptions with respect to medium access control. Inqodati all devices contend
independently for channel access, without any explicitdmation amongst each other.
Such decentralized techniques work well for a small numbeisers, but fail in dense
networking environments that contain hundreds of UE@]. Having realized these
shortcomings, WiFi architects are moving towards mmanagedand coordinatedde-
signs. In addition, IEEE standards bodies are also playieig part by devising standards
such as IEEE 802.11v and 802.11k to facilitate better manageand coordination be-
tween WiFi devices.

2A common occurrence in many enterprise wireless networks



WLANSs HP Labs| Seoul National University Our Testbed
Exposed Terminals 39% 9% 39%
Hidden Terminals| 43% 70% 35%

Table 1.1: Percentage of links that experience interfereacross different re-
search/industrial WLAN testbeds

While WiFi technology has been used in many different sg#tife.g., home, enter-
prise, and metro-scale wireless mesh networks), amongate mpopular applications
are enterprise networks. In an enterprise network, acceisgsp(APs) are deployed
throughout an office (or campus) to provide blanket covefagwireless access. Enter-
prise networks (or WLANSs) embody a unique set of challengasabse of user density
and the dynamics of indoor environments (for example, dupetple moving about
in the building). Moreover, use of such networks in meetiogm and libraries create
pockets of heavy usage where traffic load can also impactexgmrience. Moreover,
emerging applications such as voice and video require emuyted service despite the
presence of radio interference from other WiFi devices gkl shows the percentage
of links that suffer from hidden and exposed terminal irgexfice (discussed in greater
detail in Chapter12) for different enterprise-scale wissléestbeds. Finally, non-802.11
devices transmitting on the same frequency also causddrgace. These challenges
make combating RF interference in enterprise WLANS a dilfickiallenge.
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Figure 1.2: An example of a conflict graph
Motivated by these challenges, this dissertation proptsgwmiques tesystemati-
cally address RF interference in centralized enterprise WLAN=nti@lized enterprise

3



WLANS (described in greater detail in Chagdtér 3) are netwavkere the APs relinquish
management functionality to a central controller that ngesathe configuration of the
APsi. We propose aonflict graphbased approach to model interference, develop novel
techniques to measure the conflict graph, and apply it toyopéi the performance of
enterprise networks. Conflict graphs (first proposed in[jledcode interference infor-
mation between wireless links. An example conflict grapth@mm in Figuré 1.2, where
the nodes in the graph represent APs and an edge exists betweeodes if the AP
from which the edge emanates interferes with the AP at wiieletige terminates. The
values on the edges of the conflict graph describe the impantesference on the AP
experiencing interference (described in greater detathaptef 4). The conflict graph
provides a way t@lobally model interference, allowing the design of centralizeaalg
rithms that can potentially drive the network configuratiorthe global optimum of the
network. In contrast, decentralized algorithms do not irequetwork coordination and
optimize configurations based on local information at eaclividual AP. We show in
Chaptef 4 that such techniques lead to sub-optimal perfacenfor wireless clients.

1.1 Scope and Goals

This dissertation bridges the gap betweentti@®ryof conflict graphs and thepractical
application to enterprise WLANS. It has the following goals

o Rapid Detection of RF Interference: In the future, WiFi clients will be mobile
while using the network (for example, users making VolP<calhile on-the-go).
In such scenarios, clients may encounter intermittentfietence as they move
around, causing application performance to degrade. Imcases, it is imperative
to rapidly detect interference (at timescales of a few sdspto allow the network
to re-tune it's parameters and ensure reliable serviceatglio mobile users.

e Online Estimation of RF Interference: In an enterprise WLAN, interference
is primarily measured between AP-client links. To perfoirage measurements,
clients must be associated with the network. In real-wodgdldyments, clients
come and go and the network continuously undergoes chamgyadfic and topol-
ogy. This necessitates an online approach to estimatingﬂéﬁérenc@.

3Note that while we tackle interference in enterprise WLAM® underlying principles of our work

are equally applicable to other managed WiFi networks ak su#th as wireless mesh networks (WMNSs)
“4In other systems such as wireless mesh networks, intedemaay be measured offline or overnight



e Free from RF Propagation Models: Many RF propagation models have been
proposed to approximate signal propagation in differentrenments. While these
models have been used to estimate interference, they avenkioobe inaccurate
in practical settings [79]. Therefore, techniques thatthese models have lim-
ited application in real-world deployments. This motisatn approach that is
free from RF propagation modeling and estimates interfexehrough (active or
passive) measurements.

e No Client Modifications: Enterprise WLANS are found in a variety of different
settings, from corporate offices to university campusesalltov widespread de-
ployment in such settings, we require that clients are natifieal for interference
estimation purposes. This allows the solution to be botrementally deployable
as well as backwards compatible with existing IEEE 802.ahds#rds.

This dissertation is divided into three parts. In the first pae designan enterprise
WLAN architecture (dubbed ‘SMARTA)) that measures, antesa and maintains the
conflict graph for the network. Using the conflict graph, SMRRperforms frequency
selection and power control to maximum network performggeeen a particular objec-
tive function). This is achieved under the constraintsinatl above. The algorithms for
channel assignment and power control are shown to provighéfisiant gains in through-
put as compared to existing schemes. SMARTA is implemenmedtested on Qual-
Net [13], a high-fidelity network simulator.

In the second part, wanplementSMARTA to gauge its real-world application to
enterprise WLANS. To allow for this, we deploy3a node centralized wireless testbed.
The testbed is deployed in the William Davis Centre (DC) diniy at the University
of Waterloo. We implement SMARTA's interference measuretieamework (dubbed
‘Micro-Probing’) in the driver/firmware of the Intel 2915AB (Centrino) card. Micro-
probing is evaluated against the current state-of-thegtoach for interference estima-
tion [98]. We show that micro-probing achieves the same lefvaccuracy as the current
best approach with two orders of magnitude reduction in oreasent overhead.

In the third part of this dissertation, vagply micro-probing to the problem of sup-
porting mobile VOIP clients in interference-limited erngdase environments. The system
(dubbed ‘Overcast’) requires that the conflict graph be icoously measured and up-
dated as clients move about in building. Micro-probing idlwaited to this application
and we show how using this framework, Overcast providesmtigigle service to VoIP
users even in the presence of co-located backlogged irgesfdn other work, we have
applied micro-probing to optimize centralized schedulglata traffic in an enterprise
WLAN. The details of this scheme are covered elsewhiere [109]

5



We summarize the four key parts of the thesis next.

1.2 SMARTA

In Chaptef #, we describe the design of a Self-Managing Aechire for Thin Access
points (SMARTA). This architecture prescribes a set of teghes for measuring a con-
flict graph for an enterprise WLAN. Using the conflict graptMARTA dynamically
adjusts both access point channel assignments and poveds tevoptimize arbitrary
objective functions, while taking into account the irregguhature of RF propagation,
and working with unmodified legacy clients. We evaluate tNARTA architecture and
show that it is able to provide significant improvements asdsting approaches. For
example, in a typical scenario, SMARTA can provide 50% mareughput and 40%
lower mean per-packet delay than a hand-optimized contigaraVioreover, SMARTA
automatically reconfigures channels and power levels pomrese to both small and large
changes in the RF environment due to client movement.

1.3 Testbed Design

In Chaptei b, we describe the details of the testbed platfwemesigned and built to
test our algorithms for centralized control. Centralizateeprise WLANS have a unique
set of requirements that prior testbed designs fail to pi@w\Ve highlight these require-
ments and describe the hardware and software design ofsibete We also benchmark
the testbed to ensure that it meets the requirements foratizet control. Finally, we
also briefly describe our experiences with using the testloeithg the last two years.

1.4 Micro-Probing

In Chaptef 6, we present the Micro-Probing interferencesmeanment system. Micro-
Probing implements SMARTA's interference measurememéwaork and addresses the
engineering challenges not met by the ‘paper design’ pregas Chapterl4. For in-
stance, SMARTA makes assumptions such as: (1) Synchrammzbetween pairwise
transmitters during an interference test, (2) Clearinghefdir to perform interference
tests, and (3) The ability to measure RF spectral energy tectmterference. Micro-
probing addresses these requirements and demonstratesathgorld application of
SMARTAS interference measurement system. Note that,3MEARTA, Micro-probing

6
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Figure 1.3: High-level view of the Overcast architectureeTlient associates only once
to the network (through AP A) and the controller seamlessiyages the AP-client link
thereafter.

is also fully compliant with existing 802.11 standards aad measure interference for
legacy clients.

1.5 Overcast

In Chaptef ¥, we present the Overcast system that uses ¢gnéjzhs to mitigate inter-
ference and ensure reliable service for mobile clientsaipey VolP sessions. Overcast
illustrates an application where real-time computatiothefconflict graph is necessary
to ensure that the decisions taken by the optimization fveorie do not degrade net-
work performance. The salient features of Overcast areA(liytual AP architecture
to support seamless mobility for VoIP clients, (2) Centedi selection of APs for each
client, and (3) Coarse-grained scheduling of conflicting AR high-level picture of the
Overcast system is shown in Figurel1.3. All APs are configaredhe same channel
and appear to the client as a single virtual AP. The cliemt@ates to the network only
once and the controller subsequently decides which AP teetalill communicate with
(using appropriate selection metrics). The conflict gragitofvn on the top right hand
side of the figure) plays an integral role in managing interfiee in this single-channel



WLAN system. Additional details on the Overcast systemspaesented in Chapter 7.
Overcast is evaluated on ti38 node wireless testbed (described in Chapter 5) and is
shown to provide good quality of service (QoS) to mobile Volients. It increases the
number of clients supported by the network by a factor of twithtee in the presence of
background traffic.

1.6 Contributions

The principal contribution of this dissertation is thatiiidges the gap between the theory
of conflict graphs and their practical application in realrld wireless deployments.
The ability to compute conflict graphs at significantly sraatimescales facilitates new
innovations in algorithm design and network optimizatiofhis is a clear departure
from existing work that assumes conflict graphs requiretlenghneasurements, making
it difficult to re-measure them in an online network. The sfi@contributions of this
thesis are:

¢ Novel Interference Measurement TechniquesWe develop novel techniques to
practically measure the conflict graph for enterprise WLANS![30]. Asid@rf
measuring conflicts, these techniques have broader appticeeyond conflict
graph measurement, such as controlling client transrmsg$ar uplink traffic [71].

e Application to Network Optimization : We apply the conflict graph framework
to a challenging optimization problem where fine-grainddrierence information
is necessary to meet the performance objectives of thersyste show how the
resulting system, with the help of the conflict graph, grattgimanages interfer-
ence even as the number of contenders increases in the ke®var techniques
cannot be applied either because of their inability to caimiue conflict graph on
short timescales or their need for client modifications.

e Evaluation on an Enterprise-scale Wireless TestbedWe design and deploy
an enterprise-scale WLAN testbed (consisting3®fodes) in which we imple-
ment and evaluate our proposed protocols/algorithms. lBeceve focus on cen-
tralized WLANS, the testbed mimics centralized control avel show how this
design ultimately influences our hardware and softwareogsofor the wireless
platform [29].

e Practical Conflict Graphs: Our work enables the practical application of conflict
graphs. Furthermore, by carefully choosing our design ttaimés, we propose

8



techniques that can be rapidly deployed in existing WLANigles [32]. We be-
lieve that our work provides opportunities for new and ergitresearch on enter-
prise WLAN optimization.



Chapter 2
Background

In this chapter, we provide background material relevathi®dissertation. In Section
2.1, we cover Radio Frequency (RF) basics and then briefudssthe (WiFi) IEEE
802.11 standard. In Section .2, we outline the performahe#ienges for 802.11 net-
works, followed by a discussion of two commonly used intenfiee models in Section
[2.3. Finally, in Sectioh 214, we provide some background rerprise WLAN design
over the past decade.

2.1 IEEE 802.11 Networks Primer

In this section, we first describe some RF basics and thefiyotiwver parts of the IEEE
802.11 standard that are relevant to this dissertation.

2.1.1 RF Basics

In any wireless environment, the goal of a transmitter isangmit a radio frequency
signal that can be decoded correctly by the receiver. Homvévis cannot be achieved
if the receiver is not within a certain distance of the traiteen Because the wireless
signal undergoes RF attenuation (i.e., weakening of theafigf the receiver is far from

the sender, it may not be able to decode the signal corréattyhermore, if the receiver
is too far from the transmitter, the received power may beweak to even be detected
by the receiver. The ability to detect a signal is based ordinger-sensitivity threshold

(CST), defined by the receiver. The CST indicates the minimppawer/energy that an RF
receiver must receive to detect the transmission of a vésedegnal. Most wireless-card
manufacturers conservatively set this threshold to a ldwevée.g. -85 dbm) to prevent
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Carrier-sensing
Range

Figure 2.1: The transmission and carrier-sense rangesfired by the transmitter (T),
and the interference range is defined by the receiver (R).

interference with neighbouring devices. The effect of algiitenuation can be captured
with the help of ranges as defined by the transmitter andvecéas shown in Figure
[2.1). These are described in greater detail below:

e Transmission Rang&.he transmission range is the range within which the receive
of a signal can decode the transmission correctly. Thigie#fly smaller than the
carrier-sensing range of the transmitter (for exampls,tigpically considered half
the interference range in some RF propagation models).

e Carrier Sense Rangelhe carrier-sense range is the range within which the trans-
mitter’s signal exceeds the CST of the receiver. The recéetects the medium to
be busy and does not transmit at this time. The receiver cansehto de-sensitize
itself to such signals by raising its carrier sensitivityeshold.

¢ Interference RangeThe interference range (defined by the receiver) is the range
within which any signal transmitted by another source fietes with the transmis-
sion of the intended source, thereby causing a loss at tee/ezc

The three ranges shown above are affected by the power ofahsntitter. The
greater the transmission power, the more co-located naieseceive the transmission,
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and also the more nodes whose communication with other neitidse affected by this
transmission. The transmission range is also affected éyl#éta (or coding) rate used
by the transmitter. The higher the coding rate, the shdnerange, and vice versa. Note
that while the ranges are shown to be circular, in realigyttan be arbitrary and depend
on effects such as multi-path fading, scattering, etc.

2.1.2 IEEE 802.11 Overview

IEEE 802.11 (WiFi) is the most popular standard used for jgiiog short-range wireless
connectivity to users. It is designed to be simple yet abledapt to changing environ-
mental conditions. An 802.11 network can operate in one ofrtvades: infrastructure
mode and ad hoc mode. In infrastructure mode, a device kn@nanaAccess Point
(AP) acts as a bridge between the wired and wireless netwuatlcantralizes all wire-
less traffic. A second device known as the cligkdsociategor connects) to the AP in
order to gain access to the network. Clients can only comocatmiwith the APs and
not with other clients. In IEEE 802.11, a single AP’s coveragll is known as 8asic
Service Set (or BSS\WVhen multiple APs are deployed in an enterprise, they fonm a
Extended Service Set (or ESS). In this dissertation, wesacuthese types of wireless
deployments.

In ad hoc mode, there is no centralization and clients are tabdlirectly connect to
each other. Clients may forward traffic for each other togfandata between hosts that
are not in direct communication range. Ad hoc mode is uncomamal not used in this
dissertation

The IEEE standards bodies have defined multiple commuaitatiodes for the
802.11 standard. The two most common modes that operateedh4hiGHz frequency
band are 802.11b and 802.11g. IEEE 802.11b predates 8@ntilgupports the follow-
ing communication data rates: 1, 2, 5.5 and 11 Mbps. By cent882.11g uses OFDM
technology to sustain higher data rates. The data rateodepy 802.11g are: 6, 9,
12, 18, 24, 36, 48, and 54 Mbps. Furthermore, 802.11g is askvilards compatible
with 802.11b and is intended to replace it as the de-factol80&andard for the 2.4 GHz
band. More recently, the IEEE 802.11n standard has stadiethg momentum and is
touted to support data rates of up to 500 Mbps.

Another common standard used in practice is IEEE 802.112.188 operates in
the 5.8 GHz frequency band and uses OFDM technology to aelievysame data rates
as 802.11g. 802.11a predates 802.11g but is graduallyglosomentum as more WiFi
devices are now being shipped with only 802.11b/g suppotiil&\the reasons for this
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Figure 2.2: The top figure illustrates transmissions of asti¢Data) frames using 802.11.
The bottom figure illustrates transmissions of Broadcashés

are unclear, we believe that it is likely because the 2.4 Ghidhas better propagation
properties than the 5.8 GHz band.

2.1.3 |EEE 802.11 MAC Layer

The properties of the IEEE 802.11 MAC layer that we discuss hee the channel access
mechanism (CSMA/CA) along with a discussion of how data pt&kre transmitted, the
virtual carrier sensing (VCS) mechanism, and the impleaten of broadcast and CTS-
to-self packets.

Channel Access

The IEEE 802.11 MAC layer uses the Distributed Coordinakanction (DCF) to inde-
pendently allow each device to access the chQanehe basic idea is that devices first
sense the channel and if it is idle, only then do they init@titansmission. Channel
sensing is done with the help of the physical carrier-sensiechanism called Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CAhe fundamental differ-
ence between wired and wireless networks is the mechanisdetecting collisions on
the medium. For wireless networks, it is practically impbkesto detect collisions on-
the-air. Hence, the protocol uses a collision avoidancehar@sm, as well as positive
acknowledgments (or ACKs) to know whether a packet was sstgky transmitted.
The procedure for exchanging frames using DCF is shown otothkalf of Figuré 2.P.
Whenever a device wishes to transmit a frame, it must corftanithe channel. It does

1The Point Coordination Function (PCF) channel access nmisinavas also proposed in early ver-
sions of the 802.11 standard. However, for reasons thatrenlear, it was abandoned in favor of the DCF
approach discussed in this section
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this by first waiting a fixed length of time (called DIFS). Onoemplete, it chooses a
random number, upper bounded by a certain amount (callecbtitention window sije
and counts down these number of slots before transmittintherchannel. The slot
length is fixed for the 802.11 standard. Once the Data fraraadsessfully transmitted,
the receiver waits a fixed period of time (called SIFS) andisem ACK response to the
transmitter. The ACK assures the sender that the data paesetorrectly decoded by
the receiver. This process then repeats for successivefram

The random backoff period (also calléihary exponential backoffprevents co-
located devices from picking the same number of slots to wmwn and thus prevents
them from simultaneously transmitting on-the-air, rasgltin a collision. IFS intervals
provide a way to synchronize transmission events in the ertand also prioritize dif-
ferent types of traffic. Because control traffic (e.g. an AQI&s higher priority, it uses
the smallest SIFS interval when contending for the medium.c@ntrast, data traffic
uses the longer DIFS interval during contention. Two otlmtention periods, namely
AIFS and EIFS are also defined by the standard. However, tigegat relevant to this
dissertation and are not discussed any further.

Broadcast Packets

Broadcast (and multicast) frames are intended for all naddise transmitter’s neigh-

bourhood. The bottom half of Figufe_ 2.2 shows the frame exgbgprocedure for

Broadcast packets. This procedure is identical to the phweeused for transmitting
Data frames, but differs only in that ACKs are not sent bacthttransmitter. Broad-

casts are useful for diagnostics or when we want to measuegtairc property of the

transmitter. In later chapters, we show how we use broaslieagpart of our interference
measurement framework.

Virtual Carrier Sensing (VCS)

The virtual carrier sensing (VCS) mechanism in 802.11 iduseallow a sender to
reserve the channel before transmitting a data packet {gase2.3). The procedure for
transmitting Data frames with the help of RTS-CTS packeh@as in Figurd 2.8.

The procedure begins by the sender transmitting an RTS fr@mee RTS transmis-
sion is complete, the receiver waits a SIFS period and refpwith a CTS frame, at
which point the medium is reserved for the Data transmissibe rest of the procedure
is similar to that shown in the top half of Figure P.2, excéttthe sender no longer
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Figure 2.3: An illustration of the virtual carrier sensingahanism of the 802.11 stan-
dard

needs to perform randomized backoff before transmittirg@ata frame. Instead, it
only waits a SIFS interval and proceeds with the Data tragsion.

RTS-CTS control packets are used to set a Network Allocatextor (NAV) field
at neighbouring nodes that forces them to count down aniaddlttime (defined by the
NAV) before accessing the medium. When a neighbouring neceives an RTS packet,
it sets its NAV field to the amount of time it would take to tramsthe CTS, Data,
and ACK frame, plus three times the SIFS interval, which & dmount of time that
elapses between these frame transmissions. When a neigitoode receives a CTS
packet, it sets its field in the same way but discounts the tineentend and transmit the
CTS frame. Effectively, if the RTS-CTS is successful, a sensd able to successfully
complete a data transmission without the possibility ofisioins from co-located nodes.
This mechanism is commonly used to handle hidden termitatfarence, described in
Sectior Z.2.R of this chapter.

CTS-to-Self

There may be cases when a single AP is serving both 802.11blbass802.11g clients
(this is termedmixed mode 802.11g clients transmit OFDM-modulated signals that
802.11b clients cannot detect. Therefore, 802.11b clisetise the medium to be idle
and may begin transmission. To prevent this from occur@®0g.11g clients implement
protection mode In this mode, an 802.11g client transmits an unsolicite @acket
(i.e. one not preceded with an RTS) that is addressed td (sl it places it's own
MAC address as the destination). TRI$S-to-selfframe is modulated to allow 802.11b
clients to decode it. Upon receiving the CTS-to-self, 8QB.&lients set their NAV field
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and allow the 802.11g client to transmit collision-free ba &ir. Protection mode is com-
monly used by the AP to reserve the medium before transmi&iftame to an 802.11g

client. In our work, we use this mechanism to support interiee measurements in an
online network.

2.2 Performance Challenges for IEEE 802.11 Networks

When designing and deploying IEEE 802.11 networks, a nurobehnallenges must be
addressed to ensure consistent and dependable perforfoanceeless clients. We sub-
divide these challenges into those that are the result ob&¥ed communication and
those that arise due to design flaws in the IEEE 802.11 stdndar

2.2.1 RF Challenges

Electromagnetic signals are the primary means of carryafigrmation in modern-day
wireless networks. RF signals undergo a variety of tramsé&tions (termed “fading”) as
they propagate through the wireless mediumdfeanne), which can distort the signal
and lead to data corruption. Though there are many suchforamastions [104], in this
section, we focus on those that are common in indoor envieors

RF fading refers to the attenuation and transformation aasigndergoes as it tra-
verses the wireless medium. Attenuation is the naturalydacthe signal power that
occurs as the signal moves further away from the transmitteaddition, other effects
such ageflection diffraction, and scatteringcan also occur. Coupled together, these
effects cause the signal to degrade (or fade) in a varietyayswThere are two major
types of fading relevant to indoor networks. These laae-scale Fadingand Small-
scale Fading

e Large-Scale Fading:is defined as the pattern of variation in signal strength over
large transmitter-receiver distances. Large-scale tpties been studied exten-
sively and there are well-known propagation models thaturapts effects. Model
complexity can vary from incorporating only free-spacehpas to augmenting
the model with specific environmental properties (such d@sling material used).

In general, little can be done to counter the effects of sadmnfy, except to in-
crease the power at the transmitter [104].
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e Small-Scale Fading:is defined as the pattern of variation in signal strength over
very short distances and represents rapid fluctuationgtcat as the signal prop-
agates through the air. The most common small-scale fadfiect é indoor envi-
ronments is termeahulti-path Multi-path is the result of multiple reflections of the
same signal arriving out-of-phase at the receiver. Thieamplifies the signal, or
degrade its power. Multi-path fading is experienced overtstlistances in space
and time. Multi-path has the potential to drop the signal @odown to a null,
but techniques such as antenna and receiver diversity heare sed to counter-
act these effect$ [92]. Recently, Multiple-Input MultigButput (MIMO) systems
have also been proposed to address the problem of multifgditiy. Vendors are
already shipping MIMO-based APs based on the IEEE 802.Hidard[[211], 18].

2.2.2 |EEE 802.11 Challenges

We now briefly cover the key performance challenges witheesio the 802.11 standard.

RF Interference

RF interference is the inability of a transmitter to corhgd¢tansmit information to a
receiver because of the simultaneous transmission by anemr transmitters co-located
in the neighbourhood of the transmitter-receiver link.ehlfégrence can be of two types:
802.11 interference and non-802.11 interference. Thesdistussed separately.

802.11 Interference

The IEEE 802.11 standard uses the Distributed Coordin&timrction to allow indepen-
dent channel access, as discussed in SeCtion| 2.1.3. Thie afathannel access can
bring about two (independent) problems, first highlightedeminal papers by Karn et
al [75] and Bhargavan et &l [43]. These are théden terminaland exposed terminal
problems.

Hidden Terminals occur when two senders that cannot carrier-sense one anothe

(i.e. they arehiddenfrom each other) simultaneously transmit on the medium his t
case, the intended receiver of one (or both) of the sendeesves transmitted signals
from both senders. In effect, a collision occurs, and theivet is unable to decode the
signal from its intended sender. This is illustrated in F&dd.4. Note that there may
be cases where a collision occurs but it does not lead toIstgnauption, allowing the
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Figure 2.4: AP 1 is hidden from AP 2 and Figure 2.5: AP 1 and AP 2 are in each others
vice versa. carrier-sense ranges and thus cannot trans-
mit simultaneously.

receiver to successfully decode the intended signal (lsectine signal is of sufficiently
high power). This phenomenon is termgaysical layer capturgéor power capturg and
is not treated as interference in our work.

Hidden terminals can potentially be addressed with thedfatptual carrier-sensing [3]
However, identifying hidden terminals in practical depiognts is hard and requires ac-
tive measurements, as we show later.

Exposed Terminalsoccur when a sender is unable to transmit because it senses
transmissions of a co-located sender, even when no harméférence would occur at
their corresponding receivers. In this case, the senderesxaosedo one another. This
is illustrated in Figuré 2]5. Exposed terminal problems rhaysolved by adjusting the
carrier sensitivity threshold (CST) at the senders [122pwklver, one must be careful
not to choose an arbitrarily high value for CST, as doing sg hreve an adverse affect
on co-located nodes with lower CSTs.

Non-802.11 (External) Interference

Other sources of RF interference that also impact perfoceare from devices that op-
erate on the sam24 — 5 GHz unlicensed bands. Examples include cordless phones,
conventional microwave ovens [37] and other wireless teldgies such as Bluetooth
and Zigbee. Prior work on non-802.11 interference is mdbtipretical (or simulation-
based), studying the effects of narrow-band interferenc8@2.11 networks [74, 99].

2virtual carrier-sensing only works in cases where all ifeegrs are able to successfully decode the
RTS/CTS packets. Else they will not be silenced during trassion.
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These works focus on the effect of this interference on wffe physical layer mod-
ulation schemes. Recently, Gummadi et lal. [63] showed haw8@2.11 interference
affects other parts of the 802.11 frame reception procesehs

IEEE 802.11 networks mostly use Direct Sequence Spreadtr8pe¢DSSS) for
spreading data acros2a MHz wide channel to prevent narrow-band interference from
non-802.11 devices. Channel hopping techniques such asiéitey Hopping Spread
spectrum (FHSS) have also been used to allow transmiteesyiers to hop between
different channels and avoid narrow-band interferenceesé&hechniques, coupled with
CSMAJCA, are currently the only safeguards against interfee from non-802.11 RF
devices. Recently, some working groups have begun lookirtpeeloping standards
for minimizing interference between 802.11 and non-802i&tices such as military
radars[[12].

802.11 Throughput Anomaly

Infrastructure-based 802.11 networks potentially suffam a well-known performance
anomaly that degrades client performance. DCF causesas#relevices in the same cell
to equally contend for access to the wireless medium. Onamla wins access to the
medium, the duration for which it occupies the medium depeord two factors. The
first is the size of the packet, which is typically00 bytes (the MTU specified for the
IEEE 802.3 Ethernet standan%l) The second is the data rate (or modulation) selected
for the transmission, which is a function of the link qualidigtween the client and the
AP. Clients far away from the AP have weak links, and thus ukever data rate for
transmission, whereas clients close to the AP have strokg Bnd are able to sustain
higher data rates for transmission. Due to this disparitsates, clients that use lower
data rates access the channel for longer time periods,ngaasier clients in the cell to
wait longer to transmit their packets. In such situatiohs,throughput sustained by all
clients in the cell is determined by the throughput of thevelst client. This is termed
the 802.11 performance anomaly and was first highlighteddays et al [67].

Time-based fairness has been the proposed as a solutioa 8211 performance
anomaly [112] 70, 93]. The idea is that each client not onls @@ equal opportu-
nity to contend for the channel, but also gets an equal amaiutine to transmit on
the channel. In this approach, the client must choose ald@iteansmission data rate
and corresponding packet size to meet the deadline regemtsnspecified by the chan-
nel access protocol. Another approach performs inteltig¢fC scheduling to support

3 Ethernet MTU is used so that frame conversions from IEEEBORIEEE 802.11 and vice versa are
easily done
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Figure 2.6: Connectivity graph for an enter- Figure 2.7: Conflict graph for the connectiv-

prise network of 4 APs (A,B,C,D) ity graph shown in Figure 2.6. AP As and
D’s clients in between the APs experience
interference from all APs.

drive-by vehicular Internet access [64]. This approachmes that each client will even-
tually enter a “good” region in the AP’s cell. This assumptdoes not hold in enterprise
WLANS.

2.3 Modeling Interference in 802.11 Networks

There are two main techniques proposed in prior work for rtingdnterference in
802.11 networks. They are tlo@nflict graphmodel and theSINRmodel. We briefly
discuss each of them next.

2.3.1 The Conflict Graph Model

A common data structure used to incorporate network-widerfierence is a conflict
graph. This data structure was first proposed in the landpegker by Yang et al. [121],
to model interference in wireless mesh networks. Confliapgs serve as input to algo-
rithms that optimize network performance in large-scaleelgss systems.

In a conflict graph, vertices correspond to the links in thenativity graph. There is
an edge between two vertices if the corresponding links aaoe active simultaneously
(or if doing so will cause the links to interfere with one amat). Therefore, we add an
edge between two links L1 and L2 if either one (or both) of tHeswithin interference
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range of the other (as discussed in Secfion 2.1.1). Notethleatdges in this conflict
graph are undirected. This definition of conflict graphs heenbapplied to distributed
802.11 networks such as wireless mesh networks (WMNS) [72].

Conflict graphs have also been applied to infrastructusedavireless LANs. In
this case, the vertices of the conflict graph represent omeave links from an AP to
its clients. If APs directly interfere with each other, orl@ast one of their clients ex-
periences interference from a neighbouring AP (or one dflients), an edge is added
between the vertices that correspond to the APs links. Timgsedges encode both
direct and indirect interference between the APs. As an el@nirigure 2.6 shows a
connectivity graph for a typical infrastructure deployrheansisting of four APs. The
conflict graph for this connectivity graph is shown in Figldt@. The conflict graph fea-
tures an edge between the vertices corresponding to APs ®amdi all neighbouring
APs because the clients of APs A and D that lie at the centelt tiaAPs experience
interference from these neighbouring APs.

The conflict graphs described above have also been exteadecbrporate weights
on the edges of the conflict graph. This allows preferentedtment of certain edges
during the optimization process. For instance, Mishra ef88] extend the model to
include the number of clients that are affiliated to the ARyit@ priority to APs serving
greater clients. Similarly, Ding et al. [55] add edge wegjihtat correspond to the degree
of separation (in frequency and space) between any twoilmksvireless mesh network.

Despite these efforts towards modeling conflict graphs @@ 81 networks, the exist-
ing definitions of these graphs have a few shortcomingsi(dete discussed in Chapter
4)). This motivates us to re-examine the current models atehdxhem to incorporate
features that accurately model interference in enterpMsANSs.

A second limitation of prior work using conflict graphs is thhey require lengthy
measurements to generate the graph. To measure conflietedyetll pairs of links,
O(n?) measurements must be performed, wheiethe number of nodes in the network.
Padhye et. al[98] show that measuring all such conflicts ake tip to28 hrs for only
a 22 node wireless testbed. This motivates the design of appesathat reduce the
measurement overhead. In Chapter 6, we present a comprehemerview of prior
schemes proposed to measure conflict graphs.

2.3.2 The SINR Model

The Signal-to-Interference Noise Ratio (SINR) model iselydused in simulators such
as QualNet[[13], to gauge the performance of wireless recgivAt a high level, this
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model computes the difference between the signal powerrenishterference plus noise
power at the receiver. Formally, SINR is computed as foltows

SINR = S/(I + N) (2.1)

where,S is the signal power] is the sum of all interfered signals, andis the effect
of channel noise. The SINR value is used to compute the lot-eate, which in turn
determines whether a packet was successfully receiveciprisence of interference.
Note that each wireless data rate supported by 802.11 hasismom SINR threshold,
below which correct reception is not possible.

Prior work has used the SINR model as a way to avoid the cortipnéd overhead
of measuring all pairwise configurations for the conflictmrddl05, 101/, 76]. Therefore,
while the SINR model is itself an interference model, it hasarily been used to reduce
the measurement overhead of conflict graph construction.

The basic idea in exploiting the SINR model for reducing nueasient overhead is
as follows. Each node in the network is instructed to brosipackets in turn, while
all other nodes collect signal strength (or Received Si@tegngth Indicator (RSSI))
measurements for those packets. These RSSI measurenmamtetd the SINR model
which predicts interference between pairwise links. Taduces the measurement over-
head fromO(n?) to justO(n).

Reis et al[[105] were the first to use RSSI measurements irugotipn with the
SINR interference model to predict the probability that tim&s in the network interfere
with each other. This model was then used to predict linkughput. Qiu et al [101]
and Kashyap et al [76] extended this idea to include mulBpteultaneous transmitters,
using an N-node markov model to predict throughput.

Limitations

Despite its popularity, the SINR model has a number of litiotes. We sub-divide these
limitations into those that are inherent to the model and¢hibat are engineering con-
straints that must be addressed when using the model indheoeld.

Model Limitations

1. The SINR model assumes that interference between linkma&y (i.e. 0 or 1).
In reality, there is a significant gray zone where the impddhi@rference is not
well-defined. Assessing interference in these situatieqgsires real-world mea-
surements.
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2. RSSI measurements are assumed to be stable throughowtdserement period.
While this may be true in stationary scenarios, it does néd hmogeneral [122].
Furthermore, RSSI measurements generally only work fé&shimith high delivery
ratios. For weak links, where we have only a few RSSI measemésninterference
cannot be accurately predicted.

Real-world Constraints

1. The SINR thresholds (defined for different wireless datas) have been shown
to differ for different locations [83]. Therefore, they ntuse computed for each
location separately, making it difficult to use this modeflrmobile clients.

2. RSSI values reported by commodity WiFi cards today arg available for pack-
ets that are either correctly decoded or whose PLCP (PHY{drea correctly
picked up by the receiver. As a result, packets whose PHYdreadorrupted due
to interference are not considered when predicting lin&ughput.

3. RSSI measurements are only taken on the preamble of th&l80@me. The mean
RSSI on the entire frame is not reported by off-the-shelf emdity wireless cards.
Thus, the reported RSSI is not an accurate indicator of thennsggnal strength
observed on the actual packet.

4. There is no standard definition of RSSI common across allmes. Each vendor
customizes the RSSI metric to suit their needs. Therefareedch vendor, the
conversion from RSSI to signal strength (in dbm) must be daparately.

5. RSSI measurements must be performed at night, when naieacid traffic is
present on the medium (to remove the interference and rexisers from the mea-
surements). While this approach can be applied to preditaingypes of conflicts
(e.g. AP-AP conflicts), it is not suitable for all conflictsge AP-client conflicts).

6. The SINR model requires client modifications. BecauselR&asurements must
be collected at the receiver, clients must be modified tortépese measurements
to the APs.

These limitations make it difficult to apply the SINR model fisanaging interference
in enterprise WLANS. As a result, in our work, we propose aerahtive framework that
reduces the overhead of conflict graph measurement, whakepring the measurement
accuracy of prior work [98]. .
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2.4 Enterprise WLAN Design: Past and Present

Enterprise WLANS are wireless systems commonly found iporate offices and uni-
versity campuses. They comprise a set of APs connected t@d teickbone that carries
wireless traffic between the wireless network and the catedntranet (see Figure 2.8).
For security purposes, enterprises typically shield theless network from the Intranet
by means of a corporate firewall.

In this section, we discuss how enterprises deploy and amefignterprise wireless
systems. Two key techniques exist for optimizing the plaaatrand configuration of APs
in the enterprise. These aséatic and dynamicoptimization. Early enterprise deploy-
ments were based primarily on static optimization. Howewerecent years, dynamic
optimization techniques have been gaining momentum [19822].

2.4.1 Static Optimization

Site-surveys are the oldest and most popular techniquestidichg the configuration and
placement of APs in the enterprise. The configuration thahasen typically lasts the
lifetime of the deployment. Two standard site-survey téghes — manual and virtual
site-surveys — are widely used. In manual site-surveys, laeX@pert typically obtains
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floor maps of the office and annotates them with RF measurentteait he has taken at
different locations. Using this information and basic subéthumb, he then places access
points and configures them to minimize interference and miae performance. Manual
site surveys can be very cumbersome, especially as theytepid size increases. An
alternative method is to perform virtual (or software-lijsste surveys. These surveys
have the network planner import building maps into a sofémaol. The tool allows
annotation of the map with building specific informationg(ewall thickness, construc-
tion material, etc.). Access points are then placed on theand their signal coverage
predicted using well-known RF signal propagation modeisc{gssed earlier). Propaga-
tion models approximate the physical effects of the enwvirent on the propagation of
the signal in geographical space. The greater the complekithe model, the greater
its computational requirements. Many techniques theeefeduce this complexity by
simplifying the models [60, 120].

Despite these efforts, there are a number of shortcomirgatic optimization. First,
it is costly and time-consuming to perform. Depending ondaployment size, manual
site surveys can take anywhere from a few weeks to severaghsitmcomplete. Second,
static optimization assumes a constant RF environment J&#gality, RF signal prop-
agation can change significantly, even over the course olyda¥. Therefore, there
will likely never be a single optimal configuration that is stguitable for the deploy-
ment. Thus, network configurations need to be changed totemat the effects that
lead to degraded client performance. This motivates tegctas that suppodynamic
optimization

2.4.2 Dynamic Optimization

Dynamic optimization is a suite of techniques that allow tleéwork to be periodically
measured and optimized baseddymamicchanges that occur in the environment. There
are two broad categories for dynamic optimization: 1) nekwoonitoring with manual
configuration and 2) network monitoring with automatic cgafation. The latter are
termed “self-managing” enterprise WLANS.

In the first approach, WLANS are assumed to be capable of atezhmonitoring and
periodically acquire network state to decide whether caméigon changes are required
at a given point in time. Monitoring is done using either tkeseng network, or through
out-of-network devices (e.g., wireless sensors) thabperally probe and measure the
network. The resulting information is then aggregated araral Network Operations
Center (or NOC). An administrator operating the NOC anaythe computed statistics
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and makes any necessary configuration changes. SNMP-basejement tools have
been proposed for this purpose, and are commonly used incthiext of enterprise
wireless LANs

In the second approach, the WLAN automatically monitorgitgvorkandautomat-
ically performs configuration changes as and when they apgnedd. Therefore, human
intervention is not necessary in such systems. In recensy#se industry has begun
shifting to these types of WLAN designs [1,/8,22] 19]. In textrsection, we highlight
some architectural features of such dynamic optimizatystesns.

Enterprise WLAN Architectures

There are two types of dynamic optimization architectuigecentralized fat-access-
points, or 2) Centralized thin-access-points. We discash ef them in turn.

e Decentralized Fat Access Point®ecentralized fat access points are those that
have a considerable degree of intelligence (i.e., measmeand configuration
capabilities) built into them. They either sense the wsslenvironment and unilat-
erally decide the best configuration for themselves, ordioate with one another
to globally agree on the best configuration. Note that AP dioaition occurs over
the wireless medium and is subject to the wireless chanmmimments discussed
previously in this chapter. Nevertheless, solutions tisat just local information
for AP configuration are also known not to be sufficient for grating good and
stable configuration$ [119].

e Centralized Thin Access Point#n this architecture, a centralized controller (or
switch) connects to all the APs [68]. The APs do not confighentselves but
observe the wireless environment and send reports to thieateontroller. The
controller then decides the best configuration for each AR APs are ‘thin’ be-
cause they relinquish all decision making capabilitie@dontroller. An advan-
tage of this architecture is that it is cheaper to maintaicesihe cost of each AP
drops dramatically. As a result, equipment-replacemesiisc@vhich are typically
the APs) go down. Furthermore, it is also easier to manageremd robust than
the Fat AP approach because it does not rely on the wireledaimédor network
management.

Because of its attractive features, the centralized thinafdhitecture has now be-
come the de facto standard for dynamic optimizatian [1, §, 18 our work, we also
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embrace the centralized approach to managing interfeiaresgerprise WLANs. Com-

mon management functions in such WLANSs include frequenigcsen and power con-

trol. However, fine-grained management techniques suckerasatized scheduling are
also gaining momentun _[109]. In Chaptier 7, we present an pkaof a system that

performs fine-grained management of AP selection and tisdfieduling.
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Chapter 3

Related Work

In this chapter, we discuss prior work on interference manant for enterprise wire-
less LANs. To put things into perspective, we focus only ompetingsystemshat
seek to address the same overall problem, but defer disgupsior research on sub-
problems related to interference management in enterpeiseorks. These are covered
in subsequent chapters when we discuss our contributions.

We categorize work into model-based approaches (Selctif)raBd measurement-
based approaches (Sectionl 3.3). We further sub-divideattex into approaches requir-
ing client changes (Sectidn 3.8.1) and those that do notineeglient changes (Section
[3.3.2). Finally, we discuss some commercial WLAN offeringSectiorf 3.4.

3.1 Overview

This dissertation focuses on dynamic optimization for grise WLAN design. There-
fore, we only discuss prior work in this context and do noterovork on static optimiza-
tion. In addition, we focus on research contributions fréw &academic community and
briefly comment on some commercial WLAN offerings.

Techniques proposed by the research community can be prcastdgorized as model-
based and measurement-based. Figufe 3.1 illustratesatbigazization. We now briefly
discuss each of these categories in greater detail below.
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Figure 3.1: Categorization of related work on interferent@nagement in enterprise
WLANSs

3.2 Model-based Approaches

Model-based approaches use an RF propagation model (egatwground model [104])
to predict how RF signals travel through the wireless medi&arly work on interfer-
ence management in enterprise WLANS is based on this déaslgnext describe related
work that adopts this approach.

MiFi [42] uses a centralized controller design to managerfetence in an enterprise
WLAN. Interference is modeled with the help of an interferemgraph (similar to the
one described in Sectidn 2.8.1) that is constructed assuomiform RF propagation,
that results in a circular region around each AP. Using tesaimption, the interference
graph can be constructed through geometrical means andnecanstant for a given
transmission power of the AP. Using the interference grd\pifti then uses the now
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outdated PCF mechanism in 802.11, combined with a cergthigheduling approach to
time multiplex APs such that no two conflicting APs transmithe same timeslot. This
approach has two limitations. First, it uses an abstragigmation model to measure the
interference graph. And second, it uses the PCF mechanisch vgmo longer supported
by today’s commodity WiFi cards. Moreover, it has only begaleated in simulation,
and thus its real-world performance is not known.

ECHOS [115] proposes a centralized WLAN design to managérmsmit power
and carrier-sense threshold (CST) of APs and clients. Ed&lisAassumed to have as
many radios as there are available orthogonal channelseffine channel assignment
is not necessary for ECHOS. Interference between linkstierehéned with the help of
a uniform RF propagation model that results in a circulangraission and interference
range around each transmitting AP (as shown in Figure 2Hg.0bjective in ECHOS is
to minimize inter-cell interference by alleviating expdderminal interference between
APs. Therefore, this approach does not deal with hiddenitais

Mhatre et al.([88] propose an approach for tuning the caseasitivity threshold
(CST) of APs to mitigate the interference they experienoenfthe environment. The
authors analytically model the problem based on the assamibtat APs have a regular
hexagonal placement and transmit uniformly in space. Bivihgr a set of constraints
for an objective function (that seeks to minimize interfere), they compute an opti-
mal network-wide CST for all the APs in the WLAN. They eval#eir approach via
simulations and show that it improves performance over (DE@S approach described
earlier.

Summary: The systems discussed above present some interestingtibabin-
sights into the performance of different optimization ttgges (e.g., centralized schedul-
ing using conflict graphs in MiFi). However, these systenes lzaised on abstract RF
propagation models which do not accurately capture irenf=e in the real-world and
have also only been evaluated in simulation. In our work, wapgse tools and tech-
niques to measure interfereneéghoutthe use of RF models and demonstrate their prac-
tical application through real-world deployments.

3.3 Measurement-based Approaches

Measurement-based approaches are not based on any RFagifopagodels. Instead,
they are based on the idea thlilhé most accurate way to determine the impact of in-
terference is to actually measure iPrior work in this category follows up on earlier
model-based approaches that were inadequate for manageréerence in real-world
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deployments. To understand the deployment characteristithese approaches, we
divide them into two categories: (1) those requiring cliehanges and (2) those not
requiring client changes.

3.3.1 Client Changes

Zhu et al. [122] propose a system that adapts the network-wsédrier-sense threshold
(CST) of both the APs and the clients depending on the paci@trate measured across
the network. The network-wide CST is additively increadebe packet error rate is be-
low a threshold and multiplicatively decreased if the paekeor rate is above a thresh-
old. Performing network-wide adjustment of CST threshaketsuires AP coordination

as well as client modifications.

Mishra et al.[[89] propose a centralized WLAN approach whieey extend the con-
flict graph model to include weights on the edges of the grapbights correspond to
the number of clients that would potentially be affectedhd@ APs are assigned the same
channel (or frequency). In addition, an interference faig@lso considered to represent
the degree of separation between channels (in the frequiEmogin) that are potentially
chosen for conflicting APs. In this approach, clients aresetgd to periodically report
(to their APs) the list of APs that they can hear on differédmirmels to construct the
conflict graph.

Mishra et al. [[90] further build on their prior work by propong a conflict-set ap-
proach to model interference between links in a WLAN. Priarkvon modeling inter-
ference using weighted conflict graphs have some limitatfes discussed in Chaptér 4),
motivating theconflict-setframework. The conflict set approach maintains two sets for
each client, a range set and an interference set. Thesasgisplated based on client
feedback that indicates which APs and clients were hearddaytacular client. Once the
sets are computed, the network then executes a randomizeth ségorithm that assigns
channels to APs so as to minimize the total interferenceam#étwork. While intuitively
appealing, this approach does not accurately measuréeirgece between links. This
is because the ability to hear a neighbouring AP or cliensdtbeecessarily imply that
it interferes with the client (because of effects such asgvaapture). The only way to
know if two links interfere is to actualljneasureghe potential interference.

Trantor [96] is a centralized WLAN design whose aim is to mtwe management
complexity of both APsand clients to the central controller. The objective is to preave
client-side decisions from negatively impacting the gdatetwork-wide optimization.
Trantor defines an API for instructing clients to collect m@@ments and can use these
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measurement to construct the conflict graph for the netweukthermore, Trantor pro-
poses tasks such as traffic differentiation and fault diagnfor the network as well.
While Trantor focuses on the design of a WLAN system, recemtkw95] has taken
some of these ideas and implemented them on a real network.

Xi et al. [82] propose a system that performs per-link powantmol for APs and
clients that are part of the enterprise WLAN. Transmissiowgrs are assigned using a
greedy iterative power control algorithm that uses a canjliaph and attempts to mini-
mize the total number of conflicts in the network. The confiicph is constructed with
the help of the SINR model, which is seeded with RSSI measemésithat are period-
ically collected in the network. While the SINR model is wigleised in the literature,
it has some key limitations, as discussed in Sedtion 2.3.Rs and clients exchange
RSSI measurements with one another so that every node hadaterknowledge of the
interference patterns in the network.

Xi et al. [83] recently proposed DIRC, a centralized WLAN litecture that uses
directional antennas to improve the capacity of enterpretevorks. DIRC uses a con-
flict graph (generated for all possible antenna configuna)i@nd a TDMA scheduling
approach to mitigate interference and improve networkgeerdnce. As in previous
works, the conflict graph is generated using the SINR modéiusT DIRC requires
clients to report RSSI measurements to the controller teigea the conflict graph.

Symphony|[[102] is an approach that performs synchronouasmnéd power and rate
adaptation on each AP-client link to minimize interfereace improve battery life for
wireless clients. Symphony operates in phases and requlieess to actively participate
in the power and rate adaptation process. During the exectofithe algorithm, APs
and clients are synchronized to one another and move thighages in lock-step. Sym-
phony implements mechanisms to handle exposed terminais#m potentially arise
because asymmetric power levels were chosen for neighigplimks. However, it does
not effectively address hidden terminals. In particukansies RTS/CTS to handle hidden
terminals, which as discussed in Secfion 2.2.2, does ndt eftectively in all scenarios.

Zigzag [62] is an approach proposed to combat hidden tetminaVLANS. It is
based on a receiver design that uses successive re-traimmigby the hidden nodes)
as a way to bootstrap the process of canceling interferanoe érroneously received
frames to recover the original transmissions. Zigzag sttppmmodified clients only in
the uplink, i.e. for traffic from the client to the AP. For dolwik traffic, clients must be
modified to allow decoding at the receiver. Moreover, theopsed modifications require
changes to the PHY layer of the radio, which requires spee@FPGAs to implement
the decoder.
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Successive Interference Cancellation (SIC) [66] has a¢ésmIproposed to recover
signals that experience collisions at the receiver. SlQireq that at least one of the
collided signals is recoverable by the receiver. Once thggtas is decoded, it can be
removed from the collided signal to recover the second wesigeal. Like Zigzag, SIC
also requires access to the PHY layer of the radio as well afications to the clients.

Summary: The systems discussed above demonstrate interesting waysch to
combat RF interference in enterprise networks. Most of tl@ve also been imple-
mented in real-world testbeds. However, the main drawb#atkese techniques is that
they require client modifications which is undesirable itegprise WLANS that are in-
habited by both a diverse set of users as well as a diversef $¥tFo devices (e.g.,
baby monitors). They also do not support legacy 802.11 dsyithereby limiting their
widespread application. In our work, we propose practieahhiques to precisely char-
acterize and mitigate RF interference without requiringrdlmodifications.

Note that the approaches discussed above propose clienficatidns that range
from reporting application layer metrics, all the way downréporting physical layer
information. Having said that, unfortunately, there is médgstandard approach to mod-
ifying clients that can be used as a benchmark to compar@stgapproaches that do
not require client modifications. As a result, in our work, were not able to assess
how close these two types of approaches were, in the contexiwaging interference
in enterprise WLANS.

3.3.2 No Client Changes

Mhatre et all[87] propose a method of jointly optimizing th8TCand transmit power of
APs in a coordinated fashion. The approach does not requreli@nt changes, and each
AP selects a power and CST that seeks to meet the performajesstives of the worst
clientin it's cell. However, in this approach, the authoosrbt address hidden terminals
that can potentially arise because neighbouring APs rebitiesr transmission power.
On the contrary, APs that reduce their transmit power alise their CST, increasing the
chance of hidden terminals between neighbouring cells.

Broustis et all[47] propose the MDG (Measurement-Drivend8limes) framework,
that combines channel assignment, user association, amer pontrol into a unified
framework for enterprise WLAN optimization. The authorsplement and validate
MDG on real-world testbeds. In addition, they prescribedglines on how to tune
WLAN parameters, based on the specific deployment scertdowever, the prescribed
guidelines hold for the common case of multi-channel WLANE [In single-channel
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WLANS, it is not clear whether the prescribed sequence ofaijmans still hold. Such
WLAN designs do not fall under MDGs configuration guidelirresl require further in-
vestigation and analysis. Furthermore, the optimizatigardghms evaluated with MDG
do not accurately measure interference. The channel assigralgorithm does not in-
corporate interference observed by clients, whereas themmontrol algorithm is identi-
cal to the one described above[87]. Finally, while user @ssion does capture air-time
information in its selection criteria (as a way to handle asgx terminals), it does not
deal with hidden terminal interference.

DenseAP[[94] is a recently proposed centralized WLAN sydtegih seeks to maxi-
mize client performance through a combination of clienbaggion and load balancing
techniques. Clients are associated with only those APsechiog the central controller,
through the use of Beacons with hidden SSIDs. Client affiliegt are decided using an
available capacitymetric. This metric estimates the amount of free air timelalbe
at each candidate AP and the transmission rate a client ecteghto get if associated
to that AP. The client is then affiliated to the AP that maxiesizhe available capacity.
Load balancing and handoffs (due to mobility) are also stppdy DenseAP. However,
although DenseAP accounts for exposed terminal interéerersing the free air-time
metric, it does not implement techniques to address hideleninals that can also de-
grade client performance. Detecting hidden terminals terpnise networks is hard and
requires fine-grained coordination among APs. The existegign of DenseAP does not
easily support such AP coordination mechanisms.

Summary: While the systems discussed above present interesting efayanag-
ing interference in enterprise WLANS, their key limitatiemthat they are not able to
precisely discover conflicts between links in the networliM/they propose heuristics
(such as free air-time) as a way to deal with certain typestefference, their solutions
are neither precise nor comprehensive. In our work, we syaieally address RF inter-
ference by precisely capturing conflicts in the form of a donfraph. We then illustrate
the usefulness of the conflict graph by showcasing the gdiasing it for a variety of
different optimization problems.

3.3.3 Related IEEE Standards

IEEE 802.11 standards bodies have also been scramblindit® geotocols and stan-
dards that can help enterprise WLANSs effectively managerietence. We briefly com-
ment on a few relevant IEEE task groups working towards tbé.g

IEEE 802.11kThe IEEE 802.11k standard [24] defines mechanisms by whiehts|
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provide site reports to access points. These site repantaicoinformation such as the
channel quality with respect to the client, and informatiomeighbouring access points
and clients that this client can hear. Specific functiogatlitat the 802.11k standard
defines includes the collection of accurate RF channel imédion, hidden node infor-
mation, and client statistics.

IEEE 802.11v25] is the latest standard that provides full-featuredvoek man-
agement support for IEEE 802.11 networks. 802.11v comphsitbe 802.11k standard
by providing necessary support at the infrastructure ehi dllows ease of deployment
and management and also provides support for services suohdibalancing between
access points. The standard also mandates building a complaiborm to allow access
points from different vendors to inter-operate. To achiéng it plans to use mechanisms
proposed in the IEEE CAPWAP standard|[23].

While the above standards have been proposed and in sonsicesgorated (e.g.
802.11k), WiFi chip manufacturers have yet to widely adbyeini. Moreover, the mil-
lions of 802.11a/b/g/n devices that have already been sHipppresent a significantly
large fraction of the user population. Therefore, any sofuthat requires an implemen-
tation of the 802.11k standards limits its usefulness to allsset of users. A better de-
ployment path is to design systems that are legacy compatitd also support upgraded
clients (analogous to the 802.11g standard). The framepraiosed in this dissertation
is developed in this spirit and supports all 802.11 starsltwdhllow widespread adop-
tion. Furthermore, it can easily be extended to supportfaekifrom 802.11k clients as
well.

3.4 Industry Solutions

Over the last couple of years, many startups have emergedrthanarketing enterprise
WLANS solutions [8/ 1, 19, 22]. While these WLANSs are similarspirit to those we
propose in this dissertation, they are tailored to specgjfies$ of hardware and no in-
formation is available on the proprietary protocols theg.usurthermore, there is also
speculation regarding whether some of these solutions/arestandards compliant [17].
In our work, we aim to build solutions that are openly pubdghimplemented on com-
modity hardware, and compliant with the IEEE 802.11 basedstal. Moreover, we
develop solutions that require no modifications to end tdien

As discussed in Chaptel 2, there are two basic architectoresmterprise WLANS:
Decentralized Fat Access Poirasid Centralized Thin Access Point¥endors offering
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solutions based on the Fat Access Point design include Setbfl1] and Engiml[5].
We note that most vendors offering these types of solutiomsalonger in operation.

There are many commercial solutions based on the cenuldhzeAP design. Meru 8],
Aruba [1], Extricom [19], and Trapeze Networks [20] are exdas of solutions that use
the centralized thin AP approach. Moreover, some architestcombine thin and fat
access-point capabilities. Xirrus [22] provides a singleegrated device that incorpo-
rates multiple APs into a single wireless LAN array. All APseta common MAC layer
and therefore only consist of three components: the bas# IR circuitry, and power
amplifier. Therefore, a single device can be used to proviskeptete coverage for the
enterprise. This significantly decreases management exdrhHowever, the solution
does not provide fault tolerance and, in particular, hasiglsipoint of failure. While all
centralized approaches suffer from this limitation, thtegmated WLAN array solution is
more problematic because it brings down the entire netwamkt(oller plus APs) in such
cases. Other centralized designs do not cause APs to fitileiavent that the controller
fails. Furthermore, the cost of replacing an integrated WLakray is also prohibitively
high.

3.5 Summary

Prior solutions for interference management in enterpé&ANs span two broad cat-
egories: model-based techniques and measurement-baseugtees. Measurement-
based techniques can be further sub-divided into clieaiigh and no client-change
approaches. Because our research espouses wide-spréayghday, no-client change
approaches are closest in relation to our work. Howeveagr pork in this category
does not precisely measure and model RF interference ate@ddimfers it through indi-
rect means. This can lead to sub-optimal configurationsbgitade client performance.
With increasing network density, there will be an ever maesping need to accurately
measure interference for enterprise WLANs. This disserigbrovides a foundation
for such an interference measurement framework, that rigtamcurately measures RF
interference, but also works in an online network and in ttes@nce of legacy clients.
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Chapter 4

SMARTA: Designing a Conflict-Graph
based Enterprise WLAI\@

In this chapter, we describe the design of a centralizedrgige WLAN architecture
that uses conflict graphs to manage interference in the metWbe ideas in this chapter
develop theheoryof conflict graphs, as they apply to enterprise WLANS.

Centralized management of network parameters implies dsegd of centralized
algorithms to manage AP configurations. These algorithkesas input the global ‘net-
work state’ and generate configurations that approximaetbbal optimal configura-
tion for the network. To capture instantaneous networlestaeasurements are collected
at the APs and fed back to the central controller. Becauseltbsertation focuses on RF
interference, the APs must measure (or infer) RF interferdetween links and send this
information to the controller. The controller, upon regeg/this information, encodes it
in a format that can be readily used by the optimization allgors. The conflict graph
(presented in Chapterl 2) is an ideal tool for encoding suirfgrence information.

1This Chapter revises a previous publicatidn:][32] N. Ahmed &. Keshav. SMARTA: A self-
managing architecture for thin access points. In Procgsdifi ACM CoNEXT, 2006 (refer to Appendix
A)

°The content of this Chapter overlaps and significantly edéenMaster’s of Mathematics thesis enti-
tled: “A self-management approach to conguring wirelefsatructure networks”, Nabeel Ahmed, Uni-
versity of Waterloo, 2006.
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4.1 Motivation

Conflict graphs (CGs) are a natural framework for modelingriierence in 802.11 net-
works. However, existing approaches for modeling, cowrsivn, and use of conflict
graphs have some limitations that make it difficult to apjplgrh to enterprise WLANS.
These are described in detail below:

¢ Inadequate Measurement Approach: Conflict graphs are typically constructed
using standard rules of thumb that are based on either htgndes or a particu-
lar RF propagation model. This is shown to be inaccurateagsibefor indoor
environments that are characterized by multi-path fadscgitering, etc [28]. In
contrast, measurement approaches that seek to improveaagdwave a lengthy
measurement cycle [98, 105], making them in-effective feasuring interference
in Enterprise WLANs. While passive measurement techni@iss exist that do
not have a lengthy measurement cycle [90], they lack acggiace they assume
interference only if nodes are in communication range ohedber.

¢ Inadequate Model Representation: Conflict graphs, as presented in Chapler 2
are not adequate for modeling interference in enterpriséAMA. They do not
take into account crucial properties of the wireless chhaneh as interference
asymmetry between links in the network and do not distifgbetween different
types of conflict such as hidden and exposed terminals.

e Limited Support for Conflict Graph Changes: In enterprise WLANS, the con-
flict graph can change rapidly, necessitating the need tjc@pute it on short
timescales. This occurs for two reasons. First, clientsecamd go in the net-
work, and we are required to measure interference for themn.niébile clients,
the environment can change in a matter of seconds as they aibowe in the en-
terprise. Second, even for stationary clients (or linksiprpvork shows that the
conflict graph can change over modest timescalégs [97]. iBgisgchniques do not
prescribe ways to handle such changes and assume thatiaterd patterns are
largely static.

e Dynamically Changing Objectives: Performance can be defined in a variety of
different ways and depends on the application(s) runnintpewlient devices. Be-
cause this information is not available a priori, by desitdne, enterprise WLAN
should allow the ability to change performance objectivegte-fly. Therefore,
the enterprise WLAN should provide appropriate tuning ktbthe administra-
tor to allow him to configure the network based on the polisgesforth by the
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IT department managing the infrastructure. Our invesbgateveals that policy
specification mechanisms in existing enterprise WLANs aralersome and ad-
ministrators rarely tinker with them for fear of misconfigng the network([33].

e Require Client Support: Existing conflict graph construction techniques that
empirically measure interference require changes at tbeiver in order to re-
port metrics such as packet loss rate and received sigragstr. This inhibits
widespread deployment. Moreover, it does not support iegikents.

Motivated by the problems described above, in this chaptepresent the design and
evaluation of a new approach to WLAN configuration that wé SMMARTA. SMARTA
provides the basis for follow-up work in subsequent chaptdihe rest of this chapter
is organized as follows. Sectidn 4.2 describes the desig#sdor the conflict-graph
based enterprise WLAN. Sectidbn 4.3 presents an overvieeoBMARTA architecture
and Sectio 414 discusses the models we use to characteripenpance. Section 4.5
discusses the limitations of existing conflict graph moadeld Sectioh 416 discusses our
extensions for managing interference in enterprise WLAS&Ctior[ 4.7 discusses novel
techniques for measuring interference in an online netw8ectior 4.B presents algo-
rithms for frequency selection and power control that appé/measured conflict graph
to optimize network performance. We evaluate the featurdsedSMARTA architecture
in Section[4.D and end with related work and a discussion oi®@es[4.10 and 4.11,
respectively.

4.2 Design Goals

In this chapter, we aim to address the problem of designingetipal enterprise WLAN
based on conflict graphs. Our goals in designing this arctoite are as follows:

e Free from RF Propagation Models: RF propagation models are inaccurate espe-
cially for indoor environments that experience significaniti-path fading and scat-
tering. To accurately estimate interference, the propaeggioach should make no
assumptions on RF signal propagation.

e Richer Conflict Graph Modeling: As discussed in the previous section, present
day conflict graph models are inadequate for optimizinggrernce in enterprise
WLANSs. Models specific to such networks need to be designedidav the opti-
mization framework to make the most out of the informatioomiied to them.
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e Low Overhead - Online Approach: Measurement techniques with a lengthy mea-
surement cycle are not suitable for enterprise WLANs asrenmiental changes
can take place on timescales of a few seconds. Moreover,ureasnt-intensive
techniques are also not suitable for such networks as nerasut traffic shares the
medium with data traffic also being carried in the networkerEtfore, the proposed
approach should support low overheadineinterference tests, to construct the con-
flict graph.

e Ability to Tune System Objectives: The performance objectives for an enterprise
network can change over time, as different applicationswmeon the network. The
WLAN system must provide flexible tuning knobs to allow theraiistrator to spec-
ify and/or change these objectives to suit the needs of thes\s.g., VoIP users are
delay-sensitive and seek to minimize end-to-end delay).

e Infrastructure Only Solution: To allow rapid deployability into existing WLAN
systems, the proposed approach should restrict modifiatmonly the infrastruc-
ture. Modifying clients is not practical and must be avoided

The SMARTA architecture meets the design goals outlineg@bOur infrastructure-
based solution, targeted towards enterprise WLANS, doegeqaire client-side modifi-
cations, allowing backwards compatibility. Utility funahs provide a unified framework
for capturing multiple and even conflicting performancesatives. Moreover, SMARTA
makes no assumptions about RF propagation and uses dynanmézation to address
varying channel conditions.

At a high level, SMARTA uses active probes to build a confligmh that accurately
models the RF environment without making path loss assumgtiUtility functions are
defined on the conflict graph to characterize network perdmce. Finally, a variety
of operating parameters can be used to optimize the compuilegt. In this chap-
ter, we study frequency selection and power control as thanpeters used to evaluate
the SMARTA design. Other parameters may also be considerednjunction with
SMARTA, and we discuss some such parameters in Sdctioh 4.11.

4.3 Architecture

The SMARTA architecture is illustrated in Figure 4.1. Thentrael controller coordi-
nates the channels and power levels of the thin access pdiheschannels and power
levels are decided based on optimizing a utility functiohoge value is computed us-
ing measurements performed by the access points. The #enperiodically cycles
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Figure 4.1: SMARTA System Architecture

through five phases: startup, channel assignment, anmotgtower-level assignment,
and refinement.

In the first or startup phase, the controller obtains therddgperformance objec-
tive(s) from a network administrator. We assume that theiaidtnator provides the
parameters in the form of weights controlling a utility falon. We expect manufactur-
ers to provide carefully chosen defaults, so that, in pcactihe network administrator
could simply choose an objective such as ‘maximize throughgr ‘minimize delay’
instead of numerically choosing weights. This is akin tadgpusers choosing verbal
objectives such as ‘maximize battery lifetime’ or ‘maximiperformance’, which are
then translated into specific settings for disk spin-dowretis and screen brightness.

The utility of a particular system configuration is deteredrjointly by the weights
chosen by the administrator, the current workload, theeturRF coverage, and the
degree of interference between APs and clients in the sysienkeep track of these
parameters, the controller computes and periodically igsda conflict graph, where
nodes are APs and there is an edge between two APs, if thefemrgevhen assigned
the same channedssuming they are transmitting at maximum po{venich is the worst
case). In the second or channel assignment phase, the ogtimakes use of the CG to
generate an assignment of channels for the access poiimg,the algorithm described
in Sectior 4.811. At the end of this step, every AP is assign@pbod’ channel. We do
channel assignment before power-level assignment becdaswging an AP’s channel
affects all clients associated with it. In contrast, chagdts power level is not likely to
significantly affect most clients. Therefore, we assignntigs at a slower time scale,
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and refine power levels at a faster time scale.

In the third or annotation phase, the CG is augmented furtiggnerate aannotated
conflict graph or ACG. This is similar in spirit to the conflict set ideas posed in[[90].
The annotated conflict graph adds clients to the conflictlgragich previously only
contained access points. During ACG construction, accesg phannels may be re-
assigned to reflect client information in the channel agaigmt process. The reason for
this two-step channel assignment process and its detaildiscussed in Sectiohs 4.8.1
and4.8.P.

In the fourth or power-level assignment phase, SMARTA cotepappropriate power
levels for the access points. The power control algorithedusr this purpose is de-
scribed in Sectioh 4.8.3.

After this procedure completes, SMARTA moves to the fifthefmrement phase. In
this phase, the power levels of access points are alterecttuat for ‘small’ dynamic
changes in the environment. This allows the system to ewbleconfiguration in re-
sponse to changes in the environment. However, there maydeanstances where a
large change is observed (e.g., a large group of users flacpéoticular location) caus-
ing the current assignment of channels and power levelstd poor performance. This
requires re-computing the configuration from scratch. Bigady, if the change in util-
ity exceeds a significance threshold, the system discaedsuitent ACG and starts the
optimization process from the beginning, by returning tagg2. Otherwise, it remains
in the refinement phase.

The next sections elaborate on each of these phases inrgitetd#. We first discuss
the utility function model.

4.4  Utility Model

We use utility functions to characterize the benefit frommipalar system configuration.
The function is typically a linear combination of terms, wéeach term has a weight
reflecting its importance to the network administrator. éNtitat this approach allows
us to overcome the inherent problem of multi-objective mjatation with conflicting
objectives.

Utility functions can capture any type of performance objecand we discuss some
common objectives next. Note that, although we are presgrsbme typical perfor-
mance objectives, SMARTA is agnostic to the actual utilii;wdtion chosen by the
network administrator. Here we focus on objectives thatimae aggregate network
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throughput. Fairness can also be captured in the utilitgtian, through an appropri-
ate utility function. SMARTA correctly chooses operatingrgmeters to maximize the
utility function independentf its form.

Let V be the total number of access poinis.to p, represent the performance pa-
rameters to be captured, and to w, be their respective normalized weights. Then,
an example of a typical utility function for a wireless LANgleyment can be stated as
follows:

Usotat = X021 U (4.1)

where,
U; = wip1 + waps + ... wppy, (4.2)

Equatio 4.1l represents the aggregate utility of the weseleAN, and Equation 4.2
represents the utility obtained by each of the access p@irtdpresenting a given access
point). Next, we describe some example instantiations.of

The Utility of Throughput

The utility gained from throughput depends on the natureéhefdlient application. If

it is real-time (e.g.,U,.), then, as long as the throughput exceeds the required mini-
mum value, full utility is achieved. On the other hand, fonfealtime applications,
utility (e.g., U,.,+) monotonically increases with increasing throungSUpposez non-
realtime clients andn realtime clients are associated to the access point. Then, t
aggregate utility provided to all clients is,

Uclients = Egllenrt_FE?llUrt (43)

whereU,,,; is a monotone function and,; is a clamped function, of the achieved
throughput. The achieved throughput can be obtained forRibyAcounting the number
of packets sent to (or by) the client.

Effect of Interference on Utility

Suppose client is associated with ARA and is potentially interfered with by AB.
How should this be modeled? Our intuition is thafifis mostly idle, ther: is mostly

3These utility functions are simplified and only meant tosthate the way in which utility functions
can be defined. More sophisticated utility functions can &kndd, to suit the requirements of different
applications
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unaffected. However, iB is mostly busy, then is likely to pay a price for this. Essen-
tially, we want to mapB’s load to its expected effect an that is, the disutility ta: due
to the drop in its throughput.

Analytical models that quantify the effect of such inteeigece are known, but they are
quite complex even for very simple scenarios [50]. They & lamited in their ability to
accurately model the impact of interference. Instead, vamsh to empirically analyze
(to first order) the effects of interference on the throughghtained by the interfered
node, as follows.

— &
e —

DATA Victim DATA Interferer DATA

(2)
< N i
2) R __F(2) ACK
B2 Wy
Lo —— s &o— & &/
DATA Vietim ACK Interferer DATA
77N
l\1
(b)

Figure 4.2: (a) illustrates a Data-Data collision scenaterevictimis the node experi-
encing interference. (b) illustrates a Data-Ack collissmenario wherein the direction of
traffic flow at theinterfereris reversed. The steps that occur in each scenario are dabele
accordingly.

We use the high fidelity Qualnet [13] simulator and vary thedseg rate of the inter-
ferer, which is transmitting UDP-based CBR traffic. The ifegeed node also transmits
similar traffic at rates high enough to saturate the mediunis Simulates the worst case
by analyzing the impact of interference on high-throughijowts. We analyze four colli-
sion scenarios (Data-Data, Data-Ack, Ack-Data and AckjAding a simple four node
topology, two of which are illustrated in FlguEE Z'he results are shown in Figure 4.3.
Packet inter-departure times at the interferer are inddgreirand identically distributed

4For each scenario name, the first packet type correspondekets being received by the interfered
node, whereas the second packet type represents packefsring with the reception at the interfered
node.
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Figure 4.3: Throughput obtained by a node in the presencetefference. The x-axis
indicates the mean delay between successive packets sém byterferer (see Figure
4.2)
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using an exponential distribution, with a mean shown on th&ig. Data-Data collisions
have the greatest impact on the drop in throughput of theferexl node. These values
obtained from simulation can thus be usedjtmntifythe effect of interference by sub-
tracting the carried load (shown in Figlrel4.3) of the irgegtl node from its true offered
load. Of course, this is by no means an exhaustive study,buga@al is to attempt to
measure the degree of non-linearity in the effect of an fieter’s load on the interfered
node’s throughput. As can be seen, for the most part, theteffdog-linear, and we
therefore model it with a simple log-linear model, using amp&ically-derived slope.
In particular, the effect of interference is a function of fbad of the interfering source
(represented by the value on the x-axis in Figuré 4.3). Nwderecent work on charac-
terizing interference has found that the linearity relasioip holds in realistic settings as
well [97]. This leads us to believe that the result presemetgure[4.8 is not simply an
artifact of the way QualNet models interference.

As described in more detail in Sectibn 4.7, in reality fouenference scenarios can
occur in awireless LAN deployment, based on nodes that atieipating in the scenario
(i.e., whether they are access-points or clients). Thesatar-access-point interference
(IAP), access-point-client interference (OAP/OC), antkrirtlient interference (|d§.
Thus, the total interference in the network is the sum ofahadividual interferences
and can be expressed as:

U = —(SIL SN TAPef f; + S 55 OAPef f;
+ XK SN OCueff, + S5 SE ICeff.) (4.4)

where,l AP;; is the interference that access paimauses on access poiftO AP, is
the interference access poirtdauses on client, OC,; is the interference client causes
on access point, and /C,, is the interference client causes on client. N and K
are the total number of access points and clients, respéctiVhe functions IAP, OAP,
OC, and IC are boolean functions that indicate the presenabsence of interference
between pairwise nodesf f; is the (assumed log-linear) effect of interference by agces
point/client; on the throughput of the interfered access point or client.

4.5 Limitations of Existing Conflict Graph Models

In Chaptef 2, we hinted at the limitations of existing confticaph modeling strategies
in the context of enterprise WLANS. In this section we hightitwo key limitations that

5We do not consider external interference in our model.

46



make the case for a new conflict graph model for enterprise WA.A

¢ Interference Asymmetry: Itis widely known that wireless channels can be asym-
metric. Therefore, the channel quality from — B may be different from the
channel quality fromB — A. Because of channel asymmetry, it follows that in-
terference can also be asymmetric. Therefore, it may beabe that A interferes
with B, while the reverse is not true. In this case, the conflraph should fea-
ture adirected edgérom A — B. Existing conflict graph models assume channel
symmetry and do not capture this important property of thelss channel.

e Type of Conflict: All conflicts are not the same. While some conflicts may be
due to carrier-sensing interference (i.e., exposed tais)nothers may be due to
collision-induced interference (i.e., hidden terminalg}entifying these interfer-
ence types is important from the perspective of networknogation. For instance,
some techniques (such as centralized scheduling [109)jresgnowledge of the
conflict type to determine the correct action to take to o@metwork perfor-
mance.

The limitations identified above motivate a new approachadeting conflict graphs
for enterprise WLANs. We introduce this new approach in teetisection.

4.6 The Annotated Conflict Graph

In the SMARTA framework, a conflict graph is defined as a grépk (V, E'), whereV’
is the set of vertices an#l the set of edges such that:

o V ={apy,aps,aps,...,ap,}, whereap; is access point
o = {(u,v)|f(apu,ap,) <0}

o f(i,j) = —(IAPjeffi),
where,l AP;; indicates the presence/absence of interference from sxpoast: on
access poinf andef f; is the effect of interference czrij.

A conflict graph is therefore directed graphwhere each edge represents interference
(or conflict) caused by an access point at which the edgenartigs, on an access point
at which the edge terminates (see Fidurée 4.4). Due to wsalkannel characteristics,

5The function (i, j) is only defined for access points thateifiére with each other when transmitting
at maximum power using the same channel, and not acrossaligi#@Ps.
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Figure 4.4: The base conflict graph without client inforraatiThe conflict edges are di-
rected and annotated with the ‘disutility’ they cause toAlReexperiencing interference.

interference between access points may not be symmetrichefmore, the conflict
graph is a multigraph, where an edge may exist between nagesodcarrier-sensing
interference, collision-induced interference, or both.

The conflict graph is used during channel assignment to neirthe number of
conflicts that occur between access points. This reducegtapdn-colouring problem,
which is NP-hard[[65]. In Sectidn 4.8.1, we discuss a hearfet channel assignment
based on the derived conflict graph.

To perform power control, it is necessary to extend the odnffraph to include
clients and AP loads, similar to the approach discusseddh [Bhis annotated conflict
graphhas two types of edges between a client and an access pa@midht is associated
with an access point, an undirectassociation edges added between them. If a client
interferes with an access point to which it is not associaiedn access point interferes
with a client to which it is not connected, a directeterference edge added between
them. Finally, if clients interfere with one another, a diexl edge is added between
them. Figuré 4J5 shows an illustration of the ACG. Note tHarmels that had been
assigned before the creation of the ACG may be refined dur®®@ Aonstruction. This
is elaborated in greater detail in Section 4.8.2.

Interference edge weights are derived using techniquesiled in Section 414. As-
sociation edge weights correspond to the utility that ¢iereceive from their access
points.
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Figure 4.5: Annotated Conflict Graph. Circular vertices aceess points and square
vertices are clients. The base conflict graph (shown in Eigut) contains only circular
vertices. Clients have the same channel as their assoeieteds point.

We point out that the conflict graph models the maximum pdssibmber of con-
flicts, which corresponds to all access points transmitiingiaximum power and using
the same channel.

4.7 Constructing the Conflict Graph

The annotated conflict graph requires a number of paramte@smpute the utility of
the network. This can be divided into two parts; disutilir@sponding to interference
in the environment, and positive utility corresponding titity that clients receive from
the network. As explained earlier, interference disytitibnsists of two parameters: (1)
The impact of interference (which is a function of the intéeeir’s load, as discussed
in Section[4.4), and (2) A boolean function that indicatesthier or not two nodes
interfere with each other. The latter is captured by meamsfrdstructure-based testing
using a probing agent, discussed next (contrasted withlignet enodifications required
by [90]). Positive utilities are computed by passively alisg statistics such as the
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Figure 4.6: An example illustrating zero- Figure 4.7: An example illustrating one-hop

hop interference (Overlapping AP) interference.AP; and

APy’s carrier-sense ranges have been elided

for clarity

number packets sent and received by each AP to and from each (@er observation
interval).

We classify interference scenarios in terms of the distaidde interference (in
hops) from the infrastructure. For instance, inter-APrii@ence is zero-hops away from
the infrastructure, since APs are directly connected tontined backbone. The basic
intuition is that as the interference moves further awagnftbe infrastructure, it becomes
progressively harder to detect and resolve. For each doena prescribe a test to
detect the existence of that scenario. In the sequellébteris the entity that transmits
the probe packet. It may also observe interference for ntidgsare not able to do so
themselves, e.g. legacy 802.11 clients.SAnsoris a node that checks to see if the
Testeris interfering with it. All tests assume time synchronipatitechniques to achieve
synchronization within a few microseconds are describgB7h Note that these tests
do not assume any underlying wireless propagation modehfgr operation, making
them applicable to real-world scenarios.

4.7.1 Inter-AP (Zero-Hop) Interference

If the carrier-sense range of an access-point covers aln&igimg access-point, the over-
lapped access-point suffers carrier-sensing interferénoen transmissions of the neigh-
bouring access point (as shown in Figlrel 4.6). Inter-acpes¥ interference is ‘zero
hop’ interference because interference is experieaeealhopgrom the infrastructure.

The test for detecting zero-hop interference is as follo@ae access-point acts as
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the tester while all other access-points act as sensorstesher transmitgn broadcast
packets and the sensors listen for interference. Duringpadmast, the sensor observes
whether there is a change in the state of the channel, (bether the channel transitions
from idle to busy. If so, then with high likelihood, the sensor is in carrgansing range
of the tester. Ifitis also able to decode the packet, theniitiransmission range as well.
The tester sends: broadcast packets for this test to increase confidence irethats.
As illustrated in[[27], a relatively small value e, around 5, suffices for this purpose.

Each access-point performs this test. Therefore, the notaber of tests required
to detect zero-hop interference is bounded’ V), whereN is the number of access-
points.

4.7.2 AP-Client (One-Hop) Interference

We now describe twone hopinterference scenarios that involve both clients and acces
points.

Overlapping Access Point (OAP)

Consider the case where an access-point lies in the intaderrange of a client asso-
ciated with a neighbouring access-point. The client exgpees interference from this
access-point, from whom the client may or may not be hiddéthel client is hidden,
packets being sent by it will be suppressed due to conterdiah those being received
will be susceptible to collision with packets transmitteshfi the interfering access-point.
This is shown in Figure 417, where, is associated tel P, and experiences interference
from AP,.

To detect this scenario, the following test is performed.e Téster, which is the
access-point to which the client is associated, transmitRES packet to the client,
while the sensor which is the access-point that is intarfewith the client simultane-
ously transmits a broadcast packet. Once RTS transmissiconplete, the tester sets
atimer equal to§1F'S + Delaycrs + Delayyeqst), awaiting receipt of a CTS from the
client, whereDelaycrs IS the propagation delay for a CTS packet dndayp..s: 1S the
propagation delay for a broadcast paBkdt the broadcast packet and the RTS packet
collide at the client, the client will not receive the RTSnsanission correctly. Thus, it
will not respond with a CTS, causing the tester to time oute Tster can then assume

"We wait the additional broadcast propagation delay to enthe client has sufficient time to reply
with a CTS if it carrier senses the sensor’s broadcast bug doeactually experience interference from it.
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the RTS packet collided with the sensor’s broadcast. Thectenpletes after either the
tester receives a CTS from the client or it times out in theess. This test is repeated
times. Since we need to perform this test for each client-AlPgnd there are a total of
C clients andV APs, the number of tests required to detect OAP interferenoeunded
by O(NC). While this may appear to be excessive, in Chdgter 6, we shateven for a
modest sized network of 20 nodes, all such tests can be pextbin a matter of seconds.
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Figure 4.8: An illustration ofone-hop Figure 4.9: An illustration ofwo-hopinter-

(Overlapping Client) interferenced P, and  ference.C,’s data packets collide with data

C4’s carrier-sense ranges have been elidepgackets being received lfy;,. AP;’s trans-

for clarity mit and carrier-sense ranges, as wel(as
carrier-sense range have been elided for clar-

ity.

Overlapping Client (OC)

In this scenario, the client lies in the interference raniggnoaccess-point other than the
access-point to which it is associated. If the access-pohmitdden from the client, pack-
ets being sent by the AP will be suppressed due to contergimhthose being received
will be susceptible to collision with packets transmitteahfi the interfering client. This
is shown in Figuré 418, wherg, is associated withl P, and causes interference diP,.

In order to detect OC interference, the following test iS@ened. The tester, which
is the access-point to which the client is associated, inéssn RTS packet to the client.
Upon receiving the RTS, the client responds with a CTS. Qutite CTS transmission,
the sensor which is the access-point that is experiencitegfé@rence from the client
observes to see a change in the state of the channel. If tisersdatects a change,
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then client-access-point interference exists betweessehsor and the client. Once the
tester receives the CTS packet from the client, the testngptete. This process is also
repeatedn times to increase our confidence in the result.

Note that if the sensor also experiences inter-accesg-pténference from the tester,
then it must ignore channel state changes during the trasgmiof the RTS. Thus the
sensor ignores state changes for a duration equal to thagatpn delay of the RTS
packet, from the time at which the tester initiated the RE®gmission (assuming that
the APs are tightly synchronized to each other). In this &éneighbouring APs can
simultaneously act as sensors, effectively limiting thenbar of such tests that need to
be performed. Because this test needs to be performed flockant in the network, and
we haveC clients in total, the total number of tests required to de@®C interference is
bounded byO(C).

4.7.3 Inter-Client (Two-Hop) Interference

Clients may also mutually interfere with each other. Fas Htienario, we are interested in
the case where the interfering clients are associated efthrate access points because
clients connected to the same access point can mitigatdergace using RTS/CTS.
Note that clients interfere with each other only if theirpestive access points use the
same channel for communication.

For this case, two scenarios can arise, one of which is showagure[4.9. In this
scenario, the client experiences interference from a eighing client while it is re-
ceiving data ;). Therefore it is not able to correctly decode packets frobengender.
The second scenario corresponds to clients that mutuatiyend for the medium. This
scenario is described in greater detail in/[27].

The following test detects inter-client interference floe scenario shown in Figure
4.9. The tester (any one of the APs) sends a dummy data packistdlient. Once
transmission is complete, the sensor (second AP) waits & Biferval, and initiates
transmission of a dummy data packet to its client. Once tnésgon is complete, the
sensor awaits an acknowledgement of its data packet. ddéives an acknowledgement
within a timeout period of §/ F'S + Delayack), whereDelayack IS the propagation
delay for an ACK packet, then the tester’'s client does nadrfate with the sensor’s
client.

The intuition for this test is the following. The sensor anits its data packet when
the tester’s client is responding to the tester with an AdKheé tester client's ACK
collides with the data transmission being received by thes@es client, the sensor’s

53



client will not be able to properly decode the data transimimssTherefore, it will not
respond to the data packet with an ACK. Timing out of the sensahe ACK is thus
an indication of interference from the tester’s client oa sensor’s client. Interference
detection in the reverse direction can also be done usingnangyric test. This test is
also performed multiple times to reduce chances of a poanra@idrom affecting the
results of the test. In the worst case, each client must peréuch a test with all other
clients, causing the overhead of this interference tesétodunded by (C?).

Note that all the interference tests described in Seéti@dnust be conducted in
a ‘clean’ (i.e interference-free) environment. To arrange for titli® controller asks
all APs to both stop their transmission and to force clientshieir range to also stop
transmission by broadcasting a CTS-to-seIfBZ?]‘his generates the interference-free
environment in which to conduct interference tests. We hanaytically studied the
overhead of conducting such tests along with techniquestigate it [27]. In Chapter
[B, we practically evaluate the feasibility of this measueatrapproach on an enterprise-
scale WLAN testbed.

4.8 Optimization Algorithms

We first discuss our approach to channel assignment and ibarsd the details of power
control.

4.8.1 Channel Assignment

Channel assignment attempts to allocate orthogonal chatmenodes in the conflict

graph that have an edge between them. Once completed, thamoald be rarely

changed because this disrupts service for clients. Thiarcplarly important in the

SMARTA architecture because legacy IEEE 802.11 clientagtibe instructed to change
channels and are therefore disconnected if the AP chargyelsahnel.

To minimize channel changes, channel-assignment is dotieedrasic conflict graph
that deals only with access-point conflicts. Of course, vllensied some way to deal with
client conflicts and this is done during construction of tha@tated conflict graph. The
algorithm to perform channel assignment is called Randedne-point optimization

8Note that CTS-to-self may affect the behavior of clientseist$ that use RTS-CTS packets. However,
these probe packets may easily be replaced by Data-Ack {sattiet do not suffer from such problems
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(RanOp) and bears some similarity to the approach described in [96fe that we con-
sider the cost of re-associating clients by minimizing tbhenber of times the channel as-
signment algorithm is invoked. However, once invoked, tingent channel assignment
algorithm does not consider the re-association cost. Aordilgn that does consider this
cost can also be designed for the SMARTA system.

The RanOp algorithm first assigns a random channel to each accessgaintom-
putes the current total number of confl@:ﬁ hen, considering each access poi} (n
turn it computes the gain in utility (in terms of reducing th&al number of access-point
conflicts) by switching that access point to a different ctedn It computes the gain
in utility for the access point on all channels and selectsdiannelC that yields the
greatest gain fou;. It then checks whether changingto C' yields an improvement in
utility that is larger than the best utility gain seen in theration so far. If so,q;, C) is
labeled as the best improvement seen so far. Because thétatgperforms this opera-
tion across all access points, it selects the access parmtamnel change that yields the
largest gain in overall utility. This process repeats wwelreach a configuration where
any further one-point alterations do not yield a gain initytiBecause the solution of the
algorithm may depend on the initial assignment of chanmedetess points, we perform
multiple runs of the algorithm and choose the best solutimriefms of utility) among
them.

4.8.2 Channel Refinement

In the second phase of channel-assignment, we refine chalfoeations as an optimiza-
tion of the assignment we computed previously. Note, fomokhrefinement we only
consider optimization of assignments that keep the numberter-AP conflicts con-
stant. Inter-AP conflicts are considered the most sevem dfgonflicts and those that
are likely to persist over longer periods of time than cotdliavolving clients. This is
why we only consider them in the RanOp algorithm. For chanef@éement, whenever
we add a client to an AP (to construct the ACG), we try all ottteannels for that AP to
see if we can reduce the total number of client conflicts, kegiihe number of inter-AP
conflicts constant. If such a channel is available (e.ghédase of 802.11a), the access
point is switched to that channel. If not, the access poimiaias on the same channel.

9Note that the algorithm only considers those edges in th#licbgraph that correspond to interferers
that actually carry data traffic.
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Algorithm 1 wI R Power Control Algorithm

1: A={ay,as,...,a;} I* set of access points */
2: while true do

3:

10:
11:
12:
13:
14:

© ® N o g A

u = ComputeT otalUtility(A)

0 = MaxConflict AP(A)

Z = {zi|neighbour(0, z;) = true}

fori=1...]Z] do
AdjustWeight(0, z;)

end for

v = MaxConflictEdge AP (0, Z)

Reduce Power Level(7y)

if uw> ComputeTotalUtility(A) then
Increase Power Level(7y)
Terminate.

end if

15: end while

4.8.3 Power Control

Power control can be done quickly, even on a per-packet.ldsisever, two constraints
make the power control problem challenging. First, powertiad needs to ensure that
clients do not lose service by reducing an AP’s power levablmymuch. Second, every
alteration to access-point power causes the underlying AC&hange. Therefore, we
need to re-compute (or refine) the ACG for every change inssepeint power.

Our power control technique proceeds in two steps. Firstcavepute appropriate
power levels for all access points, taking the change in t8&Anto account. Second,
we refine access point power-levels to allow the system tptadachanges in the envi-

ronment.

The algorithm for computing optimal power-levels (caliedighted Iterative Reduc-
tion (wIR) and shown as Algorithm 1) proceeds as follows. Inlijighll access points
are set to transmit at maximum power and we compute the tbliy of this configura-
tion (ComputeTotalUtility(A)). Note, the algorithm re-computes this utility in every
iteration, before performing the steps outlined further.each iteration, the algorithm
finds the access point that has the greatest number of cerfflictzCon flict AP(A)).
This is the AP whose sum total number of conflicts on all inaaypredges from neigh-
bouring APs is the great@t The algorithm then re-weights these incoming edges

0This particular algorithm does not consider client corglithough more sophisticated versions of it
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Weight Adjustment =
Agg.Utility / # conflicts

Max. Conflict AP

Figure 4.10: AP, is identified as the maximum conflict AP and the edge frdi; to
AP, represents the maximum conflict edge, before edge re-veggistdone.

(AdjustWeight(0, z;)) as follows: For each AP that interferes with the maximum-
conflict AP, the incoming conflict edge’s weight is increagegdroportion to the amount
of utility that this AP provides to its clients (as shown igiied 4.10 and 4.11). Thus,
edge weights are adjusted by addin% gositive value to the original weight, where
U and E are the aggregate client utility provided and the total nendf access point
conflicts caused by the AP from which the edge emanates. Adlge re-weighting, the
algorithm selects the access point which induces the geedaflict on the maximum
conflict AP (MaxConflictEdge AP(0, Z)), and instructs it to reduce its power level by
one step Reduce Power Level(v)). This repeats in successive iterations until there is no
further improvement that can be made and a decrease is eltacthe overall utility,

at which point the algorithm terminates (after reversing st power alteration). This
approach rewards APs that have more active clients, sohbgtare less likely to have
their power reduced.

can easily incorporate such information.
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| Weight Adjustment
| =12/3=+4

new max.
conflict edge

Max. Conflict AP

Figure 4.11: After edge re-weighting (shown in dashed es)lAP; is identified as the
AP that has the maximum conflict edgeAd,. AP; and AP, edge weights tal 2, only
change slightly because these APs provide very littletytid their clients.

4.9 Evaluation

We now present an evaluation of our architecture, evalgatirerference estimation, op-
timization, and the ability to dynamically re-configure tietwork in response to changes
in the wireless environment. We do not present a validatiadheinterference estimation
approach and refer the reader(tol[27] for the details.

We first describe the simulation environment and networkades we considered
in our evaluation and then discuss our results.

4.9.1 Methodology

Simulation Environment

We used the well-known QualNet simulator [13]. The cent@btooller is emulated
by means of a coordination component. Each access poinebdws radios, and thus
two MAC layers: A standard IEEE 802.11 compliant MAC layedamEnvironmental
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Figure 4.12: DC AP layout blueprint. Stars indicate AP |cmad.

Figure 4.13: Circular (Star) topology conflict graph withadmel assignment (using 3
channels) shown in curly brackets.
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Figure 4.14: DC AP Conflict Graph at transmit power of 30 dbwr. ¢tarity, figure only
shows inter-AP conflicts.

Sensing (ESMAC. The ES MAC supports the functionality for the probingeaty It
periodically conducts the tests outlined in Secfiod 4.7tabs only sent on the 802.11
MAC. The clients implement the ES MAC in simulation for th&ksaf simplicity. We
note that this precludes the need to 'clean’ the environroerthe interference tests, as
described in Sectidn 4.7. In practice, a client does notireguultiple interfaces/MACs,
and, in fact, can be completely unmodified.

Every 5 minutes, the central controller recomputes theecuutility of the syste@.

If this drops by more than 20%, the controller instructs asqaoints to re-initiate inter-
ference estimation tests and recompute the conflict graphalse we are interested in
aggregate network performance, 20% turned out to be adequdistinguishing small-
scale changes from large-scale changes. Using this infameombined with statistics
collected by passively sniffing traffic on the IEEE 802.11 MAI& central controller re-
runs the RanOp channel assignment and wiR power contralitdges. Once complete,
the controller re-evaluates the utility of the system atrtbet scheduled time step.

We have focused on specifying utility as the throughput gheltent obtains from its
access point, with the goal of maximizing aggregate netwlordughput. The statistics
we captured (on the IEEE 802.11 MAC) in order to compute thesriminclude informa-

Wwe chose a 5 minute interval because it suited the movemeatispe picked for our mobility exper-
iments
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tion on access point load and the number of packets sent/eelgeer second from each
clien. Unless otherwise indicated, each client also implemeni®/ARate Fallback
(ARF) and thus the data rate will likely change during therselof the simulation. Note
that the current utility function for the client does notatitly account for the data rate on
the link, but infers it based on the number of packets redgpez second from the client.
This utility function may not be ideal for the wiR algorithmhere power reduction can
affect the data rate on the link. In this regard, a more soighied utility function that
takes data rate into account can be designed and tested iith w

Interference is also modeled in the utility function, andssumed to have a log-linear
relationship to the throughput received by clients, (ix&,use the load of the interfering
source to compute the degree of interference). Both pammeahroughput and inter-
ference are assumed to carry equal weight in the utility tionc We used the two-ray
ground model in our simulations [26]. For each scenario,niteated CBR traffic from
access points to clients with 512 byte packets. We evaluatefbrms for our proposed
optimization algorithms; one that only performs channasigrsment (RanOp), and the
other that also performs power control (RanOp-wIR). Theseevevaluated against the
channel and static power configuration currently chosenhieyrietwork administrator
for the building seen in Figufe 4.12. Channels were assigasdd on an extensive site
survey that was carried out for the building. Moreover, tosilrate the benefits of our
proposed centralized channel allocation algorithm, wepzame it against a decentralized
Least Congested Channel Search (LCCS) approach, discdad&8]. LCCS is the cur-
rent state-of-the-art algorithm for channel assignmedt@erates as follows: Each AP
periodically observes data transmissions from other aqoeisits and clients on its chan-
nel. If the transmissions exceed a pre-specified thresiktatidpves to a channel that is
less congested. LCCS serves to show how well local tuningpediorm in comparison
to centralized channel assignment.

Simulation Scenarios

Our evaluation has three parts. In the first part, we pres&rorbenchmarks to illus-
trate the correct operation of SMARTA. In the second partsinaulate a large university
building that we will call ‘DC’ (illustrated in Figuré_4.12)This allows us to gauge the
effectiveness of SMARTA in a more realistic enterprise emwvinent. For this scenario,
we assume clients are stationary and are continuouslywregeraffic. Finally, we also
present micro-benchmarks for client mobility. These mibemchmarks allow us to ob-
serve the behavior of the SMARTA system in dynamic scenarios

12 \We used EWMA to smooth out abrupt changes to each metric.
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Figure 4.15: Instantaneous aggregate client throughputimear topology. Improve-
ment seen is a result of channel assignment.

4.9.2 Results

We first discuss two micro-benchmarks to validate the cowperation of SMARTA.

Micro-benchmarks

Linear Topology: We first consider a simple linear topology with four APs. Titeasmit
power of the APs is set such that an AP interferes both withaaijt APs and with
neighbours of the adjacent APs. Clients are placed in betw&s. Even if we consider
just 3 channels, we can trivially produce a conflict-free cologrimhere AP channel
assignment from left-to-right is given as (1, 6, 11, 1). Téegjuence can be repeated
for an arbitrarily long AP chain, illustrating that lineaspologies (typically found in
hallways) are easier to address using just channel assignmghout power control.
This result is shown in Figulfle 4.15. At= 120s, when RanOp channel assignment is
initiated, the aggregate network throughput improvesiigamtly and remains steady
thereafter. At this point, each adjacent AP is on a diffemva@nnel and the number of
conflicts falls to zero.

Circular (Star) Topology: Next, we consider a circular topology where both channel
assignment and power control prove to be useful in optirgingtwork throughput.

The circular topology we considered is illustrated in Fefdt13. If we use only
channels, and have access points transmit at a nominal pdwer/bm, a channel as-
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Figure 4.16: Instantaneous aggregate client throughpustan topology. Initial im-
provement is because of channel assignment while the sudsenprovement comes
as a result of power control.

signment for this topology will always yield solutions wkeat least two APs conflict
with each oth@. Thus, there are opportunities to improve network perforceawith
the help of power control. This is illustrated in Figlire 4.1Bprovements in through-
put occur in identifiable stages where initially, all APs &ansmitting using the same
default channel. At = 120s, SMARTA initiates channel assignment, producing the
channel assignment shown in Figlre 4.13. Note, becausepbiyy considered here is
a clique, a good channel assignment will equally partitid?sAcross each of the chan-
nels, where the total number of conflicts is minimized. Rap@uluces an assignment
which maintains this property, resulting in a total of omfyconflicts. This validates the
ability of RanOp in finding good channel assignments for thyglogy.

At time t = 250s, WIR power control begins. At = 380s, we observe a signifi-
cant increase in aggregate network throughput (the caube ofelay is explained later).
While, RanOp produces an assignment that is ale&¥ better than the original de-
fault assignment, wiR further improves performance by a&t86%.

Note that wiR terminates if changes in power levels do notipce observable im-
provements. This requires us to observe the network afdr eaange. We find an
observation window of 3s to be suitable (which is the reasby power control operates

3Note, although RanOp may not produce the same assignmehapnhels to APs in each invocation
of the algorithm, the sum total number of conflicts acrosasdignments remains the same.
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Figure 4.17: Aggregate client throughput at 30 dbm udihghannels

on slow timescales). Of course, the accuracy of the observista function both of the

length of the observation window and the dynamic nature efwireless environment.

This is a tuning parameter for the system and can be set basbéé environment under
consideration. Power control also requires an up-to-dat& Apon each iteration, which
can incur an additional overhead. In Chapier 6, we show limbierhead is acceptably
small and is on the order of a few seconds in the worst case.

A More Realistic Scenario

We now discuss results of running SMARTA on the DC topologyguFe[4.12). For these
results, we randomly distribute clients within the coveragdius of each of the access
points, whose size is determined by the transmit power oatleess point. We analyze
the performance of SMARTA on scenarios exhibiting a highrde@f interference. Note
that the degree of interference is affected by the transavitep of the APs/clients, the
number of clients, and the client distributidn [36]. Whilgettransmission power of
access points is tunable and controllable, client derdigytibution, and power are not.
Therefore, in order to independently study the effects chewe decouple them in our
simulations. For our results, we use the metrics of aggeagativork throughput and per-

64



35 T T : : | .
—_ o ’_,.,l SR S o el T -i
;S_ 50 I&: /F’- |
—§ ) /- RanOp+wIR —+—
= o RanOp ——>——
2 257 E LOCS e
‘f_:.fj // DC —&
é 20 r Best Case -——®&— |
o
o
=
8
)
)
2l
chn
>

O | | L | | ) ‘

10 20 30 40 50 60 70 80 90
Number of Clients/CBR Traffic Flows

Figure 4.18: Aggregate client throughput at 30 dbm usSichannels

packet delay to compare the different algorithms. We hase ahalyzed the distribution
of flow throughputs across clients, the details of which acided in [27].

In our scenarios, APs transmit&i dbm and clients transmission power is set equal
to that of the APs to facilitate connectivity even at coverdgundaries. We usi® dbm
to stress test our system. We have analyzed the performdrhbe algorithms in low
power scenarios (i.20 dbm) as well and obtained similar results.

Referring to Figure 4.14, we see many access point conflidiere are also client
conflicts, not shown for clarity. With 802.11a (i.e 12 ortlbogl channels), we can triv-
ially eliminate all conflicts by assigning an independerdruiel to each AP. In this sit-
uation, the best possible solution is to assign a separataehto each AP and setting
each APs transmit power to maximum. We call this configuratiest’, and use it to
benchmark solutions generated in other scenarios.

Throughput: Figure[4.1¥ shows aggregate client throughput againgttatiensity,
for the case where we have available channels. The RanOp curve corresponds to the
‘best’ curve since we observed that our algorithm alwaysipced conflict free assign-
ments in this scenario. Because no power control is requnrénils scenario, RanOp-wIR
performs identically to the best case. We observe thatghtdensities, due to its decen-
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Figure 4.19: Per-packet delay at 30 dbm usidghannels

tralized approach, even wifl2 channels, LCCS is unable to optimally assign channels to
access points. This is because LCCS is AP centric in natulfel@@s not consider client
conflicts when picking the best channel for the AP. Of couirsdéow density environ-
ments, LCCS performs close to the best case because of thedegree of interference.

Figurd 4.18 shows aggregate client throughput foBtbleannel case (the ‘best’ curve
is shown for reference). Not surprisingly, aggregate tlieroughput drops significantly
for all the algorithms. However, observe that RanOp combingh wIR performs the
best in this scenario. Because channel assignment cammiriatie all conflicts, power
control yields further improvements. However, there ikatignificant performance gap
between the ‘best’ curve and our algorithms. Aside fromitimééd number of channels,
this is because of the limitations of power control. Charassignment has the ability
to eliminate all types of conflicts (i.e., zero, one, and twagp conflicts) whereas power
control can only address OAP and zero-hop conflicts. Thistabse of the inability
to adjust client powers. As a result, even a provably optipwler control strategy
may ultimately be unable to eliminate all conflicts in suckasa Nevertheless, we still
observe significant improvements over LCCS.

We also plot the performance curve for the hand-tuned DC radaconfiguration
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Figure 4.20: Per-packet delay at 30 dbm usirghannels

(i.e., the configuration decided by the network operatouamiversity@. This config-
uration performs similar to the RanOp algorithm used in SMARThe reason that Ra-
nOp does not yield significant improvements over the hartdvaped DC assignment is
because of the large number of conflicts. The number of césm8ignificantly decreases
the number of possibly good configurations that yield higbalghput. Nevertheless, we
still observe that in these scenarios, RanOp is able to perjast as well as a carefully
hand-optimized channel assignment @nth better with the addition of transmit power
control.

Per-Packet DelayWe also analyze per-packet delay for each of the algorititas.
packet delay is a crucial metric for delay-sensitive agtians such as voice and mul-
timedia. Note that the results we discuss here use the samggtiput maximization
utility function as was used for the previous results. Wesexja utility function catering
specifically to per-packet delay to perform even better.

Figure[4.19 plots per-packet delay results against cliensily, usingl2 channels.
The results for RanOp and combined RanOp-wIR are identM#.observe a signifi-

14The hand-tuned DC configuration made use of @ntpannels (i.e., it operates on 802.11b/g). There-
fore, we were not able to show its results for filechannel case
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cantly lower per-packet delay for the RanOp algorithm tHaat for LCCS. Moreover,
the delay values for RanOp are almost always bel6wms across the board. This is
an interesting result since the delay budget for most vaiq®i@ations falls within this
range. Thus, we believe that the centralized RanOp algorighwell suited to support-
ing such applications even in very dense scenarios chawmeeby a large number of
AP/client conflicts.

Figure[4.20 presents similar results for thehannel case. Not surprisingly, per-
packet delays have increased overtehannel case due to increased MAC contention
delays and a larger number of collisions. However, we olesdrat RanOp-wIR pro-
vides the lowest per-packet delay primarily because powmetral reduces APs collision
domains significantly, thereby reducing MAC contention. @& performs the worst in
this case with per-packet delays of over one second in vergedenvironments, demon-
strating its limitations in these scenarios.

Effect of Mobility

We analyze the impact of mobility on the SMARTA system. Re@&GIMARTA triggers
re-computation of access point configurations if the changgility is significant, (i.e.,
exceeds a predefined utility change threshaldFor the purposes of our simulation, we
set this threshold t20%.

We construct two scenarios to analyze the impact of mobNbte that these scenar-
ios assume nomadic clients that use the network while s@tyoat a particular location.
This is in contrast to mobile clients that use the networklgvbin the go. In the first
scenario, a client moves between a set of access pointspas s Figure 4.211. This
is typical for an employee that might periodically go for rtiegs to offices of fellow
employees. We use this scenario to illustrate the stalwhit$MARTA in reacting to
small-scale changes that may occur in the environment.esélcond scenario, clusters
of users move from different access points to a common aquaset This is likely to
occur in situations where groups of people gather togetirest 5cheduled meeting and
represents a large-scale change that SMARTA must handle.

Small-Scale ScenarioFigure[4.21 illustrates the user mobility pattern consder
in this scenario. A single user starts &P, and moves between access points, finally
ending up in between them. Note, the user disconnects aoconmects withA P, even
during movement step. Changes in aggregate network throughput are illustrated i
Figure[4.22. Before the initial move, at= 120s, SMARTA computes optimal channel
and power level configurations for the access points, cgubi@ aggregate throughput
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Figure 4.21: Micro-benchmark setup for analyzing the impéamobility. User mobility
is shown as dotted arrows with labels indicating the steji@fed by the client. For the
large-scale scenario, channels are shown in curly braeketse the numbers (left-to-
right) depict assignments before and after a large-scalegh
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Figure 4.22: Instantaneous aggregate client throughpamall-scale scenario. Fol-
lowing events are shown: CR=Configuration Re-computati®d=Client Join, and
CD=Client Disconnect. Utility assessment intervals shasrvertical dotted lines and
change threshold shown as horizontal dotted lines.

to increase to approximatetyMbps. At timet = 200s, the user disconnects fromP,
and connects tol P; att = 300s. During this interval, the utility drops by approxi-
mately 16%, which is not below the change threshold and increases afgjaia 300s.
Thus, att = 420s, when utility re-assessment is done, SMARTA does not itatre-
computation of channels and power levels. This processessely repeats without
the utility change ever falling below the change threshdlad.summary, we observe
that SMARTA's use of utility-based triggers allows it to besilient to oscillations that
may occur as a result of small-scale changes in the RF emagoh This is particularly
crucial for legacy clients that may be affected by contiriobanges in access point
channels.

Large-Scale Scenariofor this scenario, we use the same setup as was used in the
previous scenario. However, in this case, two groups ofsusewve from separate access
points to a common access point. Channel assignments basedial user distribu-
tion are shown in Figure 4.21. At= 120s, SMARTA performs optimal channel and
power level assignment for all access points. tAt 400s, all clients from AP, and
AP, disconnect and proceed to move towartlB;. At ¢t = 600s, all clients connect
to AP;, subsequently increasing its load. Utility re-assessrhetween the time when
clients disconnect and re-connect is disabled to illustitae effect of re-configuration af-
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Figure 4.23: Instantaneous aggregate client throughplarge-scale scenario. The
events shown are similar to those illustrated in Figure 16.

ter clients re-connect to the network. In reality, SMARTAwdalready account for this
case during periods of disconnection as it will observe gelalecrease in utility and re-
assign channels and powers as a result to maximize utiliguioently connected clients.
At t = 600s, when clients re-connect, an increase in utility is obsgriéote, SMARTA
is only aware of the utility that was computedfat= 120s, during the last time re-
configuration was performed. At= 680s, a significant drop is observed and SMARTA
re-initiates computation to improve system utility. Ndtalthe utility improvement is
not very significant and in particular, does not match thiétyif the configuration at
t = 120s. This is due to the large number of clients connected iy and the excessive
load on it. This reduces per-client throughput and contesuo the drop in aggregate
client throughput even after the configuration is refreshed

The scenarios outlined above provide insight into the tytalf the SMARTA archi-
tecture to accurately determine the type of change thatrmetin the environment. The
utility change threshold is a tuning parameter for our syséed can be set to suit the
needs of the deployment environment.

4.10 Related Work

The work on the SMARTA architecture spans a wide range ofarebeproblems that
have been independently studied in the prior literaturetiiéumore, it is also relates to
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prior research proposals on managing interference ingmgerWWLANSs. Since we have
covered the latter in detail in Chapféer 3, we focus only onprdblems that are also
addressed for the SMARTA system.

Interference Detectioninterference detection has been well-studied in the liteea
[36,50/) 72]. However, most of these techniques infer ieterice using higher layer (e.g.
NET/MAC layer) statistics that are impacted by multiple pizal layer RF phenomena
[107]. Therefore, the accuracy of these approaches intilegenterference is limited. In
contrast, Qiu et al_ [100] adopt a trace-driven simulatippraach in which they collect
traces from the real environment and replay them in the sitoul The simulator acts
as a controlled environment in which accurate root-causéysis can be done. Similar
to the ideas in this work, Padhye et al. [98] propose an agpro&running controlled
pairwise experiments to detect and quantify RF interfezertdowever, their approach
requires injecting synthetic flows into the system and c&a taconsiderable amount of
time to run, making it infeasible for use in online networkse(details of this approach
are discussed in Chapter 6). In contrast, we show that itssipte to run simple and
efficient tests on-the-fly to accurately detect RF interieee

Channel AssignmentThe most common technique to mitigate interference in an
enterprise WLAN is to perform channel assignment. AP chbassgignment has been
studied extensively in the literature [45, 77 90] and is d-keown NP-hard problem. A
number of heuristics have been proposed for this problen@ddb For example, Mishra
et al. [90] use a randomized search algorithm that incotperaient interference in the
channel assignment process. We adopted similar techniigoes system.

Transmit Power ControlTransmit power control also has a significant influence on
the performance of a wireless network[78]. Optimal povesel assignment is similar
in hardness to channel assignment, and, for the coverageiptpproblem, has been
shown to be NP-complete [28]. Many technigues have beerogeapin the literature for
computing power levels for the access points [36, 39]. We pispose a heuristic that
we show works well in optimizing the performance of our syste

4.11 Discussion

We now briefly comment on the scope of SMARTA. In this chapiar,goal is to design
a system that practically applies the theory of conflict g manage interference in
an enterprise WLAN. As part of its design, SMARTA features thllowing:

¢ Fine-Grained Control:The correctness of the interference tests hinge on the abil-
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ity to tightly synchronizéAPs and precisely control the timing of actions at these
APs. Such tight control not only requires elimination of gaatial latencies while
implementing the system, but also a comprehensive WLANgiesiWe discuss
the details of how this can be achieved in subsequent clsapiténis dissertation.

e OmniDirectional Antennas:SMARTA is designed for WLANs where the APs
transmit using omnidirectional antennas. This is cru@ahaximize the effect of
silencing. However, transmitting the probes themselvesbsadone using direc-
tional antennas.

e Low-level Signal InformationCarrier-sensing interference in SMARTA is discov-
ered using energy-on-the-air measurements. This regihieesP’s radio to report
such energy measurements to the controller. Dependingedmettdware platform,
this may or may not be possible. Moreover, silencing is @lucir such a test, as
background transmissions could be mistaken for the imiagéAP’s signal.

e Additional Optimization ParametersAside from frequency selection and power
control, other parameters such as CCA tuning and assatietiotrol can also be
integrated into the SMARTA system. Recent work has showttktiese additional
optimization techniques are likely to improve the perfonoaof the WLAN sys-
tem even further [47]. Our goal in this work was to highlighe tbenefits of the
interference measurement framework proposed for SMART#eiad of designing
a comprehensive WLAN system.

In this chapter, we focused on the design and prototypingMABTA. In subse-
guent chapters, we take the design of SMARTA's interferaneasurement system and
implement it on an enterprise-scale WLAN testbed. Furtloeeywe integrate the mea-
surement system into two optimization schemes and showtreampracticallyimprove
performance for a variety of different applications.
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Chapter 5

The Platform: An Enterprise WLAN
for Centralized Control

In this chapter, we describe our efforts towards the desigployment and maintenance
of a wireless testbed for evaluating algorithms for cerseal control. The testbed is
used to implement and test the interference measuremennhandgement algorithms
explored in this dissertation. The rest of this chapter ganized as follows. We outline
the motivation and design goals for the testbed in Secfiofisabd[5.2. We discuss
alternative design choices we explored for the testbed ati®@e5.3. The hardware and
software details of the testbed are discussed in SectianFnrklly, we present some
performance results for the testbed in Section 5.5 and udadhe chapter in Section
5.6.

5.1 Motivation

Practical research in wireless networking necessarilyiias field experimentation. This
is because existing RF models are far from adequate in ¢agtRiF properties such as
propagation and interference. This is especially true fidloor environments, where
RF signals experience a great degree of multi-path fading,td reflection, diffraction

and scattering effects (as discussed in Chdgter 2). Moreav@minal paper by Kotz
et al. [79] shows that evaluating wireless protocols (agar@thms) via simulation pro-

vides little insight into their practical performance besa most simulators poorly model
real-world RF effectd [13]. Because this dissertation &suon designing practical inter-
ference management techniques, we take the ideas devefofédptef # and evaluate
them on an enterprise-scale WLAN testbed. Specifically, g@ay a38 node wireless

74



testbed across two floors of our Computer Science buildintpeaUniversity of Water-
loo.

Numerous wireless testbeds have been proposed in prior [4drld6, 51] and the
corresponding insights have added significantly to our tstdeding of how to design
such systems. In this chapter, we argue that testbed depldyguidelines depend on
the architecture of the network under consideration. Fstaimce, distributed WLAN
architectures have fundamentally different requiremeastsompared to centralized ar-
chitectures. For centralized WLANSs, network optimizatisrhandled by the central
controller. Therefore, the delay and delay jitter on théngedm the controller to the air-
interface of the APs affects the ability to correctly penfiosuch optimizations. In this
regard, we are interested in experimentally evaluatingehsibility of centralized con-
trol, for applications such as traffic schedulingl[35] anthdate adaptation. As a result,
we assume both a centralized control and data plane. Theréfi@ central controller is
ideally co-located at the edge router through which all iess traffic is aggregated.

As discussed in Chaptel 3, numerous enterprise WLAN ver{8piE,22,[19] also
embrace the centralized WLAN design. However, our privageussiond [34] with some
reveal that they typically use special-purpose hardwaftare for centralization. By
contrast, our objective is to determine whether it is pdedib realize such centralized
control using off-the-shelf commodity hardware.

5.2 Design Goals

We begin by listing the design goals for a centralized WLABtlbed. We subdivide the
discussion into goals for centralized control, and thoaedhe necessary for any testbed.

High Throughput: A centralized data plane necessitates a high throughplt bac
bone that connects the central controller to all the APshS®eatralization forces traffic
to flow from a single aggregation point (which is the contglkdge router). This causes
traffic to be concentrated on a small set of egress links sduatthe central controller.
These links (as well as the controller) should be capableaofiling the capacity de-
mands typical of such a WLAN deployment, e.g. up to 200-4@@uitianeously active
users for a moderately-sized deploymént [114].

Tight Centralized Control: Centralized WLANs are motivated by the desire to
move complexity from the APs to the central controller. qtiens such as frequency
selection, power control, data rate adaptation and packetdsiling can potentially be
performed centrally. This requires tight centralized coltwhich consists of: 1) En-
suring that the paths from the controller to the APs are ofllmency (for fine-grained
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centralized control), and 2) Ensuring that the actionsa#tRs are tightly synchronized
(to correctly coordinate their actions). These require tielay and delay jitter on the
path from the controller to the AP’s air interface.

Advanced Radio Management FeaturesAs discussed above, centralized WLANs
are designed to manage the configuration parameters of théAfcentralized fashion.
Some of these parameters, such as the contention-windewcsizrier-sense threshold,
and other medium access parameters require lower-layam#re) access which is hard
to obtain (due to licensing restrictions) on commodity oadi Therefore, we require a
radio platform where we have the greatest degree of fleiillituning these parameters
for the AP.

Real-time Traffic Monitoring: Another crucial component in the design of central-
ized WLANS is support for real-time traffic monitoring by thentral controller (via the
APs). This allows the controller to track client performarand react to changes that
reduce throughput and lead to poor network connectivityep éoncern here is that we
should be able to monitor traffic at potentially high rated anth low overhead. A low
overhead approach would minimize the chance that the mamgttraffic interferes with
other data traffic also flowing in the network.

We now discuss a set of requirements that are necessaryyftestbed.

Standardized Hardware: In our work, we strive to build a testbed that mimics a
real-world WLAN deployment. In doing so, it becomes easirdny network designer
to interpret our results and map them to other WLANSs deplaygdg similar hardware.
For this purpose, we require the use of off-the-shelf comtydardware that is easily
available and in widespread use today. Note that commolditiopms are those based on
open standards, are cheaply available, and in widespreabyuhe industry. However,
depending on their functionality, some commodity platfsrmay or may not expose
certain tuning parameters for the radio.

Ease of Management:An important requirement for any wireless testbed is that it
should be easy to deploy and manage. Nodes should be deplayedit an extensive
site survey. Furthermore, the network should ideally bdigared from a single location
and any changes and updates should propagate to respemtiee. MNodes should also
be rapidly (re-)configurable and support many operationades (e.g. APs, clients, or
sniffers).

Non-Intrusive Hardware: The hardware platform should also be non-intrusive, as
argued in[[46]. In other words, nodes should not take up tochrapace, make too
much noise or generate too much heat so as to disrupt on-goingties in their sur-
roundings. Furthermore, for security reasons and to emsunienal hardware tampering,
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nodes should be placed in closed offices/rooms.

5.3 Alternative Design Choices

During the design of our testbed, we evaluated a number cfifplesplatforms for our
nodes and weighed them against the requirements outlir®edior 5.2. In this section,
we briefly outline three platforms and state why they areuited for our centralized
testbed.

Off-the-shelf APs: We considered off-the-shelf, configurable APs for ourttedt[2,

7]. While this appears to be a compelling choice, there ameanaus drawbacks of such
a platform. The primary concern was the lack of access tortayer functionality. Off-
the-shelf APs only allow a few parameters to be tuned thraugimplified web-based
interface. Some manufacturers support open source ptafeuch as OpenWRT [10]
and some testbeds [84] use these as their nodes. HowevanWWBJedoes not allow
access to the actual radio’s firmware, making it limited indtionality relative to the
platform we describe in the next section. It is worth notihgttthere have been re-
cent efforts to make the firmware for some radios (e.g. Athlenwore openly available.
However, these efforts are preliminary and support exgstemly a few platforms.

Low Power Embedded PCs:These PCs include the Soekris net4826 platform [14].
This is a single-board computer witt266 MHz processor and28 Mbytes of SDRAM.
It has two mini-PCI slots and is priced at $200. It also suppBower-Over-Ethernet
(PoE), allowing the device to be remotely rebooted by disglnabling the Ethernet
interface. However, the Soekris platform has some shoiitogsn For instance, our ex-
periments revealed that the Soekris becomes unstable Wwhemnrted-to-wireless traffic
load on the node is high. Furthermore, the platform is prilpauwilt for low power en-
vironments. Thus, there are a number of power saving feathet are incorporated into
the platform. For example, the auto-halt feature for thekBsgpowers down the CPU
when the number of interrupts per second decreases belosicups threshold. This is
undesirable for our system because it violates the tightrakred control requirement
outlined in the previous section.

Laptop PCs: Another possible choice for hardware platform was to uséofagp
as nodes. This approach has been used by Draves|et al [56]je dtethree reasons
why laptops are not well-suited for our system. (1) Compaoesingle-board comput-
ers [14,15], laptops are not as customizable, especialigi@nd models where most
peripherals are integrated onto the mainboard to save (@4taptops are more likely to
be vandalized or stolen than small embedded PCs that artategsr to most people.
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Figure 5.1: AP locations are shown as the orange squares figtire.

(3) Depending on the laptop’s hardware, it is likely that iyrgenerate a significant
amount of noise (due to the use of on-board CPU fans). As gegmon-intrusive
hardware is an important requirement, laptops are notldaitar our testbed.

Next, we present the details of the hardware and softwatevnaubsequently chose
for our testbed and discuss how it meets the requiremensésmied in Section 5.2.

5.4 Design

Our testbed is deployed across two floors of the William D&&stre building at the
University of Waterloo. It comprises a total 88 nodes. The layout of the nodes is
shown in Figuré 5]1.

5.4.1 Hardware

Our WLAN testbed operates on the existing wired backbonéefcdomputer science
department. We assign a separate VLAN for the testbed whiaked to route traffic to

and from the nodes and the controller. Therefore, the onlghixare we require is the

central controller and the testbed nodes (as shown in Figde We now discuss these
two pieces in greater detalil.
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Controller: The central controller is implemented on a desktop PC. Trsktdp
is a dual core2.66 GHz machine with 2 GB RAM and Gigabit Ethernet connectivity.
The desktop serves two purposes. It acts as a central NF8rdervthe nodes that
remotely boot over the network. It also functions as the reémontroller for the cen-
tralized WLAN that configures and manages the APs of the e@tb\Ne discuss the
software details of the controller in Section 5]4.2.

APs: Each of our APs is a VIA EPIA EN12000EG mainboard (having2aGHz
C'7nanoBGAZ2 processor) with 1 GB of DDR RAM. This platform is saterably more
powerful than the Soekris platform described earlier. it ooly allows our nodes to
support high throughput and tight centralized control,thetlarger memory also avoids
expensive disk I/O potentially caused by paging. In additibe mainboard does not
contain any fans but instead dissipates heat via a largeshdathat sits atop the proces-
sor. This eliminates the noise factor almost entirely.

The VIA EPIA EN12000EG mainboard also features Gigabit Etee Furthermore,
to create Gigabit links from the central controller to ead®, Aany of our nodes are
plugged into Gigabit Ethernet drops in the wiring clogetéach wiring closet is subse-
quently connected to all others using optic-fiber lines.

To log wireless trace data, we use a 40 GB Toshiba IDE haxe:-dnstalled at each
node. Some prior work uses diskless nodes that only mountnage from the NFS
server [46]. We use a local hard drive for data logging to en¢vrace collection from
generating wired (NFS) traffic that may interfere with oupesiments. Note that the
speed at which we log data is still limited by the maximum If@erface bandwidth
supported by the hard drive. In fact, our initial experinserdvealed that the default
disk access mode on our hard drives (termed Programmed@uytput or ‘P1O’) was
insufficient for high-speed data logging. Therefore, we ified this access mode to
Ultra-DMA which substantially improved disk I/O performas allowing us to log data
at rates higher than the link speed supported by the wiredetss. However, we note that
use of a hard drive may not be ideal because hard drives amne podailure. Neverthe-
less, because the hard drives function only as local stthreis failure is not catastrophic
because the primary filesystem is mounted remotely via NFS.

One drawback of the board we chose is that it does not comeintégrated mini-
PCI slots but instead has only one PCI slot (the wirelesssoasdwould like to use only

Lideally, these two functions would be separate but for tie sd simplicity, we merge them into a

single host on our testbed
2We were not able to connect all APs to Gigabit Ethernet dragestd the limited number of such

drops. Instead, some APs were plugged irtd@ Mbps Ethernet ports
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Figure 5.2: An Overview of our testbed architecture andcidmponents

support mini-PCl). Therefore, we cannot attach two wirglegerfaces on the bo%d

To attach two mini-PCIl wireless interfaces, we equip eactienwith a Routerboard
PCI-to-mini-PCI adapter. This adaptor allows us to attaghaufour mini-PCI cards on
the node. The drawback of this setup (and other similar quiai$) is that co-located
wireless radios can interfere with one another and thezefaust be shielded. In our
current setup, only one interface actually transmits ddidevihe other only passively
sniffs traffic. Therefore, it is not necessary to shield the tvireless cards from one
another.

The radios we use in our testbed are described next.

e Intel 2915ABG Card: We use the Intel 2915ABG wireless card (with the/2200
driver) to act as the AP or client (depending on the node’sigaration). Through
our partnership with Intel, we have firmware access for taigl@and can tweak
low-level parameters not exposed by other commodity radiosinstance, we can
dynamically adjust the Carrier Sense Threshold (CST) ferrédio. To support
functionality for centrally measuring interference, we difed the firmware to

3We require two interfaces, one for transmitting data andfoneapturing traffic
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support disabling of binary exponential backoff and seg@diCTS-to-self packets
to silence the medium.

e EnGenius EMP-8602 (Atheros) Card: The secondary radio serves two purposes.

First, it allows us to debug the operation of the Intel radi@bserving packets that

it sends out. Second, it allows us to passively monitor traffrealtime to observe
the performance of links in the network. After experimegtivith numerous cards,
we found the EnGenius EMP-8602 card (based on the Atherpset)ito be the
best suited for this purpose. We use thadwifi-ng-r2657driver with this card,
which exposes a significant amount of information on captyrackets. In addi-
tion, because MADWiFi is open-source and supported by alagnmunity of
users, new features are constantly added and bugs fixedmeer t

One limitation of our hardware platform is it's power congution. Our nodes are
more powerful than the Soekris boards described earlieeréefare, they draw more
power as well (approximateli8 W at peak power). This precludes use of Power-Over-
Ethernet (POE) and we therefore require both a power soactamEthernet connection
at locations where the nodes are installed. However, besa@place our nodes in closed
rooms/offices (for security reasons), finding a power soclage to them is not too hard.

5.4.2 Software

The software architecture of our testbed is designed to@tigprobust and remotely
manageable system that provides easy-to-use tools foklgwonfiguring the network.
We briefly discuss this architecture next.

Node Software: Our testbed is configured such that nodes can remotely b@ot ov
the network via NFS. This has a number of advantages. (1)dga¢Boftware updates
on the nodes requires only the NFS mounted image to be upgddtedur work, soft-
ware/code updates are frequent and involve making chamg#setkernel/driver and
userspace code. Individually updating software at eacle m@dedious, cumbersome,
and prone to error. (2) Itis possible to experiment withatdint (Linux) kernel versions
that different network cards support. Using NFS, we canrééfesly switch between dif-
ferent Linux kernels for experimentation. (3) The 1 GB of DBRM allows each node
to store the NFS mounted kernel and filesyster§0-700Mb in size) in main memory,
thus minimizing the amount of NFS traffic that would be getetdrom memory pages

4t is not necessary that all nodes mount the same image. S@yenount a differentimage, based on
the requirements for the experiment
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being swapped to disk. Nevertheless, the filesystem sgliis¢o be periodically synced
via NFS with the central server.

Server Software: The central server runs Ubuntu 7.04, with the 2.6.20-15&eth
runs the TFTP, BOOTP, and NFS daemons to support remotenigoatid NFS for the
nodes. The server maintains a database of MAC addr#3snappings for all nodes
so that each node’s wired Ethernet interface is assignedou@hP address from the
192.168.1« subnet. Wireless interfaces on the nodes are also assighaddresses
similarly, but from the 192.168.2.subnet. Nodes are configured to use PXEBoot to
boot over the network and download the kernel via TFTP. Ohedeérnel is booted, the
filesystem is mounted (via NFS) from the central server.

Handling Failures:Recall that our nodes do not support Power-over-Etherregdrer
fore, in the event that a node crashes or hangs during aniegyer we cannot power
cycle it by activating/de-activating the wired Etherndenfiace. Instead, we use the hard-
ware watchdog on the VIA EPIA EN12000EG mainboard. The hardwvatchdog is
comprised of two parts, a hardware countdown timer and aspaee software daemon.
The countdown timer’s job is to count down to zero, startih@ @hosen initial value.
Once it reaches zero, it performs a hardware reset. The a@&ftdaemon operates in
userspace and resets the timer to prevent the hardware ésetting. It does this by
periodically writing to a hardware register that returns timer to its initial value. If
the OS hangs, the timer reaches zero and causes a rebootthhlotiee OS could hang
during boot-up as well. To allow a reset in this state, waeHly compile the watchdog
into the kernel and ensure that it is the first service to loadihg boot-up. Finally, as
an added safety feature, we also install a userspace miogitteemon (at the node) that
periodically checks for successful connectivity to the NiEBser and reboots the node if
it fails to ping the server after a number of attempts.

Network ManagementOne of the cornerstones of building an easily manageable
testbed is streamlining the process of configuring and magdlge nodes in the testbed.
We implement standard testbed tools to facilitate netwoakagement. The tools are
divided into those that check the current configuration efribdes and those that modify
these configurations. The modifications range from makimgigoration changes to the
wireless interface to initiating an entire system rebodiede testbed tools operate partly
on the nodes and partly on the central server.

Wireless Traffic Monitoring:As discussed earlier, an important part of centralized
control is to enable high-speed logging of wireless traffide covered the hardware
aspects of such logging in the previous section and now sésthe software aspects.
Traffic logging is split into two parts. In the first part, weptare wireless traces and
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write them to the local disk on the node (during an experimeirt the second part,
we transfer the data from the disk to the central NFS serveiufther processing. For
the second part, we simply copy the logs to the NFS mountezi/ftem image on the
node, which is then eventually synced with the central seiNete that simultaneously
copying these logs across all nodes generates a lot of traffierefore, we perform the
second part in sequence for each node. Also, if we are iniger@sprocessing the logs in
realtime, we do so at the nodes themselves and then send si@sofahese logs to the
central server. This reduces the overhead of sending raesm@ver the network, which
could cause congestion in the backbone.

5.4.3 Network Deployment

An important task during any enterprise WLAN deploymentegiding the placement
of nodes in the building. Traditionally, site surveys hawedgd such decisions. Most
testbeds today also use a similar deployment strategy [W6¢ontrast, our testbed is
deployed in a uniforngrid-like fashion. This method of deployment is motivated by two
trends. First, site survey-based techniques have beegljargsuccessful since network
usage patterns change over time (e.g. due to corporateicesing). Second, access
points (or nodes) have become increasingly cheap, thetiglyireg dense deployments.
This creates a network that has both greater coverage aateg@pacity. However,
increased density also brings about problems of interteréetween nodes, which needs
to be managed. Our testbed opens up the space for work offenetgce mitigation
and dynamic network re-configuration. We plan to study hotwoek optimization can
handle dynamic changes that occur in a dense enterprise WH&Nce we create a
testbed oB38 nodes, covering an area of 120m x 65m. In the future, we planstall
additional nodes and study the impact of increased netwenisity on overall network
performance.

5.5 Experiments

We now present some experimental results collected on stiyetd. The results show-
case the performance of our testbed with an emphasis ontirethroughput and
centralized control capabilities. We also comment on oygeernces with using the
testbed.

83



( Client \

1 i
P e i , Wireless 2195
- v ~N RTT (21)
ipw2200 firmware D2D 333
f I || Delay (63)
ipw2200 Driver AP 2449
f ' proeee > RTT (42)
Ethernet Driver |« Wired 95
f | N e > Delay (18)
Ether}net Firmware Controller 3197
— | | L >
RTT
_ AP J =0
4

( Controller Mean (Variance)
in microseconds
Figure 5.3: Delays in each component of our testbed.

5.5.1 Performance
Path Latency

As a first step, we were interested in characterizing thetytéor delay) that exists in
different components of our testbed. We did this by instnotimg the system with times-
tamps at different points along the controller-to-AP pathshown in Figure 5.3. These
delays were measured over a perio@ok (the numbers in the brackets show the delay
variance for each component.). We observe that aside frendelay in transmitting a
frame on the air (which is fixed), the remaining delay accedat ~ 30% of the total
controller-to-AP RTT. Furthermore, the total observedagdgitter is close to~ 200us.
While these delay numbers are reasonably tight, in Chaptee 6how how to reduce
them even further by optimizing certain parts of the dat& pat

We also studied how well we are able to synchronize APs inesibed. As discussed
in Section 5.P, this is important to ensure that certainrmactions (described in greater
detail in Chaptel16) occur simultaneously at the APs. Thaildeof the experiments
conducted and their corresponding results are presentgeditiori 6.5.11.
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APID| 1 2 3 4 5 6
Mbps | 291 | 150 | 95.4| 95.3| 286 | 95.2

Table 5.1: Bandwidth measurements from the controller td°6 A

Network Throughput

Our aim in studying network throughput is to determine theacity of our testbed, or
how many users it is capable of handling. This allows us ta@gats scalability prop-
erties, in the context of data plane centralization. Thiagwut to be challenging for
two reasons. First, finding a large number of users (e.@00 — 400) for experimen-
tation is hard. Second, real-world workloads are typichllysty and vary considerably
among users [114]. Thus, vestimatecapacity by performing bandwidth measurements
between the controller and each AP in our testbed. Our gdal determine the peak
throughput achievable on any controller-to-AP link. Thigeg us a rough estimate on
the maximum bandwidth (or capacity) that the controller paovide to the network.
We conducted measurements with all APs, perforndiniggrations for each. Note that
because we use a VLAN, our measurements are potentiallgtedfdy cross-traffic in
the backbone. To minimize this effect, we performed measargs at night and over
the weekend. Table 5.1 presents results6fétPs in our testbed. Note that the band-
width to some APs is below00 Mbps. This is due to the presence of legady Mbps
switches that are still in use by our department. The departis currently transitioning
from 100 Mbps Ethernet to Gigabit Ethernet. Once complete, we expegierformance
to significantly improve for lower bandwidth links as well.eixertheless, based on our
measurements, we estimate the peak capacity of our testied-t 300 Mbps, which is
close to the practical limit of Gigabit Ethernet [110].

To put these bandwidth measurements into perspectiveidmrite following sce-
nario. Suppose each user is running a bandwidth-intengplecation such as (MPEG-1)
video at a rate ot.5 Mbps [€6]. Assuming that the users are uniformly distributethe
building such that no AP is overloaded, the maximum numbersefs the testbed can
support is~ 200 (given a peak capacity 00 Mbps). This is the worst case because
user traffic is typically bursty and it is unlikely that allers will be streaming video
at the exact same time instant. Moreover, with recent adhsitvideo compression
techniques such as MPEG+4 [4], bandwidth requirementshiesd applications have
gone down as well. Therefore, realistically speaking, estlied should be capable of
handling a significantly larger number of users than culyesdtimated.
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5.5.2 Experiences Using the Testbed

We now briefly report on some experiences using the testbed.

The testbed was relatively easy to manage. In most caségetaresulting from
power outages and node crashes were automatically hangtbeé hardware watchdog.
Nodes took~ 3 minutes to recover from a faiILEr.eHowever, there were rare occasions
where some nodes failed to restart. These nodes were isaaeeghrough SSH) but
were connected to the NFS server, thus preventing rebaatheiwatchdog. To handle
these cases, we wrote a simple program (running on the den}rthat temporarily
blocked traffic to that node. This forced the hardware wabghtb initiate a reboot.
Once installed, this program resolved most of the remainimftandled failures.

Developing code on the testbed was also relatively&mcause we are using NFS,
we implemented most of our algorithms on the controller.tifgsmodifications to the
driver/firmware was a simple matter of compiling the code tfwa controller), copying
it to the NFS mounted image, and loading it on the node. Forifications to the node’s
kernel, a node restart was required.

5.6 Summary

Designing a centralized WLAN testbed on commodity hardvsue challenging prob-
lem. It requires carefully thinking through its requirenteeand identifying the correct
platform that meets these requirements. In this chapteconsidered a number of pos-
sible platforms for building a centralized WLAN and outlthiéheir limitations. In doing
so, we presented the design of our own centralized WLAN éekthat has a number
of unique features. We presented some experimental resudtsowcase how well our
testbed is able to meet the requirements for centralizedlaofinally, we also discussed
our experiences with using the testbed and found that iti®nly easy to manage, but
also facilitates rapid development of protocols and atars that can be studied for
centralized control.

5This was configured for the hardware watchdog at each node
SMost of our implementation involved modifications to theverifirmware of the Intel 2915ABG ra-

dios
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Chapter 6

Micro-Probing: Practically Measuring
Conflict Graphs for Enterprise
WLANS@

In this chapter, we describe our efforts towards practcadhlizing the conflict graph
measurement framework presented in Chdgter 4. The reguttiplementation (dubbed
‘Micro-Probing’) represents the core contribution of thissertation and lays the ground-
work for novel and exciting research in the area of enteedN&. AN optimization (as we
discuss in Chapter 8). Micro-Probing is implemented antétesn the wireless testbed
described in Chaptét 5. While we focus on the measurementfkark in this chapter,
we assume the conflict graph model proposed in Chapter 4fltbsertation.

There is a significant gap between theory and practice wheigmiag protocols and
algorithms for wireless systenis [79]. Practical consteaireed to be accounted for in
the design of wireless protocols, thereby necessitatiagwerld implementation. While
implementing SMARTA's interference measurement framéyvae faced numerous en-
gineering challenges; such as the need for micro-secomti dgmchronization between
APs and accurate silencing of the wireless medium to prggeriduct interference mea-
surements. In addition, our implementation efforts als@aéed difficulties in correctly
implementing certain features of SMARTA, such as using gyien-the-air measure-
ments to detect carrier-sensing interference. This reduie-designing certain inter-
ference tests to overcome these practical challenges.eTdres other implementation
aspects are described in greater detail in this chapter.

1This Chapter revises a previous publication: [30] N. Ahmédismail, S. Keshav, and K. Papagian-
naki. Online estimation of RF interference. In Proceediofg8CM CoNEXT, 2008 (refer to Appendix
A)
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The Micro-Probing interference measurement frameworlsgmeed in this chapter
is subsequently used in two network optimization systemeifverprise WLANS. The
first system (called ‘Overcast’) is an optimization framekvthat supports mobility for
VoIP clients in single channel WLANS. The details of Ovetcae described in Chapter
[7. The second system (called ‘CENTAUR’) is an optimizaticaniework that supports
centralized scheduling of downlink data traffic in entespWLANSs. We refer the reader
to [109] for details on the CENTAUR system.

The rest of this chapter is organized as follows. Sedtiohd@dcribes bandwidth
tests, the current state-of-the-art approach to confliaplyrconstruction. Sectidn 6.2
covers the theory of micro-probing and Secfion 6.3 briefippares micro-probing with
prior techniques to conflict graph construction. Secfighdiscusses the design of our
prototype implementation. Sections16.5 6.6 benchmackonprobing’s core com-
ponents and evaluate its performance against bandwidth fésally, a discussion and
some limitations are covered in Sectfonl6.7.

6.1 State-of-the-Art

We now describe the details of the current state-of-thexpprroach used for conflict
graph construction [98], which we briefly touched on in Cleagt. In this technique
(termed ‘Bandwidth tests’), a sender broadcasts packetedtighest possible rate and
all receivers measure the packet delivery ratio, in thegmes and absence of simultane-
ous packet transmissions from a potential interferer. dfithierferer’s presence causes a
drop in throughput at any of the receivers, we infer that dladrexists. For instance, if
we observe performance degradation when lidkand|2 are simultaneously active, we
say that those two links interfere. Note that interferenetvieen links is not ‘binary’,
but instead a ratio betweénand1, as we describe later. In Sectionl6.6, we discuss the
specific metric used by bandwidth tests to estimate the degfrenterference between
pairwise links.

Bandwidth tests are prescribed for measuring the conflaglgfor a particular fixed
configuration of the nodes. Typically, all nodes are assutoddansmit at maximum
power and use the base rate (i®Mbps) for their transmissions. Because measure-
ments are done in a pairwise fashion, the measurement critypie O (n?), where is
n is the number of nodes. Furthermore, to account for timgtgrchannel conditions,
measurements are done over sufficiently long time periofégtor in the typical channel
noise. Measurement times are typically betw2@and30 seconds per link pair.

Because of their systematic approach, bandwidth testdéemaccurately estimate

88



interference between links. However, there are some limoita of this approach, in the
context of enterprise WLANS. First, this approach suffeosf significant measurement
overhead and can take hours to run even for a modest sizednket®20 APs. Second,

it requires that the network be idle for the duration of theamweements to preserve
measurement accuracy. This may be acceptable for measntargAP conflicts (e.g.
overnight), but does not work for clients that come and gohe network. Finally,
bandwidth tests also require clients to report measurestieite APs. These drawbacks
make them infeasible for online estimation of RF interfeenrhis motivates the design
of the Micro-Probing approach, which we describe in subsatisections.

6.2 Theory of Micro-Probing

In this chapter, we focus only on downlink conflicts, i.e. saalue to traffic sent from
APs to clients. Because most traffic in today’s enterpriseAN& is downlink in na-
ture [1], downlink conflicts are the dominant form of intedace in enterprise WLANS.
Two types of downlink conflict can be captured in a conflictpgdrai) conflict due to
carrier sensing between contending APs, and ii) conflicttdu&P-client collision (as
discussed in Sectidn 2.2.2). Micro-probing implements difterent tests to differen-
tiate between the two scenarios. While the collision-iretltest is similar to the OAP
test described for SMARTA, carrier-sensing based conffidgletected using a different
approach, described next.

Testing for Carrier-Sensing interference In order to test for Carrier Sensing (CS)
induced interference, we need to have both wireless tratessitransmit at theame
time. Micro-probing instructs one AR P;, to initiate a series of broadcast transmissions
at well defined time instants, ¢, ..., t,,,. AP;, is then instructed to also transmit at the
same time instants plus a slight offset 60 microseconds) to ensuréP; acquires the
channel first. IfAP;, is delayed by approximately one frame time before trartsigit
we infer thatitis in CS range oA ;. In our implementation, we use an estimate of MAC
service time (MST) to detect such an event (we discuss MSTtfaildn Sectior 6.5).
Given that this test needs to be performed between eachfpails) the total number of
tests required i®)(N?), whereN is the number of APs in the network.

The carrier-sensing interference test above attemptsectExposed terminals. While
carrier-sensing allows us to determine whether two APsexpdsed’ to each other, it
does not tell us whether disabling carrier-sensing (andatimg the links in parallel)
could lead to a collision at the receivers. We do not testhsr ¢ase because we assume
APs are 802.11 standards compliant and therefore do ndildisarrier-sensing to alle-
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viate exposed terminal interference. However, the desigmicro-probing is not averse
to such functionality and can incorporate it, should thaidmee necessary.

Testing for collision induced interference: To test for collisions at the receiver we
proceed as follows. We initiate a transmission betwééhand its client, say’;, at time

. AP; is then instructed to send a broadcast frame at the same timie?; does not
receive an ACK within SIFS, we can infer a collision at theeneeH As in SMARTA,
this test is repeatea times to account for temporal channel impairments fromciffig
our tests.

Collision induced interference can be observed only in tieeeace of carrier sensing
induced interference. If the AP cannot simultaneouslysmaibhwith a neighbouring AP,
then testing for collisions with that AP is unnecessary.g@ithat there are a total 6f
clients (and therefore links) in the network, and there arg& APs that must be tested
for interference against each link, a total of O(CN) tesedt® be performed. However,
because some APs are likely exposed to each other, the nofrdagtual tests is expected
to be much lower.

Silencing: Note that, as discussed in Chajter 4, the interferencedestsibed above
would give incorrect results if they are conducted whileeottraffic is being carried in
the network. To ensure that the wireless medium is silenthees to force all APs and
clients in the neighbourhood to be silent. We do this by haitire APs conducting the
test broadcast a CTS-to-self or Ack packet (with an appab@rNAV duration)before
initiating a test. We study the efficacy of this method of siiiag in Sectiol 6]5. To
ensure that the impact of silencing is minimized, we chobsestmallest possible NAV
that is sufficient to accommodate an active test. The duréican active test is typically
betweenl and2 ms, and depends on the packet size and data rate. This ogdghea
sufficiently small to accommodate even delay-sensitivdiegipons such as voice, where
the typical inter-packet arrival time is on the order26f- 30 ms.

6.3 Comparing Micro-Probing with Prior Techniques

In this section, we briefly compare micro-probing with pragproaches to conflict graph
construction. To do this, we first briefly cover existing aggarhes to CG construction
and then qualitatively compare these techniques with rrpecodring where our goal is to
measure interference in an enterprise WLAN.

2We, as in prior work[[98], assume good quality links
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6.3.1 Existing Approaches to CG Construction

Prior work on conflict graph construction can be categorized passive and active
technigues. We discuss each of them in turn.

Passive

Passive approaches collect traces using monitors depiby@aeyhout the building. Mon-
itors are dedicated hardware devices that sniff wirelegfidrand collect traces in order
to perform management tasks. The traces are processed atralized aggregation
point and are subsequently fed into interference inferenalgorithms. Jigsaw [51] and
WIT [85] are examples of systems that adopt passive tecksigRassive techniques are
also popular among enterprise vendors such as Aruba [Ihapity because they don’t
introduce any traffic into the network for measuring intezfece. Nevertheless, their
predictive power is heavily dependent upon on how densaynthnitors are deployed
in the building because with increasing density the prdiglihat a monitor is close
to any given link increases. Furthermore, passive teclasigredict interference from
collected traces, hence they are likely to be less accunate techniques that actively
measure interference.

Active

Active approaches inject control traffic into the networlestimate interference between
wireless links. There are two categories of such activeaaares: pure measurement
techniques and measurement-modeling techniques. Pursureezent techniques in-

clude bandwidth tests and estimate interference in the eratescribed in Sectidn 6.1.

In what follows, we discuss the second approach to actieeference measurements.

Reis et al [105] propose an optimization for bandwidth tegtere they combine
measurements with the SINR model to reduce the overall numbmeasurements.
Their work was recently extended for the case of multiplerierers, carrying differ-
ent amounts of traffic load [76, 101]. An element common tesatth modeling-based
proposals is the use of RSSI to predict interference. Uanfately, RSSI is only available
if the 802.11 preamble for a packet is received correctty, the interferer is likely in
communication range of the receiver. Lee et al [81] addiigsdimitation by proposing
the use of two radios: a high-power radio to reach interfemartside of communica-
tion range and a low-power radio for normal communicatiomevéttheless, like band-
width tests, these measurement schemes also require a@esttistics, which makes

91



Passive Active Micro-Probing

Low Control Overhead v [ v
Accuracy 0 v v

No Network Downtime v 0 v
Low Feedback Delay O O v
No client modifications v [ v
Captures Weak Interferers [ v v

Table 6.1: Comparing active, passive, and micro-probingrigues

them harder to deploy in enterprise WLANs. Moreover, thesbiiques are likely to be
less accurate than pure measurement schemes becausertbey p@ver measurements
and infer interference based on models that make simpgjfgssumptions about the RF
environment.

There is also work that combines active and passive techaitpumeasure interfer-
ence, called CMAPs [118]. CMAPs opportunistically disamvexposed terminals by
first disabling carrier-sensing and observing link perfante. If the performance de-
grades, carrier-sensing is enabled on the link. Howeverdithitations of this approach
are (i) It requires the interferers to be in communicatiamges and (ii) It requires client
modifications to report packet delivery statistics. Asidmri the interference mapping
schemes discussed above, there is also work on studyingniexpof RF interference
in 802.11 networks. Niculescu et &l. [97] highlight projpestthat can reduce the overall
complexity of measuring interference. These propertielide linearity of interference
with respect to the source’s sending rate, and independ#nueltiple interferers. Das
et al [54] study remote interferers that do not individuatiierfere, but when combined
can cause significant interference. However, they pointluattthe occurrence of this
phenomenon is rare. These studies add significantly to oderstanding of how RF
interference impacts link quality and performance in IEER.81 networks.

6.3.2 Comparison Summary

We broadly classified prior work as either passive or actifee main underlying theme
is that while passive techniques incur little to no cost imig of measurement overhead,
they are less accurate than active techniques. Conveastilg technigques are more ac-
curate than passive techniques but suffer from high ovelthBais dichotomy motivates
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the development of a new approach that captures the bestroioolds. Micro-probing
Is an attempt to achieve this objective.

In order to put active, passive, and micro-probing techesguto perspective with
one another, we first outline the key features that are nage$sr building an online
interference estimation system. These features are listédble[6.1 and discussed in
greater detail next.

Control overhead indicates whether or not a technique regtine use of measure-
ment packets to estimate interference. Active techniqueebnition require such pack-
ets while passive techniques do not. On the other handegetihniques are highly accu-
rate because they directly measure interference betwaesmihereas passive techniques
only predict the same. However, some active techniquesreegxcessive downtime for
measuring interference while passive techniques do ndh &dive and passive schemes
suffer from high feedback delay (i.e. slow response timegahse active techniques
have a lengthy measurement cycle whereas passive techitigue a lengthy processing
cycle (trace merging/synchronization, time series amglytc). Active techniques also
require client statistics and therefore are not legacypatible. Finally, weak interferers
(i.e. those outside of communication range of the targ&) lame hard to capture using
passive techniques while some active techniques (e.gwdtidtests) can capture such
cases. In summary, both active and passive techniques tdelish one feature neces-
sary for online estimation of RF interference. In contrasicro-probing incorporates
all these features and is therefore our technique of chaiceriline estimation of RF
interference.

6.4 Design and Implementation

In this section, we outline the design of our micro-probipgtem. A high-level overview
of the architecture is shown in Figure 6.1. It consists of mtreé controller that sends
probing requests to APs and APs that carry out experimentsespond with results.
We describe the details of our implementation next.

6.4.1 Controller Implementation

For the implementation, we used the testbed described ipt€ti&. Therefore, the
central controller was implemented on a standard Linux gsRC, connected to the
APs via a wired backplane comprising bdth) Mbps and Gigabit Ethernet wiring. As
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Figure 6.1: High-level overview of Micro-Probing Architece

explained earlier, our testbed operates over our depatBneined backplane (using a
VLAN) and we do not use a dedicated backbone for our netwohlerdfore, our active

tests can suffer from cross-traffic in the backbone. We atalthe impact of such traffic
in the next section. The central controller software waslamgnted in user space for
extensibility and flexibility.

6.4.2 AP Implementation

As explained in Chaptér] 5, the APs consist of.2 GHz VIA Processor[[15] withl
GB of DRAM. We installed the 2.6.16.19 Linux kernel on the A&ed implemented
Micro-probing on the Intel 2915ABG card.

The software architecture of the AP is shown in Figure 5.3cohsists of three
parts: (i) the ethernet driver that receives commands flancontroller, (ii) the wireless
driver that executes these commands inside the kernel,igrtti€ firmware/microcode
that interfaces with the wireless driver and sends out theayprobes. We discuss our
modifications to each part next.

Kernel/Driver Modifications: To minimize processing delays while forwarding
probe requests from the wired Ethernet interface to thelegseinterface of the AP,
we implemented a direct driver-to-driver (D2D) communigcatpath, where the Ether-
net driver directly invokes functions implemented by theeldss driver. This bypasses
time-consuming packet processing tasks and other unpabtkcin-kernel events that
can affect the accuracy with which micro-probes are synmubhea over the air. When a
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micro-probing request is received on an AP’s wired intezfats embedded command is
parsed, and the appropriate wireless operation is imnedgiaoked.

On the reverse path (AP Controller), the AP uses an in-kernel raw socket to send
responses (to micro-probing tests) back to the controllsing the controller’s IP ad-
dress). Note that raw sockets can only be used for sendirg{saaot receiving them.
The controller receives responses by capturing packetseoappropriate Ethernet inter-
face.

Firmware Modifications: The Intel 2915ABG NIC software comprises of two parts:
1) Firmware that interfaces with the wireless driver, and Mjcrocodethat interfaces
with the firmware. The firmware implements an RTOS (Real Tinper@ting System),
responsible for handling macro-timescale operationsh siscAP beaconing. The mi-
crocode consists of a set of specialized hardware acdeleraliocks that are used for
micro-timescale operations, such as counting down badkuotrs for IEEE 802.11's
randomized backoff algorithm.

We modified the firmware and microcode running on the wireMK3s to support
transmission of micro-probes from within the firmware. Qomsting a probe packet
in the driver would require a DMA-copy of the packet from kelrspace to firmware
memory. This is unnecessary since the payload of the prodesnd carry any useful
information. Note that this implementation choice has rfeafon the applicability of
micro-probing but is simply a way of eliminating unnecegsarocessing overhead in
the driver.

As discussed in Chaptel 2, Binary Exponential Backoff (BEB) standard mecha-
nism by which 802.11 compliant devices coordinate accesgetmedium. Such medium
access techniques are unsuitable for micro-probing bedhey prevent the interference
scenarios (outlined earlier) from occurring. We therefdisable randomized back-off
when sending out probes. Note that we only disabled bacfeotiur micro-probes, not
other packets. Therefore, all of our extensions in the drfiienware, and microcode are
802.11 standards compliant.

Silencing: Silencing the network is a crucial requirement for microfpng. It is
challenging to achieve because the environment may be gigpliith both 802.11 as
well as non-802.11 devices such as microwave ovens ancessrghones. In our system,
we achieve silencing by instructing the driver/firmwarea¢ad CTS-to-self packets with
a duration equivalent to the execution time of an active tddte silencing packet is
transmitted immediately preceding the micro-probe traasion and this is performed
before each and every test. We present results on the effeetis of silencing in Section
[7.3.
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Synchronization: The controller communicates with the APs participating test
using a single broadcast UDP packet sent over the wired LAl Jerves two purposes.
First, it tells an AP what to do during a test. We use a singigrcbpacket to encode mul-
tiple actions, one for each EPSecond, it allows us to synchronize APs to one another
through the use of wired MAC layer broadcasts to suppefgrence-based broadcast
synchronizatioffRBS) [57]. Reference broadcasts use the packet’s tinagrofal at the
APs tomutuallysynchronize them. A key underlying assumption is that al A¢teive
the broadcast packet at the same time instant. In the netibisewe evaluate the ex-
tent to which RBS-based synchronization can be achievede that synchronization
accuracy is dependent on the transmission duration of thieegr For a probe of size
1400 bytes, the transmission duration is approximatel§0 us, at6 Mbps. Therefore,
synchronization to within a few tens of microseconds is eidfit for micro-probes of
this size.

We now briefly describe two alternative approaches that wsidered before decid-
ing to use RBS-based synchronization. The first approachlrB-based synchroniza-
tion [9]. Here, the controller is the master and the APs aslases. The master’s job is
to periodically synchronize the slaves to it's own clock faftunately, NTP is known to
provide accuracies in the rangelof- 5 ms, which is inadequate for our purposes.

The second approach is to synchronize APs with the help oftilg&#stamps encoded
in the Beacons of neighbouring APs, as is donelin [51]. Howeés approach is
significantly more complex than RBS-based synchronizatiidre complexity arises in
scenarios where the APs performing the test are not in conuation range of each
other and therefore can’'t decode one another’s Beaconsidrs¢enario, a third AP’s
Beacons (that is in range of the other two) is required to stipggynchronization of the
two APs. This is a significantly complex process, and as wevdater, is unnecessary
because we can achieve similar levels of accuracy usingrtipesand lightweight RBS-
based approach to synchronization.

6.5 Performance of Micro-Probing

The effectiveness of micro-probing depends on: 1) ourtgtiditightly synchronize APs,
2) our ability to silence the network before an experimendtl 8) our ability to use MAC
service time (MST) as a mechanism to detect carrier-sensohgced interference. In
what follows, we evaluate the effectiveness of these tegles.

3Note that we only require a few bytes of information per AR:eBian Ethernet MTU of400 bytes,
we can easily scale to a large number of APs
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6.5.1 AP Synchronization

Our evaluation of AP synchronization is subdivided into:Characterization of delays
in our system, and 2) Analysis of the degree to which our mpsabes can be synchro-
nized.

Delay Characterization

In Chaptef b, we studied the path latency of the wirelesbeglsthat we deployed to test
micro-probing and other centralized control algorithm® fdund that the one way delay,
excluding the wireless transmission delay, accountedf@n% of the total end-to-end
delay. In this section, we re-measure these delay valuéethisuime also implement the
driver-to-driver (D2D) optimizations discussed in Senf®4.2.

As expected, we find that apart from the D2D delay (see Figig &ll other sys-
tem components exhibit approximately the same delay. Hewéehie D2D delay falls
dramatically from333us 4+ 63us to 27us + 15us, representing an almosg fold im-
provement. Furthermore, the total delay jitter fallsxto100us, which is remarkably
tith. This highlights the importance of optimizing the data pagkween the controller
and the AP. Next, we test how tightly APs can be synchronizaadguthe wired broad-
casting approach described in Secfiod 6.4.
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Probe Synchronization

We now investigate how tightly probe transmissions canadlstibe synchronized over-
the-air using RBS-based synchronization. We select fivdaanAP pairs from our
network. For each AP pair, we send a stream of probes from dh&aller to both
APs. On each AP, we use its secondary radio to capture padkeésto power capture
effects, all collisions at the secondary radio of the AP as®lved in favor of that AP’s
transmitting radio. To decipher whether or not the APs wereikaneously transmitting
micro-probes, we analyze the traces that were collectechéysécondary radios. We
synchronize them to a common time base, in order to correlsats between traces.
For synchronization, we use reference beacons from a tiirthAt is in communication
range of the two transmitting APs. Because beacons arentitied at100ms intervals,
we are able to re-synchronize the traces eu@fms, within which the effect of clock
drift is almost negligible[[51]. We then compute the diffiece in the start times of the
micro-probes and plot them for all such packets.

Figure[6.2 shows the result of the experiment for one of thepAlPs (start time
difference is shown on a log-scale). We observe that thétatae difference is mostly
on the order of tens of microseconds. The CDF of the plot infel@.3 further indicates
that most of the mass lies between 40us. Figurel6.4 summarizes our results across all
five AP pairs. Again, we observe that most points lie inthe 25us range. Based on the
synchronization requirements we outlined in Secfion 6 #h@se results provide strong

“Note that the total delay jitter sees improvements in thevéod and reverse directions of the path
from the controller to the client.
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empirical evidence that RBS-based synchronization islhigfiective in synchronizing
APs at micro-second level granularity.

6.5.2 Silencing Ability

We now examine an AP’s ability to silence the network for slpariods to perform a
micro-probing experiment. We outline two scenarios in whie test silencing:

e Scenario 1: (Co-located Enterprise WLAN): We study the effectiveness of silenc-
ing when both our testbed and our department’s enterprisANVIL] are operating
on the same channel (using IEEE 802.11b/g).

e Scenario 2: (Standalone Enterprise WLAN)We study the effectiveness of silenc-
ing on a channel not occupied by our department’s WLAN (usiitee 802.11a). In
this scenario, we generate UDP streams from several APs moowounetwork and
observe how effectively a co-located AP is able to silenah slata traffic.

We evaluate these two scenarios to understand how welktsilgmvorks in the pres-
ence and absence of other co-located wireless networks.e$¥esitencing using both
CTS-to-self packets (used in 802.119g ‘protection moded) Aok packets with an ap-
propriate NAV duration. Since both approaches yield sinriésults, we report only on
the former.

Our experimental setup is as follows. One AP broadcasts (03s®If packets (with a
NAV=1 ms@) at regular intervals and we use its secondary radio to ebghe environ-
ment. The secondary radio records the time period betweeartt of the CTS-to-self
transmission and the beginning of the next received patiitéis interval, referred to as

SWe studied silencing for NAV values of up 8oms and obtained similar results
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theinter-departure timeis greater than or equal to the NAV value listed in the CTS-to
self, then silencing was successful. Otherwise, it was Tmensure that the CTS-to-self
packets are correctly received at the neighbouring APs,laeefhe secondary radio of
these APs in monitoring mode.

Figurel6.5 shows a plot where no silencing was performedféwas set tol us),
whereas Figure 6.6 presents results for silencing with a WAVms (for scenario 1).
Comparing these two plots, we can identify a significantteltisg of data points around
the 1000us mark on the second plot. This indicates that silencing ig ablsuccess-
fully silence some nodes. Upon further investigation, wd fimat CTS-to-self silencing
managed to reduce the number of packets withinlthe 1000us range by only about
66%, compared to the case when no silencing was performed. Wedertwo explana-
tions for this observation. First, we believe that the AR& #re part of our department’s
wireless network do not comply with the IEEE 802.11 standard ignore silencing
packets. Second, because of the unpredictability of RFakigopagation, there may
still be neighbouring APs that do not correctly receive QdSelf silencing packets.
This motivates a coordinated approach to silencing wheighbeuring APs also send
out silencing packets. We discuss this approach in greatail ih Chaptel 8.

Figure[6.7 presents results for scenario 2. In this case bserve that the silencing
period is almost always obeyed, wiih.92% of the packets lying outside the silencing
perio@. From this result, we argue that silencing is highly effetin cases where
devices properly implement the IEEE 802.11 star@ard

SNote that for this scenario, we generated traffic at ratels @igugh to saturate the medium
"We verified compliance for the wireless device vendor we usedr testbed
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In summary, the results of our investigation lead us to thiewieng conclusion: In
general, silencing appears to be an effective tool for geimgy an interference free en-
vironment. However, its effectiveness depends on whetbdocated 802.11 devices
correctly implement the standard and are actually abledeive silencing packets trans-
mitted by the intended APs.

6.5.3 MAC Service Time

In SectiorL 6.2, we proposed the use of MAC service time toaletarier-sensing inter-
ference. We define MAC service time (MST) as the time takerhbyireless firmware
in processing a packet transmission request. If duringttms, the NIC carrier-senses
another transmission, it backs off and thus takes a longe to process the transmis-
sion request. Therefore, an increase in MST is indicativeaafier-sensing interference,
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and micro-probing uses this method to detect such caseshdhfallows, we assess the
accuracy of using MST in detecting carrier-sensing interfee.

Our experimental setup consists of a pair of APs whom weunsto simultaneously
transmit probes, while we record the MST values in the firnewatigure_6.B plots the
CDF of the MST values we collected at the two APs. Observett®aMST is clustered
at two points 2000us and4000us). The fact that the second value is twice the first,
indicates that the APs are backing off to each other’s trassons (given that the packet
size and transmission rate are the same for both probes)evonnote that neither of
the APs always wins access to the channel before the otheseqaently, the measured
MST values fluctuate considerably across runs, makingargéation of aggregate results
difficult. To address this issue, we usacket staggering

Packet staggering slightly delays transmission of one ARMe so that the other
AP’s probe always wins access to the channel, if they are atiytexposed. This causes
the first AP’s MST to almost always be higher than the secored drhis allows us to
accurately determine that the first AP carrier-senses tbenske as seen in Figures 6.9
and[6.10. By staggering fdi0 us, we see an almog0% improvement in detection
accuracy. A larger staggering interval improves accuracthér because it envelopes
probes that are affected by random in-kernel delays. H&&&, combined with packet
staggering is able to detect the presence of carrier-sgindierference between pairs of
APs with a high degree of accuracy (i.e., 90% and above).

6.5.4 Summary

We have verified that the three important requirements ofaxpcobing can be met
in practice: 1) AP synchronization using wired MAC-layeo&dcasts that achieves syn-
chronization accuracies on the order of tens of microsex@jdilencing using 802.11’s
virtual carrier-sensing mechanism that works well esplgcia the presence of 802.11
compliant devices, and 3) MAC service time to detect cas@rsing interference that in
combination with packet staggering achieves accuraci®@®uf and above.

6.6 Evaluation of Micro-Probing

We now proceed to evaluate the accuracy and overhead of 4miolmng with respect
to bandwidth tests. We first outline our evaluation methodgland then present our
results.
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6.6.1 Evaluation Methodology
Testbed Setup

We compare micro-probing with bandwidth tests on the 38eneieless testbed de-
scribed in Chaptér5. We use a data raté bfbps for all our experiments. Furthermore,
we usel400 byte packets because we want to study the effect of interéeren real-
world data traffic, which typically uses packet sizes eqoahe Ethernet MTU. Our
experiments use IEEE 802.11a, which is minimally used bgrotletworks in our build-
ing. For bandwidth tests, we generate traffic at rates highigimto saturate the medium.
At the receiver, we measure the packet delivery ratio fohda&.

For micro-probing, traffic is generated by the controlledl @nobe requests are broad-
cast to APs at 10 ms intervals. The value of the control patame (the number of ex-
periments to perform per link) is fixed &0. We later show how we empirically derived
this value for our testbed.

Evaluation Metrics

We compare bandwidth tests and micro-probing using thed®ast Interference Ratio
(BIR) metric proposed in_[28]. The BIR for bandwidth testsc@mmputed as follows.
We first measurd? 4 3, the number of packets received by node B on link-AB when
all competing nodes are silent. We then measkffg, the number of packets received
by B on the same link in the presence of a competing tranan@itt®ecause antennas
are omnidirectional, it does not matter whom C is transngttio—in other words, all
links with C as the transmitter are potentially in conflictimiink A — B. Then, BIR is
computed as:

BIR = RS ;/Rag (6.1)

Note that a BIR of 0 means that link-AB cannot deliver packets when C is active.
This indicates that C and A are hidden terminals with resjpeBt A BIR of 0.5 indicates
that A and C share the air, when A is communicating with B, Wwhiteans that A and
C are exposed terminals. Finally, a BIR of 1 indicates thab€schot interfere with link
AH

8We note that this metric is a slight modification to the ongioilly proposed in[98], which combines
the interference effects between link pairs into a singlé&ice
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For micro-probing, the BIR value is computed in the same waghown in Equa-
tion[6.1. However, the numerator for micro-probing is diéfet from bandwidth tests.
The value in the denominator is the same because this isrtkeldlivery ratio in the
absence of interference. We now focus on computing theeatglratio in the presence
of interference.

Carrier-sensing interference: To estimate the impact of interference between two
carrier-sensing senders, we adopt the following appro@éhfirst send out probes syn-
chronously from both APs. Ifz is the total number of probes sent out, then the number
of timeslots for transmission in an interference-limitedsario would bey+ 2% (m —n),
wheren is the number of “timely” successful transmissions. Notltat each transmis-
sion that was delayed will take 2 time slots and thus we havaubiply m — n by 2.
Therefore, the drop in delivery ratio representing the iotjgd interference between the
two links is defined as:

DRinter ference = mj(n+ 2% (m —n)) (6.2)
Note thatR§; in Equation 6.l and) R;ser erence IN Equation[6.2 both amount to
number of packets transmitted per unit time and thus are acahje.

Collision-induced interference: In this case, the drop in delivery ratio due to inter-
ference is simply the number of successful packet deliggrieover the total number of
testsm.
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DRinterference = n/m (63)

The goal of micro-probing is to quickly determine interfiece between pairs of links,
which can be done within a few milliseconds. This capturesapshot of interference
between pairs of links and not the long term effect of intenfiee. This can be problem-
atic for weak links where channel conditions vary considgraver time. For such links,
micro-probing can be run multiple times to capture the largitaffects of interference
on the link.

We perform20 iterations of each experiment and plot the mean and medién BI
across different link pairs. Recall that for micro-probivg have no knowledge of re-
ceiver statistics and thus estimate BIR based on informat@ilable at the sender.

In prior work [97], it has been shown that bandwidth testsd@dy be run on nodes
with good link quality, because poor links would rarely bé&ested during client associ-
ation. Therefore, to do an apples-to-apples comparisorcomwgare micro-probing with
bandwidth tests only on ‘good’ links. We use the ETX metrig][tor this purpose. ETX
describes the quality of a bidirectional link, i.e., the egfed number of transmissions
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Figure 6.13: Median BIR using micro-probing and bandwieist$

required to send a packet in either direction of the link. \Wed six AP-client links
(i.e. 12 nodes) whose ETX metric [53] in both directions is smallertithree. For these
links, we obtain a fairly diverse set of interference scersand choose a total @b
such scenarios. In what follows, we refer to each interfegestenario as a ‘link pair’.

6.6.2 Accuracy

Mean BIR: Figure[6.11 shows the mean BIR of running bandwidth testsraieto-
probing on21 of the 30 link pairs. We observe that4 out of the21 link pairs have
almost identical BIR for micro-probing and bandwidth testour link pairs show a
variation of less than 20%, while the last three show a fdaftge variation in values.
We also observe from this figure that most BIR values lie eithese to 0.5 or 1. This
indicates that many links are either isolated from one aroth suffer carrier-sensing
interference. Only links appear to be suffering from hidden terminal affectseve the
BIR is betweerd.1 — 0.3.

Figurel6.12 shows a scatter plot of the mean BIR computedjumsiaro-probing and
bandwidth tests (we remove one clear outlier point from tleg)p We also show the
y = z line for reference. We see that many data points are clustdose to this line
(correlation coefficient&8), with a few largely deviating from it. As observed earlier,
we clearly see a clustering of points close to 1 and 0.5, atotig a larger presence of
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isolated and exposed terminals than hidden terminals.

Median BIR: We also compare the median BIR of micro-probing and bandwidt
tests, to examine whetherdividualruns have a large deviation in value between the two
schemes. Figurie 6.13 shows a bar plot of the median BIR oftbesthemes. We find
that this plot agrees well with the mean BIR shown earliafidating that individual runs
do in fact match fairly well with the mean value across thasesr

Degree of Error: We also quantify the degree of error in the values computeajus
micro-probing and bandwidth tests. We plot the absolutiedihce between themean
BIR values of micro-probing and bandwidth tests across3thiénk pairs (Figure 6.14).
We observe that approximately 60% of the link pairs have eor ef less thard).1. Due
to the unpredictable nature of RF signal propagation, weebelthat this falls within
the margin of error for computing BIR. Our results also shtatt80% and 97% of
the link pairs have absolute errors of less tiiehand0.4 respectively. These results
again confirm that the BIR computed using micro-probingelpsorrelates with that of
bandwidth tests for most link pairs.

Impact of m: In all earlier tests, we fixed the value of m (i.e. the numbegxqderi-
ments to perform per-link) td0. We now study the sensitivity of BIR to the value of m
selected for micro-probing. To do so, we perform an expeanimath m = 50. We then
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sub-sample the results for different valuesto&nd compute the corresponding degree
of error for the mean and median BIR as was done before (seedsi@.1b and 6.16).
Contrary to intuition we observe that the mean degree of érebween micro-probing
and bandwidth tests remains constant across differenesafm. When we zoom into
the left hand side of the graph, we observe that there is omgrginal increase in error,
as we decrease the valuerof

We also plot the median degree of error (Figure 6.16) andreesesomewhat larger
variation for different values ofn, as is expected. However, even for the median, we
observe that the increase in error due to small values isf not too high and remains
within £0.1 of the median forn = 50. This leads us to believe that even small values
of m are sufficient to yield close to the same level of accuexclarge values. To inves-
tigate this further, in Figure 6.17, we show confidence ks for the mean BIR across
different values of m foB link pairs. The intuition behind selecting the3dink pairs
is to study variance across link pairs with high, moderate, law BIR. The confidence
intervals in Figuré 6.17 show that the variance stabilizetha value of m goes beyond
15. This result provides a basis for selecting a sufficientlakwalue of m that works
well for most links.
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6.6.3 Overhead

We now compare the running time of micro-probing and bantiwiests on two topolo-
gies (see Table 6.2). On a small topologyl@fnodes (6 APs, 6 clients), we observe a
speedup oR02. On a larger topology 020 nodes (10 APs, 10 clients), we observe a
speedup oft18. These results confirm that micro-probing substantialtluces execu-
tion time as compared to bandwidth tests.

We also present the mean running time of micro-probing orrdidebasis. Figure
presents thiRound Trip Timéin ©S) of a micro-probing test (for a probe size30f)
bytes). RTT is defined as the time elapsed between the peicbtfitroller sends a micro-
probing request to the AP, to the time it receives a respamsthét request (measured
at the controller). We observe that the RTT for all tested A&s betweenl 100 and
1300 ps. Considering 4300 us RTT per probe and a value of 15 for (from Section
[6.6.2), we estimate that micro-probing requires a runnimg tof approximatel\20m.s
per-linl@. By comparison, bandwidth testing requires a measurenmaptdf 20 — 30
seconds per link [28], which is approximatel§00 — 1500 times slowéﬂ This again

9Note that this can be reduced by using smaller duration grbsupport applications such as VoIP
10we only observe a three orders of magnitude speedup in cogrféiph construction time because we
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Measurement | Running Time| Running Time
Scheme (12 nodes) (20 nodes)
Bandwidth Tests  16.2mins 1hr 11mins
Micro-Probing 0.08 mins 0.17 mins
Speed-up 202 418

Table 6.2: Overhead of bandwidth tests and micro-probingnoall and large topologies.

illustrates the gains from using micro-probing over bardttviests in terms of reduced
measurement overhead.

6.7 Discussion

We now briefly comment on the scope of Micro-Probing. Microiitng has been pro-
posed for measuring interference in enterprise WLANS. Riggaid that, there are a few
points worth highlighting in regards to this approach:

e Tight Centralized Control:The need for tight AP time synchronization, silenc-

artificially introduced delays in between our interferetests. This was to prevent crashes of the wireless
radio firmware, which we observed was unstable when intenfss tests were conducted back-to-back
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ing, and modifications to the lowest layers of the networlgtark, all make im-
plementing micro-probing an engineering challenge. Is thork, we show how
we can overcome these challenges using a variety of tecksitpat put together,
demonstrate the real-world feasibility of micro-probing.

e Milli-second Level Samplingvlicro-Probing measures interference at millisecond
level timescales. Such small sampling intervals only alkiw capture a snapshot
of interference between link pairs in the network. Therefanicro-probing may
not capture the mean impact of interference betweenlﬂnlds such situations,
the mean impact of interference can be derived by re-meaagimierference at
different times and computing the mean across these measuate as an estimate
of pairwise interference between links.

e Centralized enterprise WLANSur current implementation of micro-probing tar-
gets centralized enterprise WLANSs and does not apply tordesdezed networks.
We believe this design choice to be reasonable as a majdritiyeoenterprise
WLAN industry has begun shifting towards centralized WLANS reasons out-
lined in Chaptel 3.

However, we have shown that for most links, sampling at thigscale is sufficient to characterize
interference between links
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e Single Administrative Domainvicro-probing functions across a single adminis-
trative domain, i.e. all APs are under administrative colnaf a single enterprise.
To allow it to function across multiple administrative dams mechanisms such
as those proposed for IEEE 802.11v are necessary that deStendard upon
which heterogeneous enterprise WLANS are able to commigica

Micro-Probing can be applied to other wireless systems dk aiech as wireless
mesh networks (WMNSs), sensor networks, and agile specthamrg) systems such as
cognitive radio. For WMNSs, while techniques such as silegare applicable to clean
the air for interference tests, other mechanisms such ahesymzation require design-
ing new techniques that can operate without the help of adtiezkbone. In this regard,
approaches such as beacon-based synchronization can Il dppachieve the same
effect [51]. Other mechanisms such as the use of MAC Seniioe TMST) for discov-
ering carrier-sensing interference can be applied to desdezed WMNSs.

Aside from it's application towards measuring interferemar various wireless sys-
tems, the core components of micro-probing have generdicagipn to other problems
as well. For instance, the silencing technique proposdusmtork has been successfully
applied to the problem of increasing VoIP client capacityd02.11 networks with legacy
clients [71]. Furthermore, the MAC Service time metric césode used to estimate the
total load being experienced by an AP [[86].
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Chapter 7

Overcast: Supporting VolP mobility
using Conflict Graphs

In this chapter, we present a scheme that uses the micraagrefpstem in chaptér 6 to
optimize performance farontinuouslymobile VoIP clients. Note that while we focus on
VoIP in this chapter, the proposed system is equally appléceo other delay-sensitive
applications as well (e.g., video). Continuous mobilitydefined as mobility where a
user actively uses the network as he or she moves about inuiltienly. Supporting
continuous mobility for VoIP clients is a challenging pretsl [94]. This stems from two
factor@: (1) Handoff delays that cause service disruptions, andn@rference from
co-located devices that increases VoIP loss rate and eadetaelay. VoIP performance
is determined by two metrics: loss rate and delay jitter. YalP, losses are due to
packet losses as well as losses from packets that arrivateat the client, i.e. those
that exceed the delay budget for VoIP applications (typic200ms). In this chapter,
we present a system (dubbed ‘Overcast’) that addresses phaislems, providing good
Quality-of-Service (QoS) to continuously mobile VoIP clis even in the presence of
interference.

The rest of this chapter is organized as follows. In Sedtidh We motivate the
problem of supporting continuous mobility for VoIP cliemtsenterprise WLANS. The
design goals for our proposed approach are discussed iin®&cE. In Section 713, we
quantify mobile VoIP performance in present day enterpgVideANs. We then present
the architecture of Overcast in Section| 7.4 and study theatngf different AP selection
algorithms in Section 715. We evaluate the performance @&r€ast in Sectioh 7.6, and
end with related work and discussion in Sectibn$ 7.7land&spectively.

Note that we assume dense deployments and blanket wiredgssage in the enterprise, and thus
ignore problems arising from coverage holes and poor siguality
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7.1 Motivation

Falling prices and demand for a mobile workforce have caaspbliferation of wire-
less LANs in modern enterprises [113]. In recent years, thergence of new usage
paradigms such asontinuous mobilityand an interest in applications such as Internet
telephony (e.g. skype) and video are beginning to placetiaddl demands on and cre-
ate new challenges for IEEE 802.11 networks.

Recent growth in the use of smart-phones with large screedgyeeater process-
ing power has spurred a demand for media rich applicaticaistthnsmit voice, video,
and other delay-sensitive content to mobile phones [91]s Ths created a myriad of
challenges for network designers as the IEEE 802.11 stdnslaot well-suited to such
applications. While standards such as IEEE 802.11e aimgpastireal-time applica-
tions, they require changes to all devices and do not workirsd wireless environments
with many co-located APs.

Continuous mobility also introduces a number of key chaé) such as the need to
accurately track client link quality, the ability to measumterference on fast timescales,
and the need to support seamless handoffs at little to notodste client. Because
realtime applications are delay-sensitive, transientatigions in client performance
severely hamper application execution.

Researchers have attempted to address the challengestimucms mobility at all
layers of the network stack, from the application layer [80]the physical layer [91].
In this chapter, we study the design of a comprehensive syBiesupport continuous
mobility. We present the architectural requirements fgpguting continuous mobility
and show how they can be realized in today’s enterprise WLANS

Performing hand-offs efficiently between APs is necessasypport continuous mo-
bility. Unfortunately, efficient hand-offs are challengim 802.11 networks. In a typical
802.11 network, the client is responsible for associatimg) lmanding-off between APs.
This requires proactively scanning for neighbouring ARg] ee-associating to a new
AP when required. This process has been known to cause escdstays and prevent
the correct operation of VoIP applications. This motivaesew approach to designing
802.11 networks that can support VoIP applications whigedlients are on-the-go.

7.2 Design Goals

A large body of research has studied techniques for supgo¥mIP on IEEE 802.11
networks [116/ 58]. However, the assumptions and targetastein these works are
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significantly different from that addressed in our work. @im is to address the problem
of continuous mobility for VoIP clients where interferencan potentially impact the
performance of realtime applications and can also charmgelygdue to client mobility)
during the course of a VoIP session. In this section, we défieg@recise requirements
for our target scenario.

e Continuous Mobility is defined as mobility where a client uses the network while
on-the-go. This is becoming increasingly common for VolPplegations running
on smartphones and is challenging to support on existing WA.ARecent work
on multi-channel enterprise WLANSs indicates that handeffagis of up tol.5
seconds are not uncommaon [94], causing disruptions to Vpifi@tions on such
networks (VolP delay budgets are typically ugti) ms). Standards such as IEEE
802.11k aim to reduce hand-off delays but require clientiffeadions.

e Robustness to Interference: VoOIP applications are sensitive to both delay and
loss. While they can tolerate a small amount of loss (upt@), anything greater
can disrupt service. Interference can severely impaatigtierformance [48], mak-
ing it important to design a WLAN system that is robust to iféeence in order to
support VoIP clients in the enterprise.

e Support for Legacy Clients: Deploying new hardware and upgrading NIC soft-
ware on the clients is expensive and impractical [94]. Tloeeg by design, we
require the WLAN system to support VoIP mobility without u#gng client mod-
ifications and thus provide backwards-compatibility wittisting IEEE 802.11
standards.

e Scalability: At any time, a large number of VoIP users may be simultangousl
using the network (e.g. in a conference room setting). Thezescaling to a large
number of VoIP users is crucial in such situations. Furtlteeannon-\VoIP traffic
should not suffer severely as a result of supporting VolEnt§. In other words,
the enterprise WLAN should maximize spectral efficiency.

As we discuss in Sectidn 7.7, existing WLAN systems fail teetrtbe requirements
outlined above, thus motivating the design of a new architedo support mobile VoIP
applications. In the next section, we characterize exjstiL AN systems and highlight
problems that lead to poor performance for mobile VoIP ¢fien the enterprise. In
doing so, we come up with solutions to address these probderisubsequently use
these insights to design the Overcast WLAN system in Se@tidn

115



7.3 Quantifying Mobile VoIP Performance in Existing
WLANS

The goal of this section is to elucidate those aspects otiegi®VLAN systems that
lead to poor performance for VoIP clients in the enterprisete that we assume the
enterprise WLAN operates in the presence of legacy clieagsper the requirements
outlined in Section 7]2.

7.3.1 Methodology

In this study, we identify three challenges arising in ergtenterprise WLANS, in the
context of mobile VoIP clients. They are: (1) Inter-AP Haffdp(2) Intra-AP interfer-
ence, and (3) Inter-AP InterferevB:eWe conduct experiments to isolate the effect of
each factor on the performance of VoIP clients.

Experimental Setup

Experiments are conducted on the wireless testbed preser@dapter b. Testbed nodes
act as APs and we use Dell Vostré00 laptops to serve as mobile clients. The laptops
are equipped with an EMP 8602 (Atheros) card and we createvistual interfaces
using the MADWIFi 0.9.4 driveH. One interface acts as a client while the other acts
as a sniffer to collect wireless traces on behalf of the tlifihese wireless traces are
post-processed to obtain the statistics for the expersndiite mobility path chosen for
these experiments is shown in Figlrel 7.1. The client stapgsiat A, moves along the
rectangular black path and returns back to point A. We repaeit experiment five times
to determine the mean performance for the VoIP client. Aflexkments are carried out
on the 5.8 GHz band (using IEEE 802.11a), at a data ratevisps.

As explained earlier, VOIP losses are a combination of paokses and losses from
packets arriving too late at the client. In all our experitsewe found that losses due to
excessively delayed packets were almost negligible (weegmtesome results in Section
[7.6.3). Therefore, packet reception rate (or converselgket loss rate) are good indica-
tors of VoIP performance. Hence, we choose packet recemdteras the metric for our
experiments.

2Inter-AP interference implies both interference betwe®s As well as interference caused by APs on
neighbouring clients
Svirtual interfaces allow us to simultaneously run the singhysical radio in two wireless modes
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7.3.2 Handoff Delay

The multi-channel design of WLANSs has been widely adoptechbyy enterprise WLAN

vendorsi[1], 3]. In the multi-channel design, APs have a sirgglio and are tuned to allow
maximum channel re-use (thereby minimizing co-chann@rfatence). In such a de-
sign, unmodified clients are required to scan for APs whemimgroff and re-associate
themselves as they move about in the enterprise. In thimscemwe would like to deter-

mine the impact of the handoff process on the performanca ohagoing VoIP session
at the client.

We start our investigation by studying VoIP performance @ommercial enterprise
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network. We do this by associating to the department netwegtoyed in our computer

science building [1]. We choose the mobility path outlinedrigurd 7.1 (the rectangular
black path) and have a WoIP client walk along that path whiles iconnected to the

network. We collect wireless traces on the client and pletthmber of packets received
per second from the source throughout the duration of therarent (see Figurie 7.2).

The sending rate of the VoIP streanbi®yps with a packet size a20 bytes.

Observe that the client initially gets a throughput0pps but it gradually drops as
the client moves away from the AP. At a certain point, the tigtgput drops to zero and
the client disconnects from the network. Once it re-essll connectivity, this process
repeats. Note that the duration of disconnection is betws@eand 50 seconds. We
explain the underlying cause of this excessive delay a litier in this section.

To ensure that this behavior is not an artifact of using tharoercial wireless net-
WOI‘kH, we repeat this experiment with our testbed nodes that atieeomobility path of
the client. We verify the absence of coverage holes and harelthe channels to max-
imize channel re-use. Figure 7.3 presents the result ofimgrthis experiment. We no
longer see the gradual degradation in performance obserikd previous cae How-
ever, we still see long gaps in the traces where the clierdtisannected to the network.
To investigate the gaps more thoroughly, we re-ran the @xjget with mobile sniffers
on each channel and moved the sniffers alongside theH:Iient

Our analysis indicates the following behavior: When therdliloses connectivity, it
initially tries to re-associate with the same AP it lost ceativity with by transmitting
Re-Association requests to that AP. After timing out (aftet5 seconds), it sends Au-
thentication requests to that same AP (forl secon(ﬂ Once that fails, it switches to
the next closest channel and begins to send Probe requebtst ahannel (fors 5 secs).
It keeps repeating this until it associates to an AP with HaesSSID. Since it does not
scan only orthogonal channels, it suffers a larger delag{ioannecting to the network.
Note that this behavior is independent of the frequency ety used and we are likely
to observe the same behavior on other bands as well.

It is clear from the results discussed above that the mblioel design is not well-
suited to support VoIP mobility in the presence of unmodiftéidnts. Even if some

4We ensure blanket coverage along the mobility path
5The gradual degradation occurred in the former case betia@semmercial APs are performing data

rate adaptation that causes the channel quality to flucasatiee client is moving around. Unfortunately,

we are not aware of what algorithm the APs use for adjustieg thata rate
5The client’s virtual interface only sniffs traffic on theetit's channel
"Note that this is the sticky behavior of clients that try t@iavthe cost of switching between APs to

prevent service disruption
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client adaptors aggressively (or proactively) scan foghkouring networks, assuming
this behavior inhibits widespread application to all ctiptatforms. This requires us to
rethink the process of Association and Handoffs in entsgWWLANS.

Single channel WLANSs are a different approach to designirigrerise WLAN net-
works [19,[8]. They assume APs with multiple radios, one facheorthogonal chan-
nel/frequency. By design, clients affiliate to the networkame channel and remain on
that channel for the duration of their connection. APs atilseta common ESSID and
MAC address and clients do not re-associate with the netwdhe infrastructure de-
cides the AP through which the client communicates to theoit This architecture is
compelling as it reduces the handoff cost to zero.

We are interested in determining how effectively singlercied WLANS are able
to support mobile VoIP clients in the enterprise. We insteatthe AP version of the
Intel 2915ABG wireless driver to broadcast Beacons witmiaal ESSID and MAC
addresses. We also implement a controller running on aadeskachine that interfaces
with the APs. When a client attempts to associate with thevoiét the AP sends the
corresponding Association Request to the controller, ivbmon receiving requests from
all APs chooses one of them to serve the client. Once asedciany re-association is
handled seamlessly by the controller and the client is rmtired to scan for APs any
longer. Thus, in theory, inter-AP handoffs are of zero coghe client. To validate this,
we perform the same experiment we did for the multi-chanaskéc The result of the
experiment is shown in Figute 7.6. Observe that the cliemtgets the desired VoIP rate
of 50pps from the source, indicating that handoffs no longer impaP\performance.
This is a key feature of Overcast and we discuss its impleatient details in Section

[Z.4.

7.3.3 Impact of Interference

As a WoIP client moves about in the building, it may encoumégrions where there is a
lot of wireless traffic. This is common in single channel WL&Nhere the APs share all
the available orthogonal channels. In such a scenario, R &i¢nt that performed well

earlier may now suffer due to interference from co-locat@s AFiguré 75 illustrates this
behavio@. When the client enters a congested region of the netwarthribughput drops

to zero and remains there until it moves out of that region. iGuestigation reveals two

key causes of poor client performance in these scenariashvaine discussed further.

8Note that the interferers are transmitting saturated laygjed traffic on-the-air
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Figure 7.5: Performance of 802.11 client on a single chaimgie presence of back-
ground interference

Intra-AP Contention

When a VolIP client is served by an AP that is also serving a&lacjume of non-realtime
data traffic, it may experience congestion-related lodsesuch cases, both realtime and
non-realtime traffic share the same queue inside the keBeekhuse the traffic is served
in the order in which it arrives, realtime traffic has to wait tlata packets ahead in the
queue to be transmitted. This causes VoIP packets to suifessive queueing delay. In
addition, when the kernel’'s queue becomes full, any sules@qeolP packets arriving at
the AP are dropped. This leads to poor client performance.

Solution: We address this problem by implementing an 802.11e-likehau@sm
where the AP driver uses separate queues for realtime andeatiime traffic. The de-
tails of this approach are discussed in Sedtion V.4.4. Eigufr shows the gains from this
approach over the single queue case. However, note thaliehetill does not achieve
the target rate o50pps. This is caused by inter-AP interference which we descréé.n
We also note that the sending rate for Data traffic falls byentben50pps, due to the
presence of the VoIP stream. This is because of the additganame wasted (by the
VoIP stream) in contending for the channel as well as thelmast of exchanging headers
(e.g., PHY headers) per packet. Unfortunately, this cabheatvoided without modifying
the functionality of the clients.
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Figure 7.6: Prioritizing VoIP traffic im- Figure 7.7: Conflict-graph based schedul-
proves performance but still does not yielding with AP prioritization yields the target
the target reception rate of 50pps for mobile(50pps) reception rate for the mobile VolP
VOoIP clients client

Inter-AP Interference

In a single channel WLAN, interference from co-located APsnievitable. Despite
prioritizing VoIP traffic at the APs, traffic from neighbong APs can still have a negative
impact on VoIP client performance. This is why we still oh&epoor performance even
after traffic prioritization is implemented at the AP.

Solution: We address this problem by scheduling interfering APs irassp time
slots. This requires a priori information on interferenegterns between APs. Meth-
ods to collect this information and details of the schedalerdiscussed in Section 17.4.
Figure[Z.7 shows the performance of the VoIP client aftening the scheduler and
prioritizing VOIP traffic at the APs. The client now receivitee desired rate diOpps
throughout the run of the experiment, illustrating that teenbination of the two ap-
proaches discussed above make the system robust to backgraerference from co-
located devices.

Summary

Supporting VoIP mobility in enterprise WLANS is challengiand requires system-
atically addressing the relevant problems in today’s @miee networks. We outlined
three key challenges for mobile VoIP support in this sectind presented techniques to
overcome these challenges. A summary of the results is shokigure 7.8. In the next
section, we describe the details of an enterprise WLAN sygttibbed Overcast) that
uses the presented techniques to support VoIP mobilityamptesence of legacy clients.
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oritization with conflict graph-based scheduling. For tasticase, we observe that we
achieve the target rate of 50pps for VoIP traffic

7.4 Architecture

Overcast is an infrastructure only solution, and theretory requires modifications to
the APs and use of a wired controller. It eliminates handatiéhcies using a single
channel design and manages interference with the help affiatgraph. The conflict

graph is used to schedule AP transmissions. Overcast tiyrogrerates on the down-
link. The uplink can be handled using the approach propasgdli], which is discussed
in greater detail in Sectidn 7.8. Note that Overcast APs gnigpmplement the IEEE

802.11 standard and thereby do not introduce any unfaitoesher co-located devices
in the enterprise.

7.4.1 Overview

Overcast is aingle channetentralized WLAN architecture. Orthogonal channels are
used to add capacity instead of mitigate inter-cell interfiee. All APs broadcast Bea-
cons with the same SSID and MAC address, emulating a singleaVAP cloud. There-
fore, from the client’s perspective, the entire network sragle virtual AP (as shown in
Figure[7.9). The client does not attempt to re-associatausecit observes a continuous
stream of identical Beacons from all APs. We note that somencercial vendors such
as Meru[[8] employ a similar approach.

Using the single virtual AP architecture, we implement tbdofving features to
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Figure 7.9: High-level view of the Overcast architectureeTlient associates only once
to the network (through AP A) and the controller seamlessiyages the AP-client link
thereafter.

support seamless mobility for VoIP:

e Centralized Client Association: Overcast shifts the responsibility of client as-
sociation to the network infrastructure. The infrastruetmaintains statistics on
each client and uses this information to choose the mostidaiAP for the client.
Associations may change at any point if the network detegsan more suitable
point of attachment for the client.

e Online interference mapping: To avoid inter-AP interference, Overcast uses a
conflict graph that is measured using the micro-probing @gghr described in
Chaptef 6. This conflict graph is periodically re-measu@eénsure it contains
up-to-date information regarding interference in the rogkw

¢ \oIP aware Scheduling: Overcast coordinates packet transmissions at the APs to
improve performance for VoIP clients suffering from inexrdnce and contention
in their neighbourhood. As discussed earlier, this cantekis to intra-AP con-
tention or inter-AP interference. For intra-AP contentigre implement traffic
prioritization at the AP and for inter-AP interference, weplement centralized
AP scheduling at the controller.
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Figure 7.10: The sequence of events that occur when a cksotates to the network.
Steps 6-7 only occur when the client needs to switch to andtRe

We now describe each of Overcast’s features in greater detai

7.4.2 Client Association
Associating to the Network

The stepwise procedure for connecting to the Overcastrayistehown in Figure 7.10. A
client connects to the network by sending 802.11 AuthetitindRequests to the AP(S).
All APs receiving the request forward it over the wire to tlental controller. At this
point, the controller has no information about the client@drom the signal strength
seen by each AP that saw the Authentication Request. Thiereds a first order ap-
proach, the controller instructs the AP who observes thengst signal strength to
service the client. It sends an ACK to this AP and a NACK to #lles APs that also sent
requests. The ACKed AP completes the 802.11 associatiaegsowith the client and
upon completion, sends all the context associated with lteatdincluding encryption
keys for WEP) to the controller. The controller stores tluatext for each client associ-
ated to the neton& Therefore, practically speaking, the client session ireates at the
controller, not the AP. Note that Overcast makes an impodestinction between client
association and the process of deciding the best AP (i.e. efdttion) for the client.
Traditionally, these tasks were combined and performetusixely by the client.

Creating a path to the clientAside from authenticating and associating the client to
an AP, the controller must also setup a path to allow wireffi¢reo reach the wireless
client. To allow for this, the controller adds an entry int®e ARP cache that maps the
client’s IP address to the MAC address of the AP chosen teegber client. Thus, any

%0Once associated, the client requests an IP address thavisigd by a DHCP server running on the
controller. The client maintains this IP address througltioeitime it is connected to the network
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traffic destined to the client can now be forwarded to theemirAP. In the future, any
changes to client-AP association also requires an updateet&RP cache, which is
seamlessly handled by the Overcast controller at the tirelibnt is switched to the
new AP.

Collecting Client Statistics

An essential requirement for maintaining good QualitySef~vice (QoS) for VoIP clients,
is the need to collect information on their performance. egalvperformance metrics
may be collected for this purpose and which ones depend oretherements of the
optimization algorithms implemented for the Overcast eyst We discuss individual
metrics when we describe the optimization algorithms foe@ast. APs periodically
report such statistical information to the controller. hgsthis information, optimization
algorithms evaluate the current configuration of the cleemd decide whether a better
configuration is possible. We describe two optimizatioroatyms that use such client
statistics in later sections of this chapter. Note that we E#/MA for all our metrics
with a weighting factorr = 0.9, to give preference to more recently collected statistics.

Performing AP Selection

Overcast performs AP selection for a client once it has astmtto the network and
the controller has collected sufficient statistics on thent! There are a variety of AP
selection algorithms that can be used with Overcast [11H.discuss a few algorithms
we evaluated in the next Section. Once an AP has been seléatedcast uses the
process ofnake-before-breakvhere the controller first sends the client’s context to the
new AP, instructing it to begin serving the client. Thenegafh small delay (lastingr

3-4 ms), it instructs the old AP to stop serving the clientriDg this entire process, the
client is oblivious to the change and does not experiencelatay that could potentially
degrade VoIP performance.

7.4.3 Interference Mapping

At the heart of the Overcast system is an interference mgpi) engine. The IM
engine is responsible for discovering downlink interfeeifor conflicts) between APs
and between APs and clients in the netwarkNe choose the micro-probing approach

0we currently do not support uplink conflicts in Overcast
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presented in Chaptéi 6 because of its ability to map intenfex in an online network
without requiring client modifications.

Incorporating the IM engine into Overcast is challengingauese it involves active
measurements that can potentially interfere with the djmeraf the WLAN and care
must be taken to avoid this from happening. Having said tha$sive measurements
(using Data traffic) can also be used to reduce the numberntivEaneasurements that
need to be performed for mapping interference. Howevehigwork, we only employ
active measurements to generate the interference map. Mdgrpeneasurements for
AP-AP and AP-client interference at system bootstrap tinke@eriodically re-measure
AP-client interference between links to ensure we have thst mp-to-date interference
information on the clients. The measurement interva a tuning parameter that deter-
mines how aggressively the system performs interferen@suanements.

7.4.4 Traffic Scheduling

We now describe the two techniques we implemented to mamageAP contention
and inter-AP interference in the Overcast system. The fogtaach is referred to a&P
Prioritization and the second approach is cal@entralized Scheduling

AP Prioritization

In Overcast, APs serve both realtime and non-realtime tsliefdis discussed in Section
[7.3, realtime traffic can suffer large queueing delays assids due to kernel buffer over-
flows. To avoid these problems for VoIP traffic, we implememiriaritization scheme
at the AP. In particular, we use two queues, one for realtirattic¢ and the other for
non-realtime traffic. Packets in the realtime queue areesklpefore packets in the non-
realtime queue. Moreover, the driver prevents the keroehfoverwhelming the circular
ring buffer sitting in-between the driver and firmware. Thember of packets passed to
the firmware (at any given point in time) is always less thandize of the circular ring
buffer. Excess packets are stored in the driver’'s queues.

The above approach is similar in spirit to some of the medmasiproposed for the
IEEE 802.11e standard. However, there are two reasons wetdmnsider 802.11e for
Overcast. First, 802.11e is not well-supported on commdthitdware. Some parts of
the standard are optional and therefore may not even bebisih 802.11e compatible
hardware. Second, IEEE 802.11e requires client modificatamd thus does not support
legacy clients based on the 802.11a/b/g standards. Bagbesmobservations, 802.11e
is not a suitable approach for the Overcast system.
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Algorithm 2 Greedy Scheduling Algorithm

1: A={ay,ay,...,a;} I* Set of Active APs */

2: S ={s1,59,...,s;} I* Set of Scheduler Slots */

3: CurrSlot =0

4. for i=1...| A| do

5. if a; is unmarkedthen

6 CurrSlot = CurrSlot + 1
7: Mark a;
8
9

Add a; to SCurrSlot
; for k=1...|A| do
10: if ax is unmarked and,;, does not conflict withe; then

11: Mark ay

12: Add ag, t0 Scurrsiot
13: end if

14: end for

15:  endif

16: end for

Centralized Scheduling

In a single channel WLAN, neighbouring APs are likely sosroéinterferenc@. Given
that we have measured the interference map for the netwalkyow use a scheduler
(co-located with the controller) to coordinate the trarssitns at the APs. Our schedul-
ing mechanism divides time into equal sized slots (of a oedize) and schedules APs
such that no two conflicting APs (that interfere due to ilA&-or AP-client conflict) are
scheduled in the same slot. The scheduler only considershsare actively carrying
downlink traffic. APs periodically report their traffic load the central controller which
maintains an exponential average of such information. ¢J&irs information, the sched-
uler constructs a schedule for the APs using Algorithm 2 eNlbat an AP is ‘marked’ if
it has already been assigned a slot.

Once a schedule is constructed, the scheduler implemeassfallows. For each
slot, it sends a broadcast packet with the identifiers of &§Assigned to that slot. It
also adds the slot length (in ms) to the packet. The broadhediss to synchronize the
APs to the current scheduling ﬁgtAPs upon receiving the broadcast packet, determine

INote that the IEEE 802.11e standard discussed earlier tatiaeiate such interference because it

does not handle interactions between BSSes
12Note that perfect synchronization is not required betweBa for scheduling purposes. Nevertheless,

our synchronization approach has been shown to be accurdte @rder of tens of microseconds[[30].
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whether or not they are scheduled for the current slot (byckégg for theirid in the
packet). If they are scheduled, they start sending any guepgackets and continue
doing so until the slot duration comes to an end. If they atesobeduled, they block
and wait for the next broadcast packet from the schedulete M@t due to the small
packet size of the broadcast packet and the data rates segbporthe wired networks,
the overhead of sending the broadcast packet is almostgitggli This is similar to
the ‘epoch’ scheduling approach proposed for the CENTAUResy [109]. However,
unlike CENTAUR, Overcast does not queue packets at thealerttntroller, but instead
lets the APs implement the queueing functionality. Thisergmtly allows Overcast to
scale to larger traffic volumes and more clients.

Traffic loads in the network are subject to change, as ardenésnce patterns. There-
fore, a new schedule will need to be periodically re-comgudy the scheduler. How
often this is done depends on how quickly these parametarsgehin the network. In
practice, we find that the overhead of re-computing the adeed negligible and we
therefore re-compute the schedule after every iteratidhefcheduler (which typically
lasts 50 - 60 ms). An iteration of the scheduler is the amottine it takes to completely
execute the generated schedule exactly once.

Scalability of Overcast

In this section, we analyze the scalability aspects of Gastrdur analysis serves to pro-
vide some intuition on how many clients the Overcast syssegibie to support. However,
we also perform scalability experiments (as part of ourusibn) to practically study
Overcast’s scalability properties as well.

The parameters we consider in our analysis are:

e C : Number of orthogonal channels

J : Jitter Buffer length (in ms)

S: Scheduler slot length (in ms)

R : Packetization interval of VoIP stream (in ms)

T : Transmission duration of a VoIP packet at a fixed wirelesa date (in ms)

By design, we ensure real-time VOoIP traffic gets priority aven-realtime Data traf-
fic. Therefore, if an AP has even one outstanding VoIP padkistguaranteed to be sent
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in the next time slot alloted to that AP. Our objective is te@m that all VoIP packets
received by the client are spaced apart by no more than tiee Bitffer length specified
for the VoIP codec being used. In other words, the maximumbmerrof slots an AP can
wait before being scheduled j5+ S. To ensure that there is sufficient time to serve all
clients before reaching the end of the jitter buffer intértree number of slots an AP can
wait is:

W=J/S—-1 (7.1)

To simplify our analysis, we assume that the channel quaktyveen the AP and
client is good, thus ensuring that whenever the AP transantacket to the client, it is
correctly received. Also, for the sake of simplicity, asguttme conflict graph is a clique,
so that only one AP occupies a scheduler slot at a@w@he packetization interval of
the VoIP stream ifR. Therefore, within an interval dfi’, the expected number of VoIP
packets received for a single VoIP stream is

E=WxS/R (7.2)

Given a slot duration of, the maximum number of VoIP packets that can be trans-
mitted within a slot duration i$ = S +— T'. Therefore, the maximum number of clients
an AP can support on a single channel is:

M =P/E (7.3)

If there areC’ orthogonal channels, a single AP can support up/teC' clients using
all available channels. Plugging in (J = 60ms, C = 3, S = 5ms,®ms, T = 234us),
we obtainx 7 x 3 = 21 clients per AP. This is significantly greater than the nundder
clients supported by 802.11’s existing DCF mechanism, wtg&nown to support only
2 — 3 clients in interference-limited scenarios [71].

7.5 What is the impact of AP Selection?

There are many AP selection algorithms that can be desigmedé with Overcast [111].
In this section, we are interested in answering the questidoes the choice of AP
selection algorithm have a significant impact on the peréorce of the VoIP client?’ We
consider three metrics in order to answer this question. dithem are popularly used

13This analysis extends to multiple APs occupying a singleasavell
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in practice, while the third uses the conflict graph to makesalection decisions, taking
into account interference between links in the network. Viefly describe these metrics
further:

RSSI-based Selectionin this approach, the algorithm selects the AP that sees the
highest received signal strength (measured as RSSI) frentlibnt. An exponential
average of the RSSI observed for the client is maintainedeatontroller. This metric
is popularly used in client NICs to decide which AP to selebiew associating to the
network. Note that we use uplink RSSI as a predictor of clierdughput in both the
uplink and downlink directions. Given that we work with a demrAP deployment, prior
work has shown that uplink RSSI is a good predictor of peréomoe in both the uplink
and downlink directions [94].

BRR-based Selection:In this approach, the algorithm selects the AP that provides
the best downlink delivery ratio to the client. To measuravlink delivery ratio, all
candidate APs are instructed to transmit a series of prabésetclient (one after the
other). APs report back the delivery ratio of these probelse@@ontroller. The controller
maintains an exponential average of the downlink delivatiprvalues to the client and
chooses the AP with the highest delivery ratio. Probe trassions at the AP last
15 —20 ms, and therefore constitute a modest measurement ovetheael are typically
5 - 6 APs in the neighbourhood of the client).

Conflict-based Selection:In this approach, the algorithm also uses interference in-
formation available in the conflict graph. It assesses tpenformance along two axes:
(1) Quality of the link to the AP, and (2) Degree of inter-ARdrference at the AP. Link
quality is assessed using the RSSI metric discussed abavee ®set of ‘good’ links
are chosen, the algorithm then selects the AP that minintiesum total number of
conflicts with neighbouring APs, with the goal of maximizitige amount of airtime a
client gets from the AP. Note that this algorithm also regsiioad information from each
AP in order to estimate conflicts.

Given that the VoIP client is already affiliated with the netiwand sending traffic ev-
eryt seconds, wher&s the packetization interval of the encoding scheme, wesolect
almost all of our statistics without introducing any comtraffic in the network. Since all
access points can listen to all traffic on all channels, waipaly collect statistics from
all APs in the vicinity of a client. The only exception is th&R algorithm where we
must compute the downlink delivery ratio from each candid®® to the client. Despite
this overhead, our evaluation shows similar performancd®R with no measurable
gains over the RSSI or Conflict-based approach. Thereforezdnciseness, we omit
presenting the results for BRR in this chapter.
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Figure 7.13: CDF of AP Selection Schemes

7.5.1 Experimental Evaluation

We now present experimental results to show how well eacheoélgorithms described
above work in conjunction with Overcast. To isolate the iotpaf AP selection, we
disable the scheduler and only perform AP selection. Furibee, we generate back-
ground interference in our experiments to gauge the bemétising interference-aware
in the AP selection process. In our experiments, the Vokhtlivalks along the mobility
shown in Figuré 7]1. It starts at point A (region of high iféeence), moves to point B
(region of low interference), and returns back along theesatraight path to point A.
We generate VoIP traffic at a rate 8pps and measure the downlink packet reception
rate at the client.

Figures 7,111 and 7.12 present time series plots of the thimitg client obtains using
each of the AP selection schemes. Observe that on both tires ggaphs, the client
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initially obtains low throughput (when it is in a high interence region). Its throughput
increases as it moves away from its initial position (to a loterference region) and
then drops down again as it returns back to its initial positiLooking at these graphs,
there isn’t any significant difference in the performanceeithier of the AP selection

schemes. The CDF of the client throughput (Figure|7.13peddis this observation. We
performed similar experiments with the client starting iffedent locations and moving

along different mobility paths and obtained similar result

From this extensive experimentation, we conclude that tiwéce of AP selection
algorithm does not yield any measurable gains for VOIP traiifi the context of single
channel WLANSs. This is because the degree of contentionderdir-time) at co-located
candidate APs is almost the same. Given that the degree @frtmn and link quality are
the two important criteria used in selecting the best ARheeiof the possible candidate
APs offer significant advantages in these domains. Thexgfge obtain a strongegative
resultand find that a simple signal strength (or RSSI) metric isaefiit for AP selection.
In the rest of this chapter, we use the RSSI-based AP sategijorithm to evaluate the
Overcast system.

7.6 Evaluation

In this section, we evaluate Overcast on a number of diffenéteria. Our aim is to show
the following:

e Overcast is able to provide consistent performance to redMailP clients regard-
less of their location.

e Overcast provides the desired quality of service (QoS) tP\dients even as
interference increases in their neighbourhood.

e Overcast scales to large numbers of VoIP clients that aral&meously moving
about in the enterprise.

7.6.1 Methodology

We evaluate Overcast on tB& node wireless testbed described in Chapter 5. We use the
Intel interface to act as the AP and modified the ipw-2200atr{or the Intel card) to
implement the features described in Section 7.4. For mastioévaluation, we use Dell
Vostro 1400 laptops to act as clients. However, for the scalability expents, we use
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a variety of different platforms, from laptops (running uiand Windows) to iPhones
running the OS X iPhone operating system. We obtain simaisults on all platforms.

For the mobility experiments, we choose the path shown inrfel.1. In this path,
the client(s) start at point A, move(s) along the rectanghblack path and return(s) to
point A. The speed of movement is approximatétyh, mimicking the average human
walking speed. We also evaluated other paths on our testizkoldained similar results,
indicating that Overcast is relatively insensitive to thelntity path chosen by the client.
Unless otherwise stated, all our mobility experiments apeated times and we show
95% confidence intervals for each result.

We compare the performance of Overcast against two othensef The first is a
multi-channel scheme (termédichanne) that mimics a typical multi-channel enterprise
network similar to what was discussed in Secfion 7.3.. Farhdnnel, we hand turie
orthogonal frequencies across the APs along the mobilitly pmmaximize frequency
re-use (to mimic real-world deployments). The second seh@ermedNo-Scheduler
is identical to Overcast except that it does not use the aered scheduler (discussed in
Sectior 7.4.4) to mitigate inter-AP interference. The gifahis scheme is to elucidate
how well VoIP clients perform in the absence of an optimmatscheme that uses the
conflict graph to optimize VoIP performance. This is analeg®o a single channel
WLAN that uses APs which implement only 802.11e-like enleanents to optimize
VoIP traffic.

In our experiments, we generate VoIP traffic using UDP steetiat mimic the pop-
ularly used G.729 VoIP codec. The packet arrival ratelisns and packet size &)
bytes, that results in a sending rate50fpackets per second. This traffic originates at
the controller and terminates at the client. By contraderferers are assumed to be
backlogged, sending UDP traffic at the highest possible véth a packet size of400
bytes. The number of interferers varies (from 1-5) as thentimoves along the mobility
path during the experiment. This represents the worst cag@vercast and our results
are therefore a lower bound on its performance.

All our experiments are conducted on the 5.8 GHz (IEEE 80®.1hnd and use
a fixed data rate o6 Mbps. In other words, we disable auto-rate adaptation in our
evaluation.

In our work, we consider metrics of packet reception ratenf@oted on a per second
basis) and delay jitter to evaluate performance for VolRitraMeasuring packet recep-
tion rate is equivalent to measuring packet loss rate foP\lm#cause (as we show later)
delayed-induced losses are negligible in our system. Videcalssider metrics such as the
total connectivity time during an experiment and the nundfetisruptions to evaluate
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Figure 7.16: Overcast

VoIP performance. We discuss these metrics in detail ini@&i6.3.

7.6.2 Overview

We start by comparing the performance of Overcast with theradchemes across a sin-
gle mobility run. In this experiment, a client walks alongaatcular path and encounters
interference from APs broadcasting (non-realtime) datfiict This experiment is per-
formed5 times for all schemes and one run for each is shown in Fiquiek[7.15, and
[7.16. The y-axis on the right of these graphs indicates tétide AP to which the client
is associated.

As discussed in Section T.3, M-channel suffers frequerbdisections as the client
attempts to maintain connectivity to the AP with which it ssaciated. Note also that
M-channel rarely switches between APs, whereas No-Sceednld Overcast switch
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Figure 7.17: CDF of Packet Reception Rate for the three rhos/s in Figures 7.14,
7.15,and 7.16

multiple times even within 40 second interval. Thetickynature of the client in the
M-channel case is the result of the client performing APdeda (instead of the infras-
tructure) which not only leads to periods of no connectitity also periods where the
client experiences poor performance and its throughputugidy degrades to zero (e.g.
between 250-280s).

No-Scheduler performs the worst when there is a lot of ieterice traffic in the
neighbourhood of the client. As the interference load drolps client’s performance
begins to improve and eventually reachésps close to the middle of the run. Note that
between the intervals) — 100 and175 — 200, the client manages to sustditpps de-
spite the presence of interference traffic. This is becéweseltent no longer suffers from
inter-AP interference and instead only experiences iAfPacontention. Because AP pri-
oritization is implemented for No-Scheduler, it does ndfesurom intra-AP contention,
allowing it to obtain the desired rate in the intervals dss=d above.

Finally, the Overcast system performs the best and is aldagtain a packet recep-
tion rate close td&0pps throughout the mobility run. Notably, it performs an almost
equivalent number of AP switches as compared to No-Schethdeause the same AP
selection algorithm runs on both schemes). However, uskeo$theduler allows it to
eliminate interference from neighbouring APs and providasistent performances-
gardless of location

The cumulative distribution function (CDF) of the packeteption rate (Figure 7.17)
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provides greater insight into the performance of the thokeimes. Overcast operates
close to the target packet reception rate for the VoIP strdangontrast, the other two
schemes perform quite poorly, where up@@s of the traffic is below40pps. Note
that although the time series results are qualitativefgdbht for the other two schemes,
the CDF indicates that the distribution of PRR for the schemsealmost equivalent.
Nevertheless, these numbers are unacceptably low for Yatfctand these schemes do
not provide the Quality of Service (Qo0S) necessary for supppVolP applications in
interference limited environments.

7.6.3 VoIP Performance

In this section, we study VoIP performance based on the meaakep reception rate
(PRR), delay jitter, and session-related metrics.

Mean Packet Reception Rate

A crucial factor determining VoIP performance is the pacieeption rate (or con-
versely, the loss rate) on the link. For the G.729 codec, \alPtolerate losses of 10%
before the call quality becomes unacceptably low. The ittgkstandard for evaluating
a voice call is the Mean Opinion Score (MoS), which rangemfio 5. A value of5
implies perfect call quality and a value bfmplies the inability to communicate. Losses
of up to 10% corresponding to an MoS value 2f In this section, we characterize the
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Figure 7.19: Cumulative distribution function of interigal times shows that all packets
arrive within the 60ms time specified for the jitter buffezesiof the G.729 codec

loss rate for VoIP in terms of the mean packet reception mtedch of the schemes. We
perform the same mobility experiments as those discussti iprevious section.

Figure[7.18 presents the mean packet reception rate adteshe@mes. As before,
No-Scheduler performs the worst because the client expsrgeepoor performance in
high interference regions of the mobility run. M-Channepnoves over No-Scheduler
but suffers repeated disruptions in service followed byglperiods of inactivity. Over-
cast is the only scheme that provides good overall perfoceémthe VoIP client. Note
that as shown in Figure 7117, the majority of the mass lieh@ut — 50pps range,
across all experimental runs. Note that because our ingesfare backlogged, this rep-
resents the worst case for Overcast. Given that it is ablesiatain the target reception
rate for VOIP in this scenario, we expect it to provide the saate for less aggressive
interference scenarios as well.

Delay Jitter

As discussed earlier, delay jitter is an important metricM@ P applications. If the delay
jitter is too high, VoIP clients could suffer from delay-inckd losses. Delayed-induced
losses are a function of the VoIP codec used. We use the Got®EE emplemented on
most VoIP devices and as per convention, assume a jitteerblgiigth of60 ms [52].
Therefore, our goal is to observe the span of the interartiine distribution of VoIP
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packets at the client. If the span is less than the jitterdouéngth, delay-induced losses
will be negligible.

Clock Re-synchronization Problemd/e point out that in order to collect results for
delay jitter, we were required to measure the arrival tinfegodP packets. Our initial
goal was to use the high precision hardware clock of the esmetadio to measure these
times. However, we observed an unusual behavior when usisglock. Specifically,
we observed erratic changes in the values reported by tiik.cOur in-depth investiga-
tion revealed that this was being caused by the client coatisly re-synchronizing its
clock based on the TSF time stamp it received in the Beacoalsiofrange AP@ . Since
all APs in Overcast broadcast the same MAC address and E8&IBlient adjusted its
clock every time it received a Beacon from any in range APsTide timestamps from
the radio clock unusable for our experiments. Instead, werted to using the host time
functionality provided by the Linux kernel. Host time is m&iined by the kernel and
provides accuracies of up to a millisecond. While not as mteuas the radio’s clock,
host time turned out to be sufficient for our purposes. Weudis¢he implications of the
radio clock re-synchronization problem at the end of thispthr.

Figure[7.19 plots the CDF of the inter-arrival times of Vol&ckets for the different
schemes. This result corresponds to the mobility runs peaedd for the PRR metric
shown in Figuré 7.18. Note that we only show inter-arriviales for consecutive packets
in the trace (which are identified by their sequence number$)s leads us to omit
packets not received during periods of disconnection irMi@hannel case. Therefore,
while the CDF for M-channel is promising, it does not captwieat happens when the
client disconnects from the network. Therefore, in realilschannel performs even
worse in terms of delayed induced losses, than what is obd@nthis result.

We draw a vertical line on the point correspondin@gta.s for the inter-arrival time.
For Overcast, note that almost all packets arrive witliims of each other (with a span
of ~ 60ms). In fact, ~ 75% of the packets arrive within the packetization interval of
20ms. We repeat the experiment with different topologies antedknt configurations
of interfering APs along the mobility path and obtain similesults. From this result,
one can conclude that with Overcast, delay-induced lossegdiP clients are almost
negligible.

Surprisingly, we observe similar results for the M-chararel No-Scheduler schemes.
In fact, No-Scheduler performs slightly better than Ovstcd his improvement is at-
tributed to the absence of the centralized scheduler in dhee@uler. In Overcast, the

14The client uses the TSF timestamp to adjust its clock andireimaync with the clock of the associ-
ated AP
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scheduler introduces some delay to separate conflictingtiésrsmissions. This in-
creases the delay between packets and therefore incrbaseser-arrival time between
packets. However, note that for both M-Channel and No-Sdeedthe span of inter-
arrival times is up t@00ms. This indicates that these schemes suffer from delay irdluce
losses that further degrade VolP performance. Given thaPBIRR results earlier do not
factor in these losses for those schemes, we assume thod#ts tese optimistic since
the actual loss rate for VoIP using these schemes is in faatrithan that seen in the
previous results.

Session Characteristics

The longer a VoIP client is able to connect to the network dotdia good service, the
better. Metrics such as packet reception rate and delay ¢t not capture the length of
a VoIP session. To quantify this, we introduce two metriostallconnectivity time (as
a percentage of the total experiment time) and the numbertefruptions that occurred
during the run. Total connectivity time is defined as the tilme client was able to get
acceptable quality of service from the network. Qualityerfsce is defined as in [40]. In
particular, a client obtains acceptable quality of servfices MOS value remains above
2. A disruption is said to have occurred if the MOS value faéolw 2 for a period of at
least three seconds (which is roughly the amount of timekégdo utter a short English
sentence). Different MOS threshold values were testedéasom 2) and for higher
values, Overcast performed even better than M-Channel an8dleduler. Note that
the total connectivity time metric also provides a way toéowound the performance of
the VoIP session and determine the amount of time the cliestable to operate above
this baseline. Thus, this metric provides us a better semgkepactual performance of
the VoIP client across the entire mobility run.

Figure[7.20 presents the result for the total connectiuiingtof a mobile VoIP client
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Figure 7.22: Interference/Contention has little effecttba performance of the VolP
client using the Overcast system. However, it suffers sdyemder the No-Scheduler
approach which does not exploit information present in th&lect graph

walking along the same mobility path used in the previouserpents. Observe that
No-Scheduler again performs the worst of all the scheme<hdnnel improves total
connectivity time by almost0% compared to No-Scheduler. Overcast yields the greatest
total connectivity time, up t@30% greater than M-Channel. This indicates tOatercast

is able to more than double the overall talk time of a VolPrdlias compared to multi-
channel WLAN systems in widespread use today

Figure 7.21 presents results for the mean number of inteongduring the mobility
run. No-Scheduler experiences the greater number of uggons, which is approxi-
mately 150% higher than the other two schemes. The performance of M+@Hamnd
Overcast is comparable for this metric, indicating that @ast does not provide much
gain in this dimension. However, note that disruptions ithénnel cause clients to lose
connectivity and begin scanning for alternate APs, whiateigsimental both in terms of
performance as well as in terms of the energy consumed inrgepdobe requests and
switching between channels while searching for an AP. Toésdot occur for Overcast
as the infrastructure performs handoffs on behalf of thentli

Impact of Interference

Mitigating the impact of inter-AP interference is a key dfijee for Overcast. Therefore,
it is important to understand the relationship between theumnt of inter-AP interference
in the neighbourhood of the client and how it affects VolPf@enance. To isolate the
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impact of interference from other factors that may alsceadlise to mobility, we perform
experiments with a static client. To remove location-inetlibiases, we place the client at
multiple locations and perform the same experiment. Thelte®s/e obtain for different
locations are similar and we therefore only present oneashtin this section.

Figure[7.22 shows the mean packet reception rate for a VigRtas the number of
interferers is increased. We do not plot results for M-Cledynsince they are similar to
No-Scheduler but scaled up according to the number of odinaigchannels used in the
experiment. Note that No-Scheduler’s performance dropsmost half as the number of
interferers increases ® This eventually goes down th when the number of interferers
increases t6. However, Overcast provides near optimal performancen®MIP client
for up to 4 interferers, and falls only slightly as the number of inteefs goes up to
9. This result illustrates the power of the Overcast appro&sten in high interference
scenarios, Overcast delivers good quality-of-service mglyi controlling transmissions
using a centralized scheduler.

7.6.4 Scalability

We now turn our attention to the scalability properties okast. We are interested in
determining how many simultaneous VoIP clients Overcaststgpport. Because a key
objective of Overcast is to support mobility for VoIP, we foem experiments by simul-
taneously moving multiple clients during an experimentel.r There are a number of
possible mobility scenarios that can be considered wheduwetimg such experiments.
However, note that moving clients along separate mobibithp does not stress the sys-
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tem very much because VoIP traffic gets distributed across iARlifferent contention
domains. Therefore, to stress test Overcast, we must pedgperiments where we si-
multaneously (or at the same time) move multiple mobilextfi@long the same mobility
path. For each client, we measure the mean packet recepteduring the mobility run
and perform a total of runs. We also plot the mean total connectivity time of therdis
during these runs.

Figure[7.28 shows the mean packet reception rate for differembers of clients.
We see that Overcast is relatively insensitive to the nunabalients and provides a
mean packet reception rate of clos&tpps (although we observe some degradation for
greater than four clients). While mean PRR is an aggregatistit, Figure 7.24 shows
the mean total connectivity time of the VoIP client, for diént numbers of clients. To
re-iterate, total connectivity time provides for us a wayptund the performance of the
VolIP client and determine the amount of time the client ofgerabove the baseline.

We observe that the total connectivity times are approxetgahe same for different
numbers of clients. In these experiments, we used a varfetyfferent hardware and
software platforms for the clients, ranging from laptopammg Linux, Windows XP
and Vista, to iPhones running the OS X iPhone operating systéerefore, our results
are not an artifact of any particular platform used for théP/olients. In summary, our
evaluation reveals that Overcast has good scalabilityetigs even when multiple VoIP
clients simultaneously walk along the same mobility patthmenterprise.

5Note that requiring no client modifications substantiatiges switching between different client plat-
forms as no configuration is necessary to allow them to ipeate with Overcast
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7.7 Related Work

In this section, we discuss prior work on optimizing contina mobility and providing
realtime support for WLANS.

Continuous mobility has been studied in the context of mining hand-off latencies
in wireless networks. Some prominent work, including [1p&Jposes neighbour graphs
to reduce client scanning time, but requires offline comianaof the graph, which is
cumbersome and prone to inaccuracy. Ramani et al! [L03Jogmf synchronize bea-
con transmissions across neighbouring APs to reduce dgeaining time. However,
this approach requires client modifications. In short, pwork attempts to minimize
re-association overhead by reducing the scanning duratiogontrast, Overcast uses
MAC address spoofing and a single virtual AP architecturditoieate handoff delays
altogether.

We now briefly discuss prior work on VoIP traffic support ove28L1 networks [58,
41,/69]. 802.11 networks are notorious for poorly suppgrsimultaneous VoIP con-
nections([58]. Many proposals have been put forth to imptbeedismal call capacity
of WLANSs [41,69]. However, these require modifications te ttlients MAC layer.
Furthermore, most current approaches are designed totepeithin a BSS. Recently,
it was shown that multi-cell deployments support oRlgctive sessions per AP on aver-
age [48]. This is a three times reduction compared to thdesog]l case, illustrating the
poor support that existing multi-AP WLANSs provide for reaie applications.

A recent paper proposes SoftSpeak [116], a distributed TRd@roach to support-
ing VOIP clients that both improves the number of simultareewolP sessions as well
as minimizes impact on Data traffic. However, SoftSpeak du#saddress handoffs
and therefore cannot support continuous mobility. It alsguires changes to 802.11
clients. These factors make it undesirable for the scemagitarget in our work. Virtual
PCF [71] has also recently been proposed to increase thearuholP users within
a BSS, without requiring client modifications. In this sclegmn AP estimates when its
VoIP clients will require access to the medium and uses @Fsetf packets to reserve
the medium for them. This approach is complementary to oukaod can be integrated
to provide uplink support for VoIP clients in Overcast.

We now move to works that propose architectures to suppartiramous mobility
and VoIP. SMesh [38] proposes a system for fast, seamlesiofiann wireless mesh
networks (WMNs). Each AP advertises a common gateway |IPeaddand BSSID,
avoiding DHCP overheads during handoff. However, SMeslhiireg clients to oper-
ate in ad hoc mode, which is not the default 802.11 client WehaAnother architec-
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ture, DenseAP_[94], uses dense AP deployments to improyerpence in enterprise
WLANSs. Though interesting in principle, DenseAP is basedr@anmulti-channel design
and therefore incurs handoff delays (1.5 seconds), causing disruptions for realtime
applications such as WIP that have a delay budget of ee:s. Furthermore, in
congested scenarios, it does not prescribe any mechanignwich to manage inter-
ference in the neighborhood of the VoIP client. MOGI[47] expek techniques such as
channel assignment, power control and client associatiaomprove enterprise network
performance. However, MDG requires client modificationsolnimakes it hard to de-
ploy in practice. Trantor [96] was recently proposed as arciglate design to enterprise
WLANS that also supports realtime applications. Howevke bther architectures, the
benefits of Trantor are only realized with client modificagso

Some commercial vendors (e.g. Meru [8], Extricam! [19]) atkem to support re-
altime traffic when clients are mobile. However, little isakm about their solutions
and there is no independent verification of their claims.tlt@mmore, our private dis-
cussions with one of them reveals that there are some funtahtfferences between
our approach and theirs. Finally, while these vendors ustomized hardware for their
solution, we develop Overcast on off-the-shelf commodaydivare that is deployed on
the existing backbone infrastructure of our departmenitedwnetwork.

7.8 Discussion

We now comment on the scope of Overcast. Overcast is desigmedvide good QoS
to legacy mobile VoIP clients in the enterprise. Having shat, there are a few points
worth considering regarding the proposed approach:

e Uplink Support:While we focus on downlink interference (or conflicts) in @ve
cast, VoIP streams are bi-directional in nature and thesafquire uplink support
as well. To support uplink traffic, schemes such as the onpgsed in([71] can
be integrated into the Overcast system. We are currentisiigating these tech-
niques in greater detail.

e Scheduling OverheadThe current scheduling approach transmits a broadcast
packet to synchronize APs at every time slot. While we hauweobserved any
performance problems with this approach, it may becoméycibshe wired back-
bone is carrying a large amount of data traffic. Insteadr aftery few slot times,
if we give the AP a schedule for the next few slots in a singleadcast packet,
the overhead can be drastically reduced. On the other harts @lue to clock
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drift may occur between broadcast packets. Moreover, fargelnumber of slots
(and long slot duration) the dynamics of the environment mlap change (e.g.
traffic patterns), which could result in wasted slot timesptactice, if the number
of slots is small enough such that the environment can sakelgssumed to be
constant, we can get around the problem of network load atvebnle dynamics.

Client Clock SynchronizationWhile the virtual AP design is attractive since it
removes the complexity of association from the client, eéhera clock synchro-
nization matter that could cause incorrect behavior atlieatc Specifically, while
each AP in the enterprise broadcasts the same BSSID and M&@sx] the TSF
timestamp is still unique to each AP. Every beacon receivédeaclient causes it
to update the hardware clock of its radio to reflect the newbeived timestamp.
Unfortunately, some 802.11 features that rely on accuyatetsonization between
the AP and the client (e.g. Power Save Mode) could experipraf@ems as a re-
sult of this behavior. Addressing this matter is an inteéngsproblem requiring
further investigation.

Joint AP Selection and Schedulinigr this work, we assumed that algorithms for
AP selection and traffic scheduling operate independeritgach other. While
such an approach is feasible and provides gains, jointlydoecwhich AP (or
path) to use for transmitting packets to a client and wheypsheuld be transmitted
is another intriguing approach worth exploring.

Multi-Rate Supportin our evaluation, we assumed that the link data rate for-wire
less transmissions is fixed. In real-world deploymentg eataptation algorithms
are commonly used to select the best rate based on curramtalt@nditions. On
our Intel platform, the rate adaptation algorithm was impdated in the firmware
of the radio and would have required implementing an API tpose this infor-
mation to the driver. However, the design of Overcast doéprexiude multi-rate
support for such traffic. In our current implementation, Afeestimates the num-
ber of packets it can transmit in a given slot, assuming amteof6 Mbps. This
can easily be replaced with a mechanism that dynamicalksmaodata rate based
on the current mean signal strength observed from the clidns is similar to the
‘rate-map’ proposed in [94].

Network SecurityThe single virtual AP design of Overcast presents some eniqu
security challenges. For example the use of MAC addresdisiganakes it harder
to identify and isolate rogue APs that are deployed by malisusers trying to gain
access to the corporate network. In these cases, usingdeesrsuch as WiFi-
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based position estimation [49] may help to determine théipas of broadcasting
APs and thereby identify devices that appear to be transigriftom unknown
locations.

The objective of Overcast was to highlight the benefits ohgisiynamicconflict-
graphs for fine-grained WLAN optimization. By exploitingctuconflict graphs, accu-
rate scheduling decisions can be made to provide cons{3teEhto mobile clients. Apart
from showcasing the usefulness of conflict graphs, this workributes to the research
literature in other ways as well. First, we show through iiedeexperimentation on both
our wireless testbed and on a production WLAN, that the ralleinnel design is poorly
suited for delay-sensitive applications operating on ¢ggdients. Second, contrary to
the prior literature that proposes sophisticated algorittior AP selection [111, 94], in
a single-channel design where hand-offs are network-ctbedr, simplistic AP selection
algorithms work just as well as more sophisticated algorglithat account for multiple
performance parameters when deciding the best AP for taetcli
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Chapter 8

Conclusions and Future Work

Modern wireless networks increasingly experience podiopeance due to RF interfer-
ence from devices operating on the same unlicensed fremseme the future, a growing
user base and demand for high bandwidth applications Wélyji exacerbate interfer-
ence in such networks. Enterprise WLANSs are examples ofl302tworks where user
density and requirements for high throughput applicatemescommon. Because these
networks operate indoors, irregular RF propagation makesference management an
even greater challenge. To address these challengesigbestdtion takes a coordinated
approach and proposes practical techniques for measurthgnadeling RF interference
in the form of conflict graphs. It applies these towards WLANimization problems to
demonstrate significant gains in both network throughpdtrahability. In this chapter,
we conclude this dissertation by summarizing its main ¢bations, pointing out some
of its limitations, and outlining remaining challenges foture work.

8.1 Contributions

The IEEE 802.11 standard was primarily designed for use amsgpnetwork deploy-
ments with a few clients and APs. The MAC protocol in 802.1%dasigned to provide
distributed and fair access to the medium, and provide &iésit service to applications.
Unfortunately, today’s networks are characterized by deleployments, heterogeneous
traffic, and diverse usage patterns (from WiFi hotspotsigldistance WiFi networks).
These characteristics violate the design principles uploiciWiEEE 802.11 was based,
causing network performance to degrade. In what followsbriefly list some of these
key issues and subsequently describe how this disserfdtsoim some crucial holes in
the current design.
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e The 802.11 design assumes interference to be an excepticar than the norm.
As aresult, simplistic techniques such as RTS-CTS andléigkr re-transmissions
are proposed in the protocol to alleviate interference wharises. In dense de-
ployments with many APs and clients, interference is no éoragn exception, and
decentralized techniques such as those described abbtedddress the interfer-
ence problem.

e Management and coordination, using conflict graphs have pemosed for alle-
viating interference in dense 802.11 networks. Howevadstiex techniques for
building these conflict graphs are either too inaccurateanipitively expense for
use in real-world networks.

e 802.11 networks are becoming increasingly dynamic, wittoig such as obstacle
movement and client mobility increasingly affecting netlwgerformance. As
a result, interference patterns also rapidly change in smsfronments. Prior
interference estimation techniques are ineffective is¢hg&cenarios because they
assume static clients where links are stationary for thateur in which the clients
are connected to the network.

e Existing interference estimation techniques assume cetpldministrative con-
trol of the network (APs and clients). However, clients inearterprise WLAN
operate independently of the network infrastructure andlifgimg them limits
widespread applicability of the proposed techniques.

e Existing WLAN optimization algorithms operate on timessabf minutes to hours
because interference information is only available atehgsescales. Thus, fine-
grained WLAN optimization is not possible with existingenference estimation
techniques.

In the context of enterprise WLANS, this dissertation addes the above problems
in the following way:

e Design: It proposes a centralized enterprise WLAN architecturdkeua ‘SMARTA)
that uses conflict graphs for WLAN optimization. SMARTA iotluces a conflict
graph construction framework that is not based on any RFggaion model and
only requires modest modifications to the networking irthiture. It is also the
first architecture that caters to the unique requiremengnterprise WLANS (e.g.
no client modifications, online interference estimationgl @evelops techniques
that are easily deployable in existing WLAN systems. Theag&iom using the
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SMARTA approach are illustrated by applying it to problenisentralized fre-
guency selection and power control.

e Implementation:

— With the goal of practically evaluating the proposed irdezhce measure-
ment framework, this dissertation also provides insights designing enter-
prise WLAN testbeds for centralized control. It highligttie key factors and
practical constraints that must be met when designing sotehgrise WLAN
architectures.

— This dissertation implements the conflict graph constamcframework for
SMARTA (dubbed ‘Micro-Probing’) to demonstrate its praeti application
to real-world deployments. In doing so, it applies novehteques such
as MAC Service Time to discover carrier-sensing interfeeeand CTS-to-
self to silence the network. Techniques such as silencihgmniy facilitate
conflict graph construction but also serve as generic tbalsdan be applied
to other problems as well [71].

e Application: This dissertation applies the interference measuremestérsyto
the problem of supporting mobile VoIP clients in the entegar The proposed
system (dubbed ‘Overcast’) uses the conflict graph to debielbest path (i.e. AP
selection) and time (i.e. traffic scheduling) in which tonenit packets to each
VoIP client. The resulting system is able to provide rekapérformance to VolP
clients even in the presence of co-located backloggedaness.

In addition, this dissertation makes the following key ctmttions:

¢ Highlights the key requirements for conflict graph modelingand construction
in enterprise WLANSs. Enterprise WLANS require a technique thiapidly dis-
covers interference in aonline network. Furthermore, to be widely deployable,
the technique must require no modifications to wirelessitdie

e Proposes the first measurement approach that is able to disger interference
in an online network. The approach leads to a three orders of magnitude reduc-
tion in measurement time without sacrificing measuremeruracy. Furthermore,
it is even able to capture interference in cases where tleéverds out of commu-
nication range of the interferer.

e Opens up the space for new innovations in WLAN optimization because of its
ability to measure the conflict graph at dramatically smdlleescales. With the

150



ability to measure conflict graphs quickly, optimizatiog@lithms can account for
changes caused by client mobility that were difficult to captusing traditional
measurement techniques.

8.2 Limitations

In this section, we outline a few limitations of our work. Wiide them into two cat-
egories. First are those that are fundamental to our propagproach and represent
design trade-offs. The second (discussed in SeCtidn 8&3)@en problems that are not
necessarily limitations of our approach but enhancementsit system that we did not
pursue in this dissertation. We discuss each of them in turn.

8.2.1 Lack of Client Control

In this dissertation, we focused on designing a system tlatst 1) Easy deployment
into existing enterprise WLANS, and 2) Supports legacyntiehat do not report any
state information to the AP. While this greatly eases théayepent process, we recog-
nize that such a design may likely be sub-optimal with resfeeone which also uses
client feedback (as discussed in|[96]). However, note thatdesign does not preclude
the ability to obtain feedback from the client and can be lipoaated into our system,
should that become feasible.

We therefore propose the following deployment path. Ouranirsystem can initially
be deployed into existing enterprise WLAN infrastructurBlsen, as clients are upgraded
to the latest standards (e.g. IEEE 802.11k), the system eandulified to incorporate
additional state information provided by these upgradeshtd.

8.2.2 Use of Commodity Platforms

Commodity platforms are restrictive in terms of their funoglity and flexibility, when
compared to platforms such as software-defined radios (DR®our work, we were
able to gain access to the driver and firmware for a commoddiot but were still not
able to collect all possible metrics of interest. For instgwe were not able to measure
energy spikes that could potentially be used to detectfermce at the receiver (as
discussed in [117]). Our choice of commodity platforms esents a tradeoff between
ease of deployment and better interference measuremeamnbaygc

151



8.2.3 Non-Enterprise Interference

This dissertation focuses on interference arising from @Rd clients) that are part of the
enterprise WLAN. Conflicts (or interference) from non-80Rdevices (e.g. microwave
ovens) or devices that are part of a different enterprisearét are not captured. Non-
802.11 devices are difficult to detect using commodity radltat do not expose any
information about non-802.11 RF signals. Furthermoreagtieeno way to control 802.11
devices that are under a different administrative do@m&iimwever, as standards such as
IEEE 802.11v are ratified, the ability to extend the intexfere measurement framework
across different administrative domains shall greatly dsed.

8.3 Future Work

This dissertation lays the groundwork for an exciting setesfearch problems along
multiple axes. We describe some of these research problexhs n

8.3.1 Extending Conflict Graphs

The existing conflict graph representation and constrodt@amework can be extended
in various ways, as described below.

Upstream Conflicts: The current implementation of the interference measurémen
system supports detection of downlink conflicts, i.e. thassing from the APs. How-
ever, emerging realtime applications are bound to incrapBek traffic as well. There-
fore, in the future, measuring uplink conflicts would alsorszessary to ensure that
interference is handled bidirectionally. While we havelioed some tests for uplink
conflicts in Chapterl4, an implementation of such an appraadquired.

Multi-Interferer Conflicts: In this dissertation, we focused on first-order conflicts,
l.e. conflict between pairs of links. Second or third ordenfticts are possible where
multiple nodes combine to cause conflict on a link. Captutiregaffect of these con-
flicts is possible by applying the ideas developed in [97] o pairwise conflict graph
computed using micro-probing. While this accounts for nfoagher order interference
effects, it misses scenarios where pairwise interferescei observed between links,
yet the combined interference from multiple interfererases conflict on a link [S4].

1There may be ways to passively sniff traffic to estimate fistence, but the accuracy of such tech-
niques is lower than the active measurements frameworkogeapin this dissertation
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Extending the interference measurement system to hanele tbases is an interesting
area of future work.

Coordinated Silencing: An important design element of micro-probing is the use
of silencing (i.e. unsolicited CTSes) to correctly exedine interference tests. While
we were able to silence the medium in most cases, silencingfaiaif devices use
asymmetric powers levels across the enterprise. To aléeth#s problem, multiple APs
could perform silencing for a test and create a boundaryratthe link pair to be tested.

Scalability: In our work, we tested the interference measurement system38
node wireless testbed. Today, enterprises can supportL@0 APs and many more
clients [61]. In this case, a single controller may not bdisigit, requiring the use of
a hierarchy of controllers where region-specific contrslimanage individual regions
of the deployment and compute the conflict graph for their oggions. These conflict
graphs would then be combined at a master controller to gemthre aggregate conflict
graph for the entire network. Supporting conflict graphsdoch deployments is an
interesting area of future work.

Scheduling Interference Tests:In our work, we designed a set of tests that accu-
rately and rapidly measure interference in enterprise WEANowever, the manner in
which these tests are scheduled in an online network is natred. Instead, we peri-
odically re-measure interference between links. While wlendt encounter any perfor-
mance problems with using micro-probing in conjunctiorhwivercast, with increasing
traffic volume, designing intelligent scheduling stragsgior the interference tests will
become important.

Reducing Number of Interference Tests:So far, our work has focused on reducing
measurement overhead per-interference test. Howeveargariscales, the number of
measurements could potentially become the bottleneckeldre, reducing the number
of measurements will become important and is worth expdpfor micro-probing as
well.

Modeling Impact of Interference: In this dissertation, we use a simple linear model
to capture the impact of interference, which is a functiohef load of the interfering
source (measured using packet level statistics that adéyewailable in the driver of
most wireless cards). For a fixed data transmission rate ntleideling turns out to be
accurate for 802.11 networks [97]. However, this model Vikikly not hold in cases
where the network supports multiple transmission ratesifstance, a client with fewer
packets to send at a low data rate could actually cause migmdeirence than one with
many packets to send at a higher rate. A better metric is thrmime that the client
occupies the channel (i.e. the number of busy slots). Thagrmation is typically only
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available in the firmware of most commodity cards.

Decentralized Construction of Conflict Graphs: We focused on addressing the
problem of generating conflict graphs for enterprise WLAN®wever, to measure the
conflict graph for other wireless systems (e.g., wirelesshmeetworks (WMNSs)), we
require a distributed implementation. While the specifichteques proposed in this
dissertation are not directly applicable to WMNSs, the uhdeg principles to support
interference measurements (i.e. synchronized probirtgiank silencing, etc) are com-
mon to both applications. Developing the interference mesasent framework for a
WMN is an exciting direction of future work.

8.3.2 WLAN Optimization Algorithms

Joint Parameter Optimization: Most WLAN optimization schemes tune AP param-
eters independently of each otherl[47]. In our work, we feo#d the same methodol-
ogy. For SMARTA, we explored channel selection and powettrcbindependently.
For Overcast, we performed AP selection and centralizeddding independently. It
would be interesting to explore algorithms that jointlyiopze parameters for each of
these systems.

Centralized Data Rate Adaptation: In today’s WiFi networks, each transmitting
node is independently responsible for deciding the best dee to use, based on the
observed signal quality to the receiver. Centralizatiordafa rate adaptation, while
proposed in prior work [96], has not been explored in depthsuch a scheme, conflict
graphs could be used to select an appropriate rate. Fortl@t$have many potential
conflicts, choosing rates that are more robust to collismmgd improve performance
for those links. Furthermore, choosing higher data ratas t&duce the air-time per
transmission could help alleviate the impact of exposeuhitaal interference between
pairwise links.

Comprehensive Power Control:In Chaptei 4, we presented a power control algo-
rithm that only considered inter-AP conflicts when selegtimnsmission powers for the
APs. A more comprehensive scheme would consider clientictnéis well. Designing
a power control algorithm that accounts for all possibleflbcts could improve perfor-
mance over the weighted Iteration Reduction (wIR) alganiffroposed for SMARTA.
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8.3.3 Studying Properties of Conflict Graphs

Being able to rapidly measure conflict graphs for 802.11 ogtesallows us to more
closely examine the structural properties of these grdghderstanding these properties
can potentially enable the design of better optimizatigoathms that further improve
network performance. Below we describe two possible avemuthis space.

Graph-theoretic Properties of Conflict Graphs: While computing conflict graphs
has been well-studied, exploring the graph theoretic dspdsuch graphs has received
less attention. In particular, determining the graph far(fior example, interval graphs)
to which most conflict graphs belong is useful as some grapbl@gms (e.g. graph
colouring) are easier on certain types of graphs. Conselguéms could lead to in-
novative algorithms that exploit such information to imypemetwork performance.

Time-Space Properties of Conflict Graphs:A key aspect missing in prior work is a
study on how the structure of the conflict graph evolves adiose and space. Moreover,
little is known about the impact of various tuning parametan the shape of the conflict
graph. Some of our preliminary work reveals similaritiebnmen different parameter
configurations of an 802.11 radio [31], thereby allowing eisdduce the search space
of possible configurations to test. However, a compreherstivdy on the evolution of
conflict graphs is required.

8.4 Concluding Remarks

This dissertation has a few underlying themes. First, &#ckis an important problem in
wireless systems that not only affects networks today bexjgected to have an impact
on future wireless networks as well. While a large body obpwork focuses on piece-
meal solutions, this dissertation seeks to systematiealtiress RF interference through
the use of conflict graphs that globally model interferer®econd, it develops solutions
based on practical assumptions that allow for the easiegtation of conflict graphs
into existing wireless networking designs. This aspecftsmignored in academic re-
search when designing and prototyping wireless systemisd, ihfocuses primarily on
practical implementation rather than theory. While theprgvides us some intuition,
practical implementation forces us to address real-waokistraints. Finally, this dis-
sertation adopts an evaluation methodology that involxgem®menting on large-scale
wireless testbeds. This is crucial as it allows researctwetsest scalability aspects of
the proposed approach. Put together, these themes maksdmmaific method that not
only allows for sound research contribution, but also weaitd application of proposed
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solutions that can be immediately deployed into existirgjays.
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