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Abstract

Ultra-wideband (UWB) is an appealing transmission technology for short-range, band-

width demanded wireless communications. With the data rate of several hundred

megabits per second, UWB demonstrates great potential in supporting multime-

dia streams such as high-definition television (HDTV), voice over Internet Protocol

(VoIP), and console gaming in office or home networks, known as the wireless per-

sonal area network (WPAN). While vast research effort has been made on the physical

layer issues of UWB, the corresponding medium access control (MAC) protocols that

exploit UWB technology have not been well developed.

Given an extremely wide bandwidth of UWB, a fundamental problem on how

to manage multiple users to efficiently utilize the bandwidth is a MAC design issue.

Without explicitly considering the physical properties of UWB, existing MAC proto-

cols are not optimized for UWB-based networks. In addition, the limited processing

capability of UWB devices poses challenges to the design of low-complexity MAC pro-

tocols. In this thesis, we comprehensively investigate the MAC protocols for UWB

networks. The objective is to link the physical characteristics of UWB with the MAC

protocols to fully exploit its advantage. We consider two themes: centralized and

distributed UWB networks.

For centralized networks, the most critical issue surrounding the MAC protocol

is the resource allocation with fairness and quality of service (QoS) provisioning. We

address this issue by breaking down into two scenarios: homogeneous and heteroge-

neous network configurations. In the homogeneous case, users have the same band-

width requirement, and the objective of resource allocation is to maximize the network

throughput. In the heterogeneous case, users have different bandwidth requirements,

and the objective of resource allocation is to provide differentiated services. For both

design objectives, the optimal scheduling problem is NP-hard. Our contributions lie
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in the development of low-complexity scheduling algorithms that fully exploit the

characteristics of UWB.

For distributed networks, the MAC becomes node-based problems, rather than

link-based problems as in centralized networks. Each node either contends for chan-

nel access or reserves transmission opportunity through negotiation. We investigate

two representative protocols that have been adopted in the WiMedia specification

for future UWB-based WPANs. One is a contention-based protocol called priori-

tized channel access (PCA), which employs the same mechanisms as the enhanced

distributed channel access (EDCA) in IEEE 802.11e for providing differentiated ser-

vices. The other is a reservation-based protocol called distributed reservation protocol

(DRP), which allows time slots to be reserved in a distributed manner. Our goal is to

identify the capabilities of these two protocols in supporting multimedia applications

for UWB networks. To achieve this, we develop analytical models and conduct de-

tailed analysis for respective protocols. The proposed analytical models have several

merits. They are accurate and provide close-form expressions with low computational

effort. Through a cross-layer approach, our analytical models can capture the near-

realistic protocol behaviors, thus useful insights into the protocol can be obtained to

improve or fine-tune the protocol operations. The proposed models can also be read-

ily extended to incorporate more sophisticated considerations, which should benefit

future UWB network design.
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Chapter 1

Introduction

Recent advances in semiconductor industry have bolstered the development of portable

devices and their applications on information exchange and data delivery. Users

equipped with such devices can be connected through various wireless networks, such

as cellular networks, wireless metropolitan area networks (WMANs), wireless local

area networks (WLANs), and wireless personal area networks (WPANs). While these

wireless networks are fundamentally different in their service scenarios and underly-

ing technologies, a common trend is that they all have been developed for providing

higher bandwidth to satisfy the growing demand of bandwidth-required multimedia

content distribution on portable devices.

The ultra-wideband (UWB) is a promising technology for ubiquitous connectivity

in home/personal space. Devices equipped with UWB transceivers can carry a wide

set of multimedia applications such as high-definition (HD) television, photos, videos,

console gaming, voice over Internet Protocol (VoIP), music sharing, etc., with high

display quality and sustainable battery life. While vast research effort has been

dedicated to physical layer issues of UWB, medium access control (MAC) and higher

layer protocols that exploit UWB technology have not been well addressed.

1



Introduction 2

The importance of the MAC protocol can be understood from its functionalities.

A MAC protocol is the process of coordinating the competing users in accessing the

wireless medium and sharing the radio resource. In wireless communications, the

uncoordinated transmission is regarded as interference that may cause link broken or

packet lose. The MAC protocol ensures that wireless medium is efficiently used and

fairly shared by users. Therefore, the design of MAC protocols has been deemed the

key factor in determining the success of providing wireless services to users.

Generally MAC protocols can be classified into centralized and distributed ones.

In centralized MAC protocols, the MAC functionality is performed at a central con-

troller. In distributed MAC protocols, each node performs the MAC functionally

according to the locally collected information. Despite that numerous MAC proto-

cols have been proposed in the literature, specific considerations should be made for

UWB networks in order to leverage the advantage of UWB in providing multimedia

services. Lacking of explicit considerations of the physical properties of UWB, existing

solutions remain considerable space for improvement. Therefore, the first objective of

this thesis is devoted to linking the physical characteristics of UWB communications

with the MAC protocol design.

The increasing demand of high-resolution digital content has driven the bandwidth

requirements at a dramatic pace. For emerging multimedia applications, conventional

wireless systems that are mainly designed to provide audio and lately data services

are short of supporting high bandwidth-demanded multimedia applications. While

the intrinsic wide bandwidth of UWB makes it a promising candidate for various

multimedia streams in digital home and office, it is imperative to take into account

the characteristics of multimedia traffic in developing appropriate MAC protocols.

The second objective of this thesis is to assess the performance of MAC protocols

in supporting multimedia applications over UWB networks. In the next section, we
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identify the main challenges to MAC protocol design in UWB networks for achieving

the aforementioned two goals.

1.1 Challenges to UWB MAC Protocol Design

With the capability of supporting very high data rates within short range, UWB is

the best candidate for the high rate WPAN. We introduce the WPAN by highlighting

its features as follows:

1. Infrastructure-free: Unlike cellular networks or WLANs, there is no fixed infras-

tructure in WPANs. Several devices can autonomously form a WPAN, which

can be flexibly reestablished, merged, or split in response to the environment

change.

2. Dense-deployed devices with limited computational capability: Communications

in WPANs are confined to a small area such as home, office, around persons or

objects. Thus devices may be densely deployed in the network. On the other

hand, UWB aims at low-cost, low-power devices. UWB devices can only afford

limited computation power.

3. Peer-to-peer: Devices in WPAN can communicate with each other via peer-to-

peer connections. Consequently, the central controller is no longer the traffic

bottleneck as that in cellular networks and WLANs, where all traffic is routed

through the central entity. On the other hand, this increases the difficulty of

acquiring the link quality information, which is the necessary input for making

scheduling decisions.

4. Heterogeneous and high bandwidth demand: A WPAN powered by UWB can

support multiple high-definition streams with bandwidth requirements on the
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order of hundred megabits per second Mbps. Meanwhile, users can also launch

real-time audio applications and bulky data transfer. Therefore, a UWB-based

WPAN presents the requirement of supporting heterogeneous traffic with high

bandwidth requirements.

Based on the above observations, in what follows, we identify the main challenges

to MAC protocol design for UWB-based WPAN. We discuss two distinct types of

UWB networks: centrally controlled and distributively controlled, since they possess

different design requirements, and are being developed by different standardization

bodies.

1.1.1 Centralized WPAN

In centralized WPAN under the consideration of IEEE 802.15.3 [1], the central con-

troller, called the piconet controller (PNC), is responsible for allocating the radio

resource to its members. Resource allocation in wireless networks generally consists

of three themes: throughput maximization, fairness, quality-of-service (QoS) provi-

sion. For throughput maximization, information-theoretical analysis [2] has shown

that the optimal scheduling for maximizing the network throughput in UWB net-

works is to properly allow the concurrent transmission. To determine the optimal

concurrent transmission set, the PNC needs the feedback information about the in-

stantaneous channel gain from each link. For WPANs with peer-to-peer connections,

this is practically not feasible. Furthermore, the optimal concurrent transmission set

problem can be shown to be NP-hard. Therefore, how to balance the achieved net-

work throughput and the induced computational effort is critical for UWB devices

equipped with limited computation capability.

Another import issue in resource allocation is fairness. A resource allocation
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strategy that maximizes the network throughput is generally unfair, because radio

resource is always allocated to the user that can best exploit it, i.e., the one with the

strongest channel [3]. On the other hand, if fairness is defined as the equal share of

resource, the network throughput cannot be maximized. There has been a significant

research effort on investigating the tradeoff between the efficiency and fairness of

resource allocation.

As a summary, providing QoS in UWB networks confronts different challenges

from classical wireless systems. Since UWB is envisioned to support various traffic

types with different bandwidth requirements, providing differentiated service becomes

essential to ensure QoS. Furthermore, fairness needs to be redefined to reflect hetero-

geneous bandwidth requirements.

1.1.2 Distributed WPAN

The distributed WPANs possess some different design challenges from centralized

ones. Without the aid of the central controller, maximizing the network throughput

in distributed networks is more difficult. Although several distributed MAC protocols

have been developed to exploit the capability of UWB of allowing concurrent trans-

mission [4–6], these protocols commonly introduce considerable signaling overhead.

Thus they are not suitable for UWB-based WPAN that requires fast deployment and

low operation complexity.

As a matter of practical concern, the WiMedia Alliance has included two simple

mechanisms in their specification for future UWB-based WPANs. One is a contention-

based protocol employing the same mechanisms as the enhanced distributed channel

access (EDCA) in IEEE 802.11e. The EDCA protocol has been successfully deployed

in WLANs, due to its effectiveness in supporting heterogeneous traffic. Although

significant research has been devoted to studying the performance of EDCA, its ca-
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pability in serving multimedia applications remains unexplored. The main difficulty

in analyzing the EDCA protocol arises from the complex contention behaviors among

traffic streams belonging to different classes. Meanwhile, the inherent characteristics

of multimedia traffic (bursty and correlated inter-packet arrival times) render the

delay performance difficult to analyze. For EDCA protocol to continue providing ef-

fective service differentiation, one of the key issues is to thoroughly study and improve

its performance in distributed UWB networks.

Another distributed MAC protocol defined in WiMedia specification is called the

distributed reservation protocol (DRP). The DRP allows users to reserve time slots,

or equivalently, bandwidth, in a distributed manner. Guaranteed bandwidth is im-

portant to real-time applications to ensure QoS. While the PCA protocol assigns

real-time traffic with the highest priority, bandwidth guarantee is still difficult in

a contention-based protocol. On the other hand, reservation-based protocols such

as time division multiple access (TDMA) can more effectively bound the delay by

allocating each user a fixed number of time slots and thus guaranteed bandwidth.

However, when the reservation procedure is fully distributed as in DRP, the available

time slots for reservation may non-uniformly spaced, leading to arbitrary reservation

pattern. It is well-known the reservation pattern has a significant impact to the de-

lay performance in reservation-based protocols. Even with granted time slots, the

shadowing effect may also drastically degrade the quality of real-time applications.

In an indoor environment, the shadowing effect often takes place when a person

walks through the line-of-sight (LOS), which contains the most significant transmis-

sion power of an ongoing link. Despite the shadowing is a short-term phenomenon,

its effect may expand to a large amount of data, especially when the transmission

rate is fast. In the literature, the centralized TDMA protocol and its variants have

been extensively studied [7–9]. The aforementioned problems in the distributed slot
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reservation protocol have not been addressed. In view of the ugent need of DRP to

support multimedia applications in UWB networks, it is important to understand the

impact of reservation pattern and the shadowing effect to the performance of DRP

over UWB channels.

1.2 Problem Description

The objective of this research is to comprehensively investigate the MAC protocols

in UWB networks. Both centralized and distributed UWB networks are considered,

as described as follows.

Design and Evaluation for Centralized UWB Networks

For centralized UWB networks, the main challenge is on how to efficiently allocate

the network resource, taking into account the characteristics of UWB. Here the term

“resource” explicitly means the “time slots”. Considering the capability of UWB of

allowing concurrent transmission, the resource allocation problem in UWB networks

can be regarded as two subproblems. Firstly, how to schedule the concurrent trans-

mission links within one slot. Secondly, how to allocate time slots to all links. Because

of the increased interference introduced by concurrent transmission, arbitrarily allow-

ing concurrent transmission may lead to lower aggregate throughput than TDMA,

i.e., a scheduling without concurrent transmission. Therefore, we consider TDMA

as the benchmark and try to find the condition when concurrent transmission can

produce higher aggregate throughput than TDMA.

Based on the derived condition, we can determine the concurrent transmission

links within one slot. The next question is how the resource, namely the total time

slots, should be allocated. We consider two scenarios: homogeneous and hetero-

geneous networks. The homogeneous network corresponds to the case that users



Introduction 8

have the same bandwidth requirement, and the objective of resource allocation is

to maximize the network throughput. In heterogeneous case, users lunch different

applications and thus have different bandwidth requirements. We adopt the notion

of “utility” to reflect the distinct bandwidth requirements of individual traffic class,

leading to a utility maximization problem.

Modeling ana Analysis for Distributed UWB Networks

In distributed UWB networks, the resource allocation is performed locally at each

device. We consider a beacon-enabled network such that the time can be aligned

within at least two-hop radio range. Furthermore, time is divided into the superframe

consisting of multiple time slots. Users acquire time slots for packet transmission via

contention-based or reservation-based approach. Both approaches are considered in

this thesis, with the focus on their capability in supporting multimedia applications.

For contention-based approach, we consider priority channel access (PCA) proto-

col specified in the WiMedia standard. The main reason of choosing PCA protocol

lies in its support of heterogeneous traffic for future UWB-based WPAN. We inves-

tigate the capability of PCA protocol in providing QoS to multimedia traffic. This

requires us to look into the characteristics of multimedia traffic that are significantly

different from typical data traffic. Specifically, the objective of this research is to de-

velop an appropriate analytical model, whereby we can observe the impact of various

system parameters, such as burstiness/correlation in interarrival times, contention

window size, and interspace between contention zones of different traffic classes, to

the protocol performance. Based on these observations, we can improve the protocol

to best support multimedia traffic in UWB networks.

For reservation-based approach, we consider the DRP, where the time slot can

be reserved through a negotiation procedure between the sender and the receiver.

We identify three issues relevant to the QoS provisioning for delay-sensitive multi-
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media traffic. Firstly, the available slots for reservation may arbitrarily located in

the superframe, leading to the “arbitrary reservation pattern”. This is fundamentally

different from the ordinary TDMA protocol, where time slots are either contiguous

or uniformly spaced. We investigate the impact of reservation pattern to the protocol

performance in terms of throughput and delay. Secondly, the reserved time slots may

not be used if the sender buffer becomes empty from time to time. Alternatively, the

unused time slots that are indicated as “soft reservation” can be accessed by other

users if the slots are not used. From network-centric viewpoint the soft reservation

is advantageous to reducing channel idle time and thus improves the channel utiliza-

tion. From user-centric perspective, we challenge whether the use of soft reservation

is beneficial to the delay performance. Apart from the protocol operation, we are

also interested in the impact from the propagation environment. UWB applications

will mostly take place in the indoor environment, e.g., living room or office building,

where people might frequently walk through the LOS of an ongoing link and introduce

the short-term shadowing. Our research goal is to identify the impact of the short-

term shadowing to the DRP performance. Thus, we develop an analytical model that

captures the joint behavior of the queue length variation and the time-varying UWB

channel under the given reservation pattern and method.

1.3 Organization of This Thesis

This thesis is divided into two main parts. In the first part, including Chapter 2, 3

and 4, we consider resource allocation problems in centrally controlled UWB networks.

In Chapter 2, we review the fundamental properties of UWB and the related

work on UWB MAC design. The two standardization bodies of UWB and their

specifications are also briefly reviewed.
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Chapter 3 considers the link scheduling problem for throughput maximization in

centralized UWB networks. We attempt to link the physical properties of UWB to

the design of scheduling algorithm. To achieve this, we derive the sufficient condi-

tion when the concurrent UWB transmissions yields higher throughput than TDMA

scheduling. Based on this result, we propose low-complexity scheduling algorithms

for UWB networks.

In Chapter 4, we further consider the network consisting of heterogeneous traffic

with different bandwidth requirements. The assumption of perfect distance infor-

mation is also relaxed that leads to a stochastic optimization problem. Based on

the global search algorithm (GSA) [10], we propose an improved heuristic algorithm

tailored for UWB networks.

In the second part, containing Chapter 5 and Chapter 6, we conduct performance

modeling and analysis for distributive MAC protocols, aiming at their capabilities of

supporting multimedia traffic in UWB networks.

Chapter 5 considers the contention-based PCA protocol specified in the WiMedia

standard. We develop an analytical model for studying the performance of PCA,

considering the bursty/correlated interarrival times of multimedia traffic. We perform

extensive simulations to verify the accuracy of the proposed analytical model and

provide insights into the PCA performance.

In Chapter 6, we consider the reservation-based DRP. We develop an analytical

model, which captures the joint behavior of queue variation, non-uniformly spaced

reserved slots, and the time-varying UWB channel due to a single moving obstacle.

Different reservation methods are also considered. Based on the proposed analytical

model, we conduct a thorough investigation on the interaction of DRP performance

with numerous system parameters.
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Chapter 2

Related Work

The distinct traits of UWB from traditional narrowband communication systems1

stimulates the need of revisiting various MAC issues such as resource allocation and

scheduling, as will be investigated in this thesis. To explore the design space of

UWB networks, this chapter overviews some fundamental properties of UWB and

the related work. In Section 2.1, we briefly introduce UWB and highlight the main

features, followed by the current standards for UWB networks in Section 2.2. Related

literature on UWB is reviewed in Section 2.3.

2.1 Ultra Wideband

UWB technology encompasses a broad range of signal forms and design approaches.

Any wireless transmission scheme is qualified as UWB as long as it achieves the

transmission bandwidth more than 500 MHz or a fractional bandwidth of at least 25%,

1A radio system whose fractional bandwidth is of the order of 1% or less is considererd as

narrowband. The fractional bandwidth is obtained by dividing the transmission bandwidth by the

center frequency.

12
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as defined by the Federal Communication Commission (FCC) [11]. The deployment

of UWB systems is approved on the unlicensed 3.1–10.6 GHz band subject to a

strict power spectral density (PSD) (−41.25 dBm/MHz) [11] to prevent interfering

with other radio systems. The application scenarios for UWB communications fall

in either high data rates (HDRs) over short range, under the consideration of the

IEEE 802.15.3a Task Group, or low data rates (LDRs) over medium-to-long ranges,

considered by the IEEE 802.15.4a Task Group. This thesis focuses on the HDR

scenario of UWB.

The very first UWB system is known as “impulse radio” (IR), where each signal is

transmitted using an extremely short pulse of duration Tc (typically, Tc = 0.1 ∼ 1.5

nanoseconds). To increase the reliability, the same symbol is repeated a certain

number of times Nc. The bit interval Tb is divided into multiple frames, each with

duration Tf = Tb/Nc, where Tf is the pulse repetition time typically being a hundred

to a thousand times Tc. Therefore a UWB signal has a very low duty cycle inherently

providing the capability of multiple accessing. When multiple users access the chan-

nel concurrently, a large number of pulses might arrive at the receiver concurrently if

pulses are uniformly spaced, resulting in catastrophic collisions. To reduce the possi-

bility of catastrophic collisions, each user can use a different pseudo-random sequence

to determine in which frame should a pulse be transmitted. Such a pseudo-random

sequence is called a time-hopping (TH) sequence, and it can be deemed a means to

spread the signal over a wide spectrum [12].

The IR-UWB can be jointly used with numerous modulation methods. Alterna-

tively, UWB pulses can be transmitted without modulation onto a sine wave carrier

frequency, in contrast with conventional radio frequency technology. The carrier-less

modulation leads to low-power and low-cost transceiver circuitry. The IR or TH-

UWB has been widely used in radar and military applications due to its high spatial



Background 14

resolution, immunity to passive interference, low probability of detection, etc [13].

However, it is not suitable for high-rate wireless networks, since the low-duty cy-

cle property of IR-UWB limits the maximum achievable bit rate up to several tens

of megabits per second. Additionally, the IR-UWB employs carrier-less modulation

challenges the carrier-sensing mechanism that is widely used in distributed wireless

networks to detect the channel activity. Therefore, modern UWB systems employ

other techniques such as impulsive direct-sequence spread-spectrum (DSSS) [14] or

nonimpulsive orthogonal frequency division multiplexing (OFDM) [15] to achieve high

data rate and spread the signal over the wide spectrum.

The UWB technology promises short-range wireless applications with high band-

width demand. The general features of UWB systems can be summarized as follows.

• The extremely wide bandwidth of UWB inherently allows multiple concurrent

transmissions within close proximity that facilitates indoor wireless applications

with dense user population [16]. In addition, UWB signals are less sensitive to

multipath fading [17] and can provide accurate distance information [18].

• The power consumption of UWB transmission is very low (about 0.05 mW)2,

which promises its application on portable devices with limited power supply.

2.2 MAC Standards for UWB Networks

As UWB is envisioned to be the transmission technology for HDR WPANs, we

briefly introduce the MAC protocols defined in current WPAN standards. The main

functionality of MAC is to coordinate channel use among multiple users. The MAC

protocol plays an important role in enabling various networking functionality and

2Existing WLAN technologies require 50 mW in average power consumption.
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providing QoS to user applications.

2.2.1 IEEE 802.15.3

To allow fast network formulation among users with QoS assurance, the IEEE 802.15.3

working group has defined the MAC mechanisms for WPAN, by which a number of

devices can exchange high-volume data with each other and free from needing any

pre-established infrastructure [1]. Among a set of devices in the vicinity, one of them

is elected as the piconet coordinator (PNC), responsible for the channel access control

and radio resource allocation.

time
superframe m-1 superframe m superframe m+1

Beacon from 
PNC

CAP
CTAP

MCTA

CAP � contention access period
CTAP � channel time allocation period
MCTA � management channel time allocation

CTA-2 CTA-nCTA-1

Figure 2.1: Superframe structure defined in IEEE 802.15.3 MAC protocol.

In IEEE 802.15.3 standard, the channel time is divided into superframes, with

the structure shown in Figure 2.1. Each superframe starts with a beacon period

(BP), during which the PNC sends the beacon containing network synchronization

and control message. Devices then can access the channel using either the contention

or contention-free mechanisms. In contention access period (CAP), devices send

their resource requests to the PNC using carrier sensing multiple access with collision

avoidance (CSMA/CA).
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PNC1

UserA
UserB

PNC2

Figure 2.2: Illustration of inter-piconet interference in the IEEE 802.15.3 MAC pro-

tocol. Due to lack of coordination, UserB might interfere with UserA.

Besides BP and CAP periods, the remaining time in a superframe allocated for

data transmission is called channel time allocation period (CTAP), which is further

divided into equal-length time slots or called channel time allocations (CTAs). The

PNC of a WPAN allocates CTAs to both asynchronous and isochronous data (periodic

traffic, e.g., video and audio streams with time bound) using the TDMA discipline.

CTAs that are used for PNC to communicate with devices for command exchange

are called management channel time allocations (MCTAs). We summarize the IEEE

802.15.3 MAC by discussing its pros and cons.

• Unlike conventional centralized solutions such as the base station in cellular

networks or the access point in WLANs, the PNC is not restricted to be a fixed

facility. This allows fast network deployment.

• Users in WPAN can communicate in a peer-to-peer fashion that relieves the

load of PNC, which needs to relay the user traffic in the legacy Bluetooth based

WPAN, due to its master-slave configuration.
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• The hybrid MAC protocol, combining contention and contention-free, is more

efficient than the use of single one.

• In case the PNC is shut down or leaves abruptly, it may take several seconds

for the rest of the devices to reorganize and elect a new PNC. Thus the network

is prone to single point of failure.

• The centralized WPAN suffers from inter-piconet interference as illustrated in

Figure 2.2. Without inter-piconet signaling, UserA in piconet 1 is interfered

with the UserB of piconet 2. In this scenario, PNC1 and PNC2 are hidden from

each other.

2.2.2 WiMedia MAC

The IEEE 802.15.3 was defined based on a narrow-band physical layer without explicit

consideration of UWB. There has been a standard debate between the choice of direct-

sequence based and OFDM based UWB for future WPAN. In 2005, the WiMedia

Alliance launched its PHY and MAC specifications based on multiband-OFDM (MB-

OFDM) technology [19]. The most distinct difference of WiMedia MAC from IEEE

802.15.3 is that there is no need of a central controller, as the MAC functionality is

fully distributed.

The WiMedia MAC also employs a superframe structure consisting of two parts:

the BP and the data transfer period (DTP). The beacon frame transmitted in the BP

contains important timing and control information to maintain the fully distributed

channel access. Each device needs to send its beacon frame during the BP. To deal

with the possible collisions of beacon frames, a beacon collision resolution protocol

(BCRP) is suggested in the standard that guarantees all devices within two-hop

radio range use a different beacon slot. The set of devices that have the same beacon
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Figure 2.3: Superframe structure defined in WiMedia MAC protocol.

period start time (BPST) forms a logical group, or called beacon group. The union

of a device’s beacon group and the beacon groups of all devices in the tagged device’s

beacon group becomes an extended beacon group.

Besides BP, the remaining time in the superframe is used for data transmissions.

During DTP, devices can access the channel using two different methods: a con-

tention based prioritized channel access (PCA) protocol, and a reservation based

distributed reservation protocol (DRP). The PCA provides differentiated channel ac-

cess via the same differentiation mechanisms as the enhanced distributed channel

access (EDCA) in IEEE 802.11e. The DRP can be regarded as a distributed TDMA

protocol. Through DRP, guaranteed bandwidth can be reserved locally, which is

important to streaming applications. The operations of these two protocols will be

detailed in Chapter 5 and Chapter 6, respectively. The WiMedia MAC is summarized

as follows:

• It eliminates the need of a central entity.

• It eliminates the hidden terminal problem in typical ad-hoc networks by beacon

exchange.

• The use of hybrid MAC protocols improves channel utilization.
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• Devices in an extended beacon group can not transmit in the same beacon

slot. As the node density increases, the excessive contentions may degrade the

protocol efficiency dramatically.

2.3 Related Work

There has been a significant research on UWB MAC and related issues. With the

same goal of fully exploiting the advantage of UWB, several MAC protocols based on

MSI have been proposed. Another line of research focuses on the joint consideration

across protocol stacks. Since the high data rate transmission provided by the UWB

physical layer introduces significant overhead to the upper layers, how to reducing

this side effect has also drawn a lot of attentions.

MSI-based MAC Protocols

One of the most notable characteristics of UWB is that, its extremely wide transmis-

sion bandwidth inherently allows concurrent transmission. To exploit this feature,

several MAC protocols based on the notion of maximum sustainable interference

(MSI) have been developed for UWB networks. The MSI indicates the maximum

tolerable interference of a node to maintain the required SINR. For centralized net-

works, a node wishing to join sends a request to the central entity. According to

the interference level introduced by this new node, the central entity admits the new

node if its transmission is less than the MSI of existing nodes. The employment

of MSI-based schemes can be tracked back to CDMA-based ad hoc networks. This

approach is recently revisited in [4], and adopted by several companion papers for

designing the MAC protocol based on TH-UWB [5,6,20]. The admission control can

also be performed locally, but frequent exchanges of control messages among nodes
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are necessary that introduce significant protocol overhead. In addition, MSI-based

protocols suffer the near-far problem, because of the analogue of TH-UWB to CDMA

systems. In [6], a MSI-based MAC protocol is proposed to resolve severe near-far

problem. Each user selects the time slot such that its transmission introduces the

least interference from/to other existing users at that slot. Hence, the nodes whose

transmission have a larger impact to each other can be scheduled exclusively.

Traditional MAC protocols that enforce temporally mutual exclusion between

concurrent transmissions are over-cautious for UWB networks. While MSI-based

protocols are more suitable and effective for UWB networks, some issues need to

be further addressed, e.g., enormous signaling overhead, its application to multi-hop

communications, and so on.

Cross-Layer Design

In view of the essentiality of UWB as a physical layer technology, a cross-layer ap-

proach is expected to provide more comprehensive guideline for UWB network design.

In [21], a joint power control, scheduling, and routing problem for UWB ad hoc net-

works is investigated. The cross-layer optimization is formulated as a mixed-integer

nonlinear programming (MINP) problem and solved by a heuristic approach for a

small-sized network. The most important finding is that, with the linear rate func-

tion provided by extremely wide bandwidth of UWB, the proportional rate allocation

(by maximizing the sum of logarithmic rates) can be achieved using a simple on-off

power allocation, i.e., each link transmits with either zero or full power. This result is

independent of the choice of routing and MAC protocol. In addition, by implement-

ing an exclusive region around each receiver, the optimal flow rate can be attained

and the radius of exclusive region is relevant to the achievable flow rate. However,

how to determine a proper exclusive region size is untouched. The same optimization
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problem is revisited in [22] with more focus on algorithm development for solving the

nonlinear optimization problem.

Different from conventional wireless networks with narrow bandwidth and large

transmitting power, UWB radios possess extremely wide bandwidth and low trans-

mitting power. In the limit of infinite bandwidth, it is preferable to transmit over

the entire bandwidth, implying the optimality of CDMA for multiple access [2]. For

UWB networks with finite but large bandwidth, concurrent transmissions are still fa-

vorable to maximizing network throughput. However, certain exclusive mechanisms

are required, e.g., assigning links with different subbands [23]. Although the result is

obtained based on the ideal assumption that the entire bandwidth can be partitioned

arbitrarily small, it indeed indicates that the fundamentally different characteristics

of UWB could lead to a new dimension of UWB MAC design.

For single-hop networks, the maximum network throughput is usually achieved by

coupling power allocation with link scheduling. In [24], it has shown that for UWB

networks, the throughput improvement resulted from power allocation is relatively

small as compared with that from proper scheduling. Thus sophisticated power allo-

cation may not be necessary if the primary goal is to maximize the network capacity.

Overhead Reduction

UWB is capable of providing several hundreds Mbps data rate that can benefit many

multimedia applications with high bandwidth demands. However, the very high rate

of UWB transmissions also introduces some downsides to the MAC protocol.

The first issue is the overhead caused across protocol stacks. For example, the

physical and MAC headers that contain important control information are usually

protected with higher redundancy and thus transmitted using a much lower rate than

that for payload. This leads to low channel utilization as a relatively large proportion
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of time is consumed on overhead. Additionally, the high rate transmission of UWB

challenges the synchronization speed. To achieve bit synchronization, the sender’s

clock and the receiver’s one must be aligned before starting the communication. For

UWB signals with ultra short duration, the time required to establish synchronization

can be prohibitive. In the presence of multipath fading, rapid synchronization is more

challenging.

Several research works have been conducted in attempt to reduce the overhead

and its effect to UWB networks. In [25], a number of techniques are proposed to

address the problem of long timing acquisition at the MAC layer. The basic idea is to

pack multiple upper-layer packets in one MAC frame and transmit the MAC frame as

one unit. By aggregating multiple packets into one MAC frame, the synchronization

overhead can be greatly reduced. The drawback of this approach is, a higher packet

error probability may be expected when transmitting a large frame over the error-

prone wireless channel. Another solution proposed in [26] is to persistently maintain

the physical link by sending low-rate control packets if there is no data to send.

Thereby the sender and receiver do not need to re-synchronize once they are engaged.

This approach inevitably increases the transmission time leading to increased power

consumption of an ongoing link and interference to other links in the mean time. In [6],

a distributed MAC protocol is proposed for UWB networks, where consecutive slot

reservation is favored when a link is admitted into the network. By scheduling a link

in consecutive slots, the acquisition overhead except the first slot is eliminated since

the receiver and sender have been synchronized. Such a strategy does not introduce

extra signaling overhead nor incurs higher probability of transmission errors and thus

is more suitable to high-rate UWB networks with limited power supply.

Another source of overhead is the interframe space between two successive frames.

The interframe space is used for the receiver to tell the end of one frame transmissions
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and potentially the start of the next one. During this interval, the channel is idle and

thus is regarded as an overhead. As the transmission speed increases, the overhead

of interframe space becomes more notable. However, the length of interframe space

can not be arbitrarily shortened. Alternatively, the overhead of interframe space can

be reduced by using one acknowledgement (ACK) frame to acknowledge multiple

data frames. In general, a data frame is followed by the ACK frame to signal the

sender if retransmissions are required. By doing so, the number of interframe spaces

can be reduced so as the ACK frames. Such an ACK mechanism is called Delayed

ACK (Dly-ACK) or burst ACK (B-ACK) and has been adopted in IEEE 802.15.3 [1]

for WPAN and IEEE 802.11e [27] for WLAN. The number of frames that can be

transmitted consecutively before the ACK is called the burst size. Setting a proper

burst size is critical to the protocol performance. A large burst size is beneficial to

improve channel utilization, since the channel is used more often for delivering data.

However, increasing the burst size also results in longer inter-packet delay that may

not be acceptable to time-sensitive applications [28]. Some recent work has explored

the optimal configuration of Dly-ACK, under different objectives, e.g., optimal burst

size in minimizing packet delay with respect to the traffic load [29], and optimal

payload size for throughput maximization [30].

2.4 Summary

In this chapter, we first introduced the essential properties of UWB and the cur-

rent MAC standards for UWB networks. We then reviewed the previous work rel-

evant to UWB MAC design, including three major issues: MAC protocols for con-

current transmission, cross-layer considerations aiming at throughput maximization,

and techniques to reduce the impact of protocol overhead in UWB networks. Lacking
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of explicit considerations of the physical properties of UWB, there remains a large

space for existing solutions to be further improved. In the following chapters, we will

explore the MAC protocol design for UWB networks. Our focus is on linking the

fundamental properties of UWB to MAC protocols.



Chapter 3

Throughput Improvement via

Concurrent Link Scheduling

3.1 Introduction

Given the extremely wide UWB bandwidth, a fundamental question is how this fat

wireless pipe can be optimally and efficiently utilized. Achieving optimal channel

utilization in wireless networks generally is achieved by solving a cross-layer problem,

involving power allocation, scheduling, and routing. Although such a cross-layer

design can achieve the optimality, the formulated optimization problem is commonly

complex and requires high computational effort to solve. The problem is even more

difficult when the user QoS requirements are concerned. As mentioned in Chapter 1,

complexity issue is crucial to UWB network design.

Previous work has suggested that, in the wide-band region, the optimal channel

utilization can be achieved by allowing concurrent transmission [2] using a simple

25
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on-off power allocation3. For UWB networks with large but finite bandwidth, con-

current transmission can still be beneficial to improve the network throughput, where

the major improvement is resulted from proper scheduling for concurrent transmis-

sion rather than from power allocation [21,24]. In fact, the stringent emission masks

imposed on UWB according to the FCC regulations have limited the maximum trans-

mission power of UWB to a very low level. Thus we eliminate sophisticated power

allocation and concentrate on the design of achieving optimal channel utilization in

UWB networks, which can be formulated as a link scheduling problem.

The impact of concurrent transmission is twofold. Due to the increased multi-

ple user interference (MUI) from concurrent transmission, the received signal quality

of individual link is degraded and thus the link throughput. On the other hand, by

properly allowing concurrent transmission, each link can obtain more transmission op-

portunity than using a temporal exclusive mechanism such as TDMA. Consequently,

the total throughput of the network can be improved, or equivalently, better channel

utilization.

This chapter is dedicated to the design of scheduling algorithms for concurrent

UWB links with the goal of maximizing the network throughput. The optimal

scheduling for the concurrent transmission can be shown to be NP–hard. Thus we

aim at low complexity algorithms for practical concern. Because of the increased

interference introduced by concurrent transmission, arbitrarily allowing concurrent

transmission may not be better off than TDMA, i.e., a scheduling without concur-

rent transmission. Therefore, we consider TDMA as the benchmark and try to find

the condition when concurrent scheduling can produce higher aggregate throughput

than TDMA. Based on this condition, we develop low-complexity scheduling algo-

rithms for improving the networking throughput.

3The definition of on-off power allocation can be referred to Chapter 2.
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The remainder of this chapter is organized as follows. Section 3.2 presents the

system model. In Section 3.3 we analyze the condition when concurrent transmis-

sion achieves higher network throughput than TDMA. Based on this result, two

low-complexity scheduling algorithms that improve the network throughput are pre-

sented in Section 3.4. The performances of the proposed scheduling algorithms are

evaluated by simulations in Section 3.5. Section 3.6 summarizes this chapter. Some

terminologies will be frequently used in this chapter with the following definitions:

• Channel utilization: It is the achieved throughput normalized by the channel

capacity. A higher channel utilization immediately implies a higher network

throughput.

• MUI factor: It is the reciprocal of the processing gain. In a spread spectrum

system, the processing gain is the ratio of the spread bandwidth to the un-

spread bandwidth. We use the inverse of the processing gain to characterize the

robustness of the UWB signal against MUI.

3.2 System Model

The considered network is a beacon-enabled UWB network, where one of the de-

vices is selected as the piconet controller (PNC) responsible for broadcasting beacons

and scheduling the channel access for its members. The beacon frame contains syn-

chronization information, control messages, and scheduling decisions. We consider

a superframe structure as the one used in the IEEE 802.15.3 (see Figure 2.1). De-

vices can reserve time slots by sending their requests using CAP. Upon receiving the

request for resource, the PNC makes the scheduling decision and encodes the result

in the beacon. The scheduling algorithm is performed only when there are changes

taken place in the network topology or the bandwidth demand of individual user.
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The transmitted signal passes through a channel which introduces additive white

Gaussian noise (AWGN), power attenuation due to propagation path loss, and inter-

ference. The AWGN channel is assumed on the basis that UWB signals experience

less fast multipath fading due to its fine multipath separation and the multipath com-

bining at the receiver end [17], and that slow fading has a larger time-scale compared

to a packet transmission time [21]. Unlike typical centralized wireless networks, the

PNC in a peer-to-peer network is not capable of learning the instantaneous channel

gain of each link. Alternatively, the channel quality can be measured using the link

distance information provided by the accurate ranging capability of UWB. Denote

the distance between the receiver and the transmitter of link i by di, the received

power pr(i) can be estimated as pr(i) = ptd
−γ
i , where γ is the path-loss exponent.

Shannon’s upper bound gives the achievable throughput Ri as W log2(1 + SINR),

where SINR = pr(i)
(η+I0)W

, W denotes the transmission bandwidth, η is the one-sided

power spectral density (PSD) of thermal noise, and I0 is the PSD of interference4,

respectively. In the wideband regime, i.e., W →∞ [32],

Ri ≈
pr(i)

η + I0

log2 e. (3.1)

3.3 Scheduling for Concurrent Transmission

As discussed in the beginning of this chapter, multiple UWB links can transmit con-

currently to improve the channel utilization. The effect of concurrent transmission

is twofold. For individual link, the concurrent transmission degrades the received

signal quality and thus the instantaneous data rate. On the other hand, by allowing

concurrent transmission, each user can be assigned with more transmission opportu-

nities such that their total throughput is possibly increased. Such a tradeoff can be

4The Gaussian approximation holds in the presence of a large number of interferers [31]
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characterized by the concept of exclusive region, defined as the spatial region around

each receiver in which no concurrent transmission is allowed. A larger exclusive region

helps to limit the aggregate interference by inhibiting the nearby dominant interferers,

with the cost of less spatial reuse. For the extreme case that the exclusive region is

infinitely large or small, the scheduling discipline reduces to TDMA (i.e., no concur-

rent transmission), or all-at-once (i.e., all links transmit concurrently), respectively.

Considering TDMA as the benchmark, the following lemma states the sufficient con-

dition that the concurrent UWB transmission is preferable to TDMA in improving

the network throughput.

Lemma 3.1. Without loss of generality, consider scheduling N links during a schedul-

ing cycle of N time slots. The link throughput, resulted from concurrent transmission

with the exclusive region of radius δ, is larger than that from TDMA when

Ij,i ≤ η, j 6= i (3.2)

where Ij,i represents the interference from link j’s source to link i’s destination.

Proof. Denote RT
i and RC

i the throughput of link i under TDMA and concurrent

transmissions, respectively, during a scheduling cycle. With TDMA scheduling, the

achievable data rate of link i is

RT

i = k′pr(i)/η = k′ptd
−γ
i /η, (3.3)

where k′ = log2 e. For concurrent transmissions, the achievable data rate of link i is

RC

i =
Nk′pr(i)

η +
∑

j 6=i Ij,i

=
Nk′ptd

−γ
i

η +
∑

j 6=i Ij,i

, (3.4)

where Ij,i is the interference from link j’s source to link i’s destination with distance

dj,i. Let δ be the distance such that Ij,i equals N0. If all interferers are at least δ
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distance away from the receiver of link, i.e., dj,i ≥ δ, it implies Ij,i ≤ η for all j 6= i.

The resultant link throughput with the concurrent transmission is

RC

i >
Nk′ptd

−γ
i

η + (n− 1)η
=

k′ptd
−γ
i

η
= RT

i . (3.5)

Theorem 3.1. Denote by δ the radius of exclusive region, as defined in (3.2). Any

two links i and j can transmit concurrently such that (3.5) is satisfied if the following

condition holds:

di,j > δ and dj,i > δ. (3.6)

The minimal radius of the exclusive region δ that ensures Ij,i ≤ η depends on the

processing gain of UWB signals and the background noise level, and it is independent

of the link length. The condition (3.6) implies that scheduling concurrent UWB

communications is preferable to TDMA transmissions so long as all interferers are

outside the exclusive regions of other receivers.

To achieve the maximum throughput, the optimal radius of exclusive region needs

to be decided. In general, there is no close-form solution for arbitrary network topol-

ogy. In the following an asymptotic analysis is conducted to identify the performance

bound. For the random distributed network, simulations are used to study the impact

of exclusive region in Section 3.5.

Asymptotic Analysis

Consider a squared area of size A in which nodes are densely and uniformly dis-

tributed as shown in Figure 3.1. Let the radius of exclusive region be δ, such that

the shortest distance from the interferers to the tagged receiver located at the center

of the square is δ. For a tagged receiver, there are four interferers with distance nδ

for n = 1, 2, 3, ..., four interferers with distance
√

2nδ, and 8(n − 1) interferers with
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Figure 3.1: The Voronoi diagram of a dense UWB network.

distance in between nr and
√

2nδ. Denote b the MUI factor, which represents the

cross-correlation of the target signal and interfering signal. For the tagged receiver,

the total interference from all of the other concurrent transmitters can be approxi-

mated as,

I ≈ bpt

∞∑

n=1

{4[(nδ)−γ + (
√

2nδ)−γ] + 8(n− 1)[(1 +
√

2)nδ/2]−γ}

= 4bptδ
−γ[1 + 2−γ/2 − (1 +

√
2)−γ21+γ ]ζ(γ) + 8bpt(δ/2)−γ(1 +

√
2)−γζ(γ − 1),

(3.7)

where ζ is the Riemann Zeta-function defined as ζ(γ) =
∑∞

n=1 n−γ. Note that the

convergence of ζ(γ) for γ > 1 implies that (3.7) converges when γ > 2. Therefore,

even with infinite numbers of interfering nodes, the total interference I is bounded

for α > 2. For indoor environment, the pathloss exponent typically ranges from 2 to

7 [33]. To ease the presentation, (3.7) can be simplified as I = bδ−γCγ , where Cγ, as

a function of γ, contains all the remaining terms. As a result, the achievable data
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rate of a tagged user i can be given by

Ri = k′ pr(i)

η + bCγδ−γ
. (3.8)

With the number of nodes approximated by n ≈ A
δ2 , the aggregate throughput of

concurrent transmissions is thus

n∑

i=1

Ri =
k′

∑n
i=i pr(i)

η + bCγδ−γ

=
k′Ap̄

ηδ2 + bCγδ2−γ
, (3.9)

where p̄ = 1/n·∑n
i=1 pr(i). The maximum throughput is achieved when [ηδ2+bCγδ

2−γ ]

is minimized. The optimal radius of exclusive region δ∗ can thus be obtained as

δ∗ = [
(γ − 2)bCγ

2η
]1/γ . (3.10)

It can be seen that δ∗ is a function of the pathloss exponent, the background noise

level, and the MUI factor. The maximum network throughput is given as

Rmax =
2k′Ap̄

bCγ(δ∗)2−γ
. (3.11)

Validation

To verify the above analysis, we simulate a dense network with the same constellation

as in Figure 3.1. The network size is 400m × 400m, where nodes are uniformly

distributed following the grid topology. The tagged receiver is located at the center

of the network, and the corresponding sender is 2 m away from the receiver. The

simulation parameters are pt = 0.05 mW, N0 = 2.5 × 10−8 mW, and b = 10−4. In

simulations, the distance between the closest interferer j and the target receiver i,

denoted as d, is a multiple of δ as that defined in Lemma 3.1. Then the value d

that achieves the maximum aggregate throughput is regarded as the optimum size of
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Figure 3.2: Optimal radius of exclusive region obtained from (3.10) and simulations.

exclusive region. Figure 3.2 shows the optimal radius of exclusive region with respect

to different values of path-loss exponent obtained from (3.10) and from simulations.

The path-loss exponent γ is selected according to the measurement results reported

in [33]. In office and residential environments, γ ranges from 3 to 4 for soft non-line-

of-sight (NLOS) and from 4 to 7 for hard-NLOS. It can be seen the theoretical values

match the simulated ones very well.

Scheduling concurrent transmission can achieve both spatial reuse and time mul-

tiplexing. The following proposition gives the throughput gain of concurrent trans-

mission.

Proposition 3.1. Define the spatial reuse factor as the ratio between the per link

throughput obtained from concurrent transmission with the optimal exclusive region

δ∗ and that without concurrent transmission. Scheduling concurrent transmissions
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can achieve the spatial reuse factor up to 1 − 2
γ
, and the time multiplexing gain of

A
(δ∗)2

. Hence, the throughput gain of concurrent transmissions using optimal exclusive

region over TDMA is (1− 2
γ
) A

(δ∗)2
.

Proposition 3.1 can be readily obtained using the fact that for each link, the spatial

reuse gain is 1 − 2
γ
, by substituting δ∗ into (3.8). Meanwhile, the time multiplexing

gain resulted from concurrent transmissions is A
(δ∗)2

, as this is the number of links

allowed to transmit concurrently. During the time window of n slots, where n = A
(δ∗)2

,

each link has a throughput increase of (1 − 2
γ
) A

(δ∗)2
, compared to TDMA that each

link can use only one slot during the same time window. The analysis suggests that,

properly scheduling concurrent transmission can improve both per link throughput

and network throughput. In practice, the network topology may be arbitrary and

finding the optimal schedule for concurrent transmission becomes computationally

expensive. Based on Theorem 3.1, the rest of this chapter is devoted to designing of

low-complexity scheduling algorithms for UWB networks.

3.4 Efficient Scheduling Algorithms

Designing appropriate scheduling algorithms for UWB networks should take into ac-

count two important requirements: (i) Low computational complexity, due to the

limited processing power of PNC. (ii) The magnitude of MUI needs to be estimated

to decide the concurrent transmission set. Concerning the complexity, the schedul-

ing problem for finding the optimal concurrent transmission set for maximizing the

throughput is NP-hard (see Appendix A). Obtaining the optimal solution within

polynomial time is thus infeasible. The second requirement is also challenging be-

cause the PNC is not capable of acquiring instantaneous channel status of individual

links, each of which is point-to-point connected. Alternately, the location/distance
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information obtained from accurate ranging capability of UWB can be used to esti-

mate the link condition. By jointly considering the above requirements, two heuristic

scheduling algorithms are proposed in the following.

3.4.1 Proportional Allocation Algorithm

The goal of the scheduling algorithm is to decide a group of links that produce the

highest aggregate throughput when they are scheduled at the same time slot. Suppose

there are N peer-to-peer links to be scheduled. Without loss of generality, the number

of time slots K is larger than or equal to N . Denote Si the i-th group of links which

can transmit concurrently, and ERl the exclusive region of link l.

We elaborate the first algorithm, called the proportional allocation algorithm

(PaA), as follows. Define UA the set of links not belonging to any group in each

iteration, and initially, UA := {1, · · · , N}. The algorithm first randomly chooses a

link from UA (Lines 2-4). Then, the link which does not conflict with any links

within Si is added such that all interferers are outside the exclusive region of each

other. The above procedure is repeated until UA is empty (Lines 5-12). Now all

links have been grouped into k sets. The algorithm then proportionally allocates

K · |Si|/
∑k

x=1 |Sx| slots to the i-th link group, for 1 ≤ i ≤ k, where |Si| is the number

of links in the i-th group (Lines 17-19). The computational complexity of PaA is

O(N2).

It can be observed that in PaA, (i) each link belongs to at least one group, and

is assigned at least one slot; (ii) in each group, all links do not conflict with each

others’ exclusive regions; (iii) the time slots allocated to each group are proportional

to the number of links that can transmit concurrently in that group. The rationale

behind PaA is that, the multi-user wireless network can be modeled as a conflict

graph [34]. Then the maximum network throughput is achieved when the group of
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Algorithm 3.1 Proportional Allocation Algorithm
1: Initialization: i := 1; Si := ∅;UA := {1, . . . , N}
2: repeat

3: for a flow f randomly chosen from UA do

4: Si ← Si ∪ {f}
5: UA← UA\{f}
6: for any flow f ′ other than f do

7: if f ′ /∈ ERl & l /∈ ERf ′ ∀ l ∈ Si then

8: Si ← Si ∪ {f ′}
9: end if

10: if f ′ ∈ UA then

11: UA← UA\{f ′}
12: end if

13: end for

14: end for

15: i← i + 1

16: until (UA := ∅) ∨ (i > K)

17: k ← i

18: for i = 1 to k do

19: allocate K · |Si|/
∑k

j=1 |Sj | to Si

20: end for

Output: Si

links scheduled in each time slot is the maximum weighted independent set (MWIS)

on the conflict graph, where the vertex weight is identical to the link throughput.

In order to maximize the aggregate throughput, PaA allocates more slots to the link

group with larger size, which is hypothetically close to the MWIS.

3.4.2 Repeating Allocation Algorithm

The second algorithm is called repeating allocation algorithm (RaA). Let φl be the

number of slots being allocated to link l. A slot i is assigned to a group of flows Si

according to the following rule. The algorithm starts by randomly picking a link with
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Algorithm 3.2 Repeating Allocation Algorithm
1: Initialization: φl = 0;Si := ∅
2: for i = 1 to K do

3: f∗ ← arg minl{φl}
4: Si ← Si ∪ {l∗}
5: φl∗ ← φl∗ + 1

6: for any flow other than l∗ do

7: if l /∈ ERk & k /∈ ERl ∀ k ∈ Si then

8: Si ← Si ∪ {l}
9: φl ← φl + 1

10: end if

11: end for

12: end for

Output: Si

minimal φl, and adds it to Si (Lines 2-4). Then, other links which do not conflict

with any link in Si (Lines 5-10) are added. This procedure repeats for all time

slots. The RaA has a higher computational complexity of O(KN2 log N), but with

better fairness support in terms of the number of slots assigned to each link, since

RaA essentially follows the max-min fairness discipline.

3.5 Numerical Results and Discussion

This section evaluates the performance of the proposed scheduling algorithms via

simulations. A network with 40 peer-to-peer links uniformly distributed in a 10× 10

m2 area is simulated. The link distance is at least 1 m. The physical parameters used

in the simulations are given in Table 3.1. All links use an equal transmission power

pt, and have the same background noise power pN . We vary the value of MUI factor

b to reflect the impact of system parameters such as the characteristics of the pulse

shape of transmitted signals, propagation conditions, cross-correlation of the target
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signal and interfering signal to the scheduling performance. Each simulation scenario

is repeated 10 times with different random seeds.

Table 3.1: Simulation parameters
Bandwidth (BW ) 1 GHz
Center frequency (fc) 5.092 GHz
Transmitting power (pt) 0.0397 mW
Noise power (pN ) 3.9811× 10−9 mW
Shadowing parameter (σG) 4.3
Path-loss exponent (γ) 4
Nakagami factor (m) 1 ∼ 6
MUI factor (b) 5× 10−3 ∼ 5× 10−2

3.5.1 Experimental UWB Channel Model in Simulations

In simulations, the network topology is fixed during each scheduling cycle. As indi-

cated in [35], a single slope model for path-loss at distance d is given by

PL[dB] = PL(d0)[dB] + 10γ log10(
d

d0

), (3.12)

where γ is the path-loss exponent which depends on the environment, d0 = 1 m is

the reference distance. PL(d0) is estimated using the Friis free-space equation given

by

PLFS(d0)[dB] = 10 · log10

(
GtxGrxλ

2

(4π)2d2
0L

)

, (3.13)

where λ is the wavelength corresponding to the frequency fc approximated by the

geometric mean of the lower and upper band edge frequencies, L is the system loss

factor, Gtx and Grx denote the transmitter and receiver antenna gains, respectively. In

simulations, the path-loss associated with each flow is generated in advance according

to (3.12) and (3.13), where L = Gtx = Grx = 1. Denote G the total fading power

across all paths due to the shadowing. Then, the dB value of G follows a normal
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distribution with mean value given from (3.12)

G ∼ N (−PL, σ2
G). (3.14)

The long-term SNR is

SNRLT [dB] = Pt −G(d)− PN , (3.15)

where PN is the noise power. As to small-scale fading, it has been shown that the

UWB fading amplitude can be well fitted by the Nakagami distribution [33]. The

Nakagami fading gain, denoted by g, can be derived from a Ricean random variable

using the conversion equations

K =

√
m2 −m

m−
√

m2 −m
,

m =
(K + 1)2

(2K + 1)
,

where m > 1 and K > 0 are the Nakagami and Rice factors, respectively. The

corresponding Ricean random variable is obtained from a complex Gaussian random

variable with mean
√

K/(K + 1) and variance 1/(2(K + 1)), where K ≥ 0. Finally,

the SNR of the received signal can be expressed as

SNR [dB] = 20 · log10 g + SNRLT . (3.16)

Notice that the total received energy is spread over multiple paths with different

weights following a lognormal distribution. The clustering phenomenon of UWB

multipath channel is not included in the simulations since the mean energy given by

(3.14) is used to represent the average received energy.

3.5.2 Scheduling Performance

This subsection compares the performance of the proposed scheduling algorithms,

namely the PaA and RaA, and that of TDMA scheduling under different propagation
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Figure 3.3: Comparisons of network throughput. The error bars represent 95% con-

fidence interval.

environments characterized by Nakagami-m factor, and interference level character-

ized by MUI factor b. Two performance measures are considered: network throughput

and fairness index. Given a particular network size, the network throughput measures

the aggregate data rate achieved by the scheduling algorithm. To demonstrate the

performance gain, all results are normalized to the value obtained by TDMA schedul-

ing. For fairness, the widely accepted Jain’s fairness index5 is used to evaluate the

scheduling algorithms.
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Impact of Exclusive Region Size

The normalized network throughput versus the radius of exclusive region is shown

in Figure 3.3, with Nakagami-m = 4 and MUI factor b = 10−2. The 95% confidence

interval is also plotted as an error bar for each proposed algorithm. An exclusive

region with radius equal to zero implies all flows can transmit concurrently, and we

call this the all-at-once scheme. As the exclusive region increases, less link can be

allowed in concurrent transmissions. Eventually the proposed scheduling algorithms

behave the same as TDMA when the exclusive size is sufficiently large. The simulation

results show that both the proposed scheduling algorithms achieve similar network

throughput. Under this setting, the radius of the optimal exclusive region is between

2 ∼ 4 m. It can be seen that by properly selecting the exclusive region, the proposed

PaA and RaA can achieve network throughput 768% and 830% times higher than

TDMA. The proposed algorithms also provide 280% gain compared to the all-at-once

scheme.

Fairness

Maintaining fair resource allocation among users is always an import subject. For

the scheduling problem under investigation, the fairness can be evaluated in terms of

the number of slots assigned to each link, and the throughput achieved by each link.

Figure 3.4 compares the Jain’s fairness index in terms of the number of slots assigned

to each flow. The resultant 95% confidence interval corresponding to each point on

the x-axis is also plotted. TDMA scheduling provides satisfactory fairness as it treats

all links equally. Without considering different link qualities, this strategy, however,

does not efficiently utilize the spectrum. As to the proposed scheduling algorithms,

5Denote xi as the share of the resource allocated to user i, the fairness index given in [36] can be

calculated as
(
∑

i
xi)

2

n·
∑

i
x2

i

, which ranges from 1/n (worst case) to 1 (best case).
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Figure 3.4: Comparisons of fairness w.r.t. number of slots per link. The error bars

represent 95% confidence interval.

the general tradeoff between throughput maximization and fairness can be observed

by comparing Figure 3.3 and Figure 3.4. The PaA shows inferior support in fair slot

sharing than RaA because of the proportional rule for slot allocation.

From the viewpoint of users, it is more proper to consider fairness as the amount of

throughput that one can obtain with respect to others. In Figure 3.5, all scheduling

algorithms reveal poor fairness support in terms of throughput. Indeed, with the

objective of increasing network throughput, the proposed algorithms favor the links

with shorter communication distance and less peer interferers. For TDMA scheduling,

the achievable throughput of each link is dominated by the link quality. When each

user is assigned equal number of slots, throughput fairness can not be achieved. How

to make better tradeoff between efficiency and fairness should deserve further study.

An intuitive solution is to define a unified cost function which tradeoffs the two
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Figure 3.5: Comparisons of fairness w.r.t. normalized link throughput.

objectives.

Another important performance measure is the minimum throughput over all links

provided by each algorithm. A greedy scheduling algorithm aiming to maximize the

throughput may favor certain links and sacrifice others. In Figure 3.6, it can be

seen that the proposed algorithms with an appropriate exclusive region can largely

increase the minimal throughput among all competing flows, and thus more satisfac-

tory services can be provided.

Impact of MUI

An important factor on determining the throughput gain of concurrent transmissions

lies in the effectiveness of compressing the MUI. The lower the MUI, the higher the

achievable throughput of individual links in the concurrent transmission group. The

effectiveness of MUI depends on the system parameters such as the monocycle shape
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Figure 3.6: Comparisons of the minimum link throughput achieved by different algo-

rithms. The error bars represent 95% confidence interval.

in DS-UWB systems. It has been reported that using a higher-order monocycle can

increase the robustness against MUI given the fixed pulse width [37], while the com-

plexity and susceptibility to timing jitter in the receiver are also increased. To study

the impact of MUI, the effectiveness of MUI compression is represented by a MUI fac-

tor b. Generally perfect orthogonality (i.e., b = 0) is impossible, even pseudo-random

codes are used because of the multipath effect and when the spreading codes are gen-

erated locally by the communication peer. Figure 3.7 shows the impact of MUI with

Nakagami-m being 4. When b is sufficiently small (e.g., b < 10−2) in Figure 3.7, the

MUI is significantly reduced such that the all-at-once scheme (i.e., infinitely small ex-

clusive region) yields higher network throughput than that of TDMA. Nevertheless,

a UWB system is limited to certain capability of MUI suppression. Therefore the

simple all-at-once rule may be worse than TDMA, for instance, with b = 5 × 10−2.
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Figure 3.7: Normalized network throughput vs. radius of exclusive region in different

MUI factor b. .

On the other hand, the proposed scheduling algorithms can guarantee higher net-

work throughput than TDMA by deploying the proper exclusive region size. The

optimal size of exclusive region leading to the maximum network throughput shown

in Figure 3.7 is between 2 ∼ 4 meters. Finally, we investigate the relationship be-

tween exclusive region radius and the MUI factor. With less protection against MUI

(i.e., larger b), a larger exclusive region radius is required to achieve the maximum

network throughput. Thus the optimal exclusive region radius can also be seen as a

function of MUI factor, as shown in the asymptotic analysis (Section 3.4).

Impact of Nakagami Fading

The impact of Nakagami fading parameter m is shown in Figure 3.8. The value m

varies from 1 to 6, according to the measurement results suggested in [35]. For the
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Figure 3.8: Nakagami parameter m vs. normalized network throughput with different

MUI factor b.

sake of brevity, only the network throughput achieved by the RaA in the exclusive

region radius of 2 m is shown. Generally, the Nakagami parameter m characterizes the

severity of fading condition. A larger value of m represents less fading and a stronger

line-of-sign path. Therefore, the network throughput is an increasing function with

respect to m.

3.5.3 Remarks on Implementation Issues

As mentioned in Section 3.4, algorithm efficiency is an important requirement toward

practical implementation. In our simulations, each scheduling algorithm is coded in C

language and executed on a Pentium-4 2.8 GHz CPU. The execution time for RaA is

0.58 ms and 0.11 ms for PaA on average when there are 40 link to be scheduled in 80
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slots. The PaA has lower complexity and thus less execution time as expected. Both

algorithms can be performed within a superframe time, which is 65 ms specified in

the IEEE 802.15.3 standard. The computation overhead can be reduced by altering

the scheduling cycle, for example, the PNC can perform the scheduling algorithm by

several superframes for moderate traffic density.

3.6 Summary

Without explicit considerations of the physical properties of UWB, existing MAC

protocols remain considerable space to improvement. This chapter attempts to bridge

the gap between the physical characteristics of UWB communications and the MAC

protocol design. The main accomplishments of this chapter are summarized as follows:

• We exploited the physical property of UWB and showed that the network

throughput can be greatly improved by properly allowing concurrent trans-

mission. The sufficient condition ensuring that concurrent transmission yields

higher network throughput than TDMA is derived.

• We presented low-complexity scheduling algorithms aiming at improving net-

work throughput for UWB networks.

• We comprehensively evaluated the proposed algorithms through simulations.

Numerical results show that our solutions can increase network throughput by

800% in comparison to the standard solution using TDMA with decent fairness.

We have made some simplified assumptions such as UWB propagation model and

quasi-static network topology for analytical tractability. We further assume that

nodes are uniformly distributed in the network. The network with uneven node den-

sity, e.g., a cluster network, should be more realistic and will be considered in the
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future work. It is also noticed that the impact of inter-piconet interference is not

considered. This problem has been discussed in Bluetooth-based networks, and re-

cently being studied for UWB-based networks [38,39]. How to extend our work taking

the possible inter-piconet interference into account should deserve further study. In

addition, we focus on improving the network throughput in this chapter. On the

other hand, users may launch different applications with heterogeneous bandwidth

demands. For this scenario, the resource allocation strategy developed in this chap-

ter may benefit certain users while starve others at the same time. In next chapter,

we address the problem of providing QoS for UWB networks with heterogeneous

bandwidth requirements.

Table 3.2: List of local notations for Chapter 3

Notation Definition (unit)

pt transmitting power (mW)

pr receiving power (mW)

pN noise power (mW)

σG shadowing parameter

α processing

γ Pathloss exponent

m Nakagami factor

b MUI factor



Chapter 4

Multi-Class QoS Support for UWB

Networks

4.1 Introduction

In Chapter 3, we have demonstrated that the network throughput can be greatly

increased by strategically scheduling concurrent transmissions via the notion of “ex-

clusive region”. Besides throughput maximization, providing QoS for heterogeneous

users is another important issue. Users may launch various applications such as real-

time video/audio streaming and bulky file transfer. In this context, the scheduling

algorithm that maximizes the network throughput cannot guarantee the diverse band-

width requirement of users. Furthermore, equal share of resource is not necessary to

be fair from the user viewpoint, as the same amount of bandwidth is consciously dif-

ferent to different applications. For instance, real-time video applications generally

need a certain minimum bandwidth to initiate the application while a higher band-

width can help to improve the display quality with certain extend. Voice traffic also

49
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needs a strict minimum bandwidth to establish a connection, but providing additional

bandwidth to the requirement does not improve the voice quality.

To satisfy different bandwidth demands of heterogeneous applications, it is impor-

tant that the resource allocation mechanism takes traffic characteristics into account

to achieve efficient resource utilization. For this sake, the notion of utility function

is useful to quantitatively characterize the user satisfaction level in response to the

amount of assigned bandwidth. In this chapter, we jointly consider the physical

property of UWB communications and the user satisfaction levels to bandwidth, and

formulate the resource allocation problem as a utility optimization problem. The

objective is to maximize the total utility under the constraint of fairness among het-

erogeneous users. This chapter is organized as follows. In Section 4.2, we briefly in-

troduce the utility functions for characterizing different traffic types. The we present

the problem formulation in Section 4.3. The proposed algorithms for solving the util-

ity maximization problem are presented in Section 4.4, followed by numerical results

in Section 4.5. We summary this chapter in Section 4.6.

4.2 Utility Functions for Heterogeneous Traffic

Utility is defined as the satisfaction level of a user with respect to the amount of

allocated bandwidth. Various utility functions have been proposed to characterize

different traffic types in the Internet [40, 41] and cellular networks [42–45], respec-

tively. To deal with heterogeneous traffic, traffic types are classified into three classes.

Class-1 includes the applications that need a fixed amount of bandwidth continuously

available for the lifetime of the connection (e.g., CBR voice applications), which is
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Figure 4.1: Illustrative utility functions for Class 2 and Class 3 traffic. (a) Utility

functions for Class 2 (b = 1). (b) Utility functions for Class 3 (rmax = 8Mbps).

characterized by a step function:

U(R) =







1 if R ≥ rmin,

0 if R < rmin,
(4.1)

where rmin is the minimum bandwidth requirement for a connection. Class-2 applica-

tions can adapt to the allocated bandwidth to certain extent (e.g., compressed video

streams) described by the following sigmoidal-like utility function:

U(R) = 1− e−
bR2

a+R (4.2)

where the parameters a and b can be adjusted to determine the shape of U(R),

as shown in Figure 4.1(a). Class-3 applications are most flexible to the available

bandwidth. Typical transmission control protocol (TCP) data applications belong

to this class. Since there is no minimum rate requirement for such traffic class, the
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utility can be modeled by the following function:

U(R) =







1 if R ≥ rmax,

sinτ
(

π
2
· R

rmax

)

if R < rmax,
(4.3)

where parameter τ controls the shape of U(R), as shown in Fig. 4.1(b). Extensive

discussions on different utility functions can be found in [40]. Generally, the choice

of utility functions would affect the efficiency of resource allocation, and introduce

different degrees of complexity to the utility maximization problem [41]. In this

chapter, utility functions are continuous and non-decreasing functions with values

within [0, 1].

4.3 Optimal Scheduling Formulation

To increase the total throughput, it is desirable to have concurrent transmissions if

condition (3.6) holds. Therefore, the objective of scheduling is to select the optimal

link set for each time slot such that the total user utilities are maximized. Taking

the MUI of concurrent transmissions into account, the network can be modeled as a

conflict graph G = (V, E), where the vertex set V represents the set of flows requesting

for transmission and E is the set of edges. Two vertices in G are connected if they

are not allowed to transmit in the same time slot according to the exclusive-region

condition (3.6). The connected vertices (i.e., links) are called neighbors. Let N(i)

represent the neighbors of a vertex i ∈ V . Define the following binary variables:

xs
i = 1 if link i is allocated in slot s; otherwise xs

i = 0. ys
ij = 1 if node j is the

recipient of node i in slot s; otherwise ys
ij = 0. The scheduling problem for a single
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slot can be formulated as a nonlinear mixed-integer optimization problem6:

(P) max

|V |
∑

i=1

xs
iU(Ri) (4.4)

s.t. xs
i

∑

j∈N(i)

xs
j = 0, ∀ i = 1, ..., |V | (4.5)

∑

i∈T

ys
ij +

∑

k∈R

ys
jk ≤ 1, ∀j ∈ R (4.6)

Ri = k′ptd
−γ
i /(η + xs

jαpt

|V |
∑

j=1,j 6=i

d−γ
ji ), i = 1, . . . , |V | (4.7)

The optimization problem (P) can be interpreted as follows. For slot s, the link set,

{xs
i : i = 1, . . . , |V |} that maximizes the total utilities defined in (4.4) under the

constraints of (4.5)-(4.7) is the optimum scheduling. Constraint (4.5) ensures that

any link scheduled in slot s is conflict-free. Constraint (4.6) restricts that a node

can communicate with at most one node in a slot, where T represents the set of

senders being scheduled in the same slot, and R is the set of corresponding receivers.

Constraint (4.7) specifies the achievable throughput in the presence of MUI. Note that

(P) can be extended as a superframe utility optimization problem by modifying (4.4)

as max
∑S

s=1

∑|V |
i=1 xs

iU(Ri), where S is the total number of slots in a superframe.

Problem (P) can be reduced to the maximum weighted independent set (MWIS)7

problem as follows. First of all, we incorporate the constraint (4.6) into the graph G

by adding an edge between two nodes in V if the corresponding links have common

transmitters or receivers, and denote the resultant graph as G′. Let K denote the

collection of independent sets in G′. Since the superset K satisfies the constraints

6Problem (P) is NLIP because U(Ri) is nonlinear, xi is integer, and Ri is continuous.
7An independent set in a graph is the set of vertices such that no two vertices in the independent

set share the same edge. Associating each vertex a weight, the independent set with the maximum

total weights is the maximum weighted independent set.
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(4.5) and (4.6), finding the optimal solution of problem (P) is equivalent to finding

the set with maximum weight in K, denoted by κ∗ ∈ K in G′. In other words,

κ∗ = arg max
κ∈K

|κ|
∑

i=1

U(Ri), (4.8)

where U(Ri) corresponds to the weight of vertex i ∈ V and the slot index s has been

dropped such that κ∗ represents the optimal scheduling for one slot. As MWIS is

known to be NP-hard, there is no polynomial-time algorithm to solve (P).

We relax the assumption of perfect distance information by discrete stochastic

approximation as follows. Let Ũ(·) denote the noisy version of U(·), i.e., Ũ(·) contains

errors due to inaccurate distance estimation. Rewrite (4.8) as

κ∗ = arg max
κ∈K

Ũ(κ), (4.9)

where Ũ(κ) =
∑|κ|

i=1 Ũ(Ri). To mitigate the large deviation of the estimation errors,

the above noisy objective function Ũ(κ) is approximated by E[Ũm(κ)], where E[·] is

the expectation operator, and {Ũm(κ), m = 1, 2, . . .} represent the sequence of noisy

utilities associated with set κ ∈ K. Ũm(κ) can be obtained from different distance

estimations. For example, each communication link can perform multiple ranging

procedures and reports the result to the PNC.

The approximated optimization is stated as

κ∗ = arg max
κ∈K

|κ|
∑

i=1

Ũ(Ri) ≈ arg max
κ∈K

E[Ũ(κ)]. (4.10)

For the unimodal objective function8, optimization techniques such as golden-section

search or gradient-based approaches may be used to find the maxima of the nonlinear

8A function f(x) is unimodal if for some value m, it is monotonically increasing (decreasing) for

x ≤ m and monotonically decreasing (increasing) for x ≥ m. The maximum (minimum) value of

f(x) is thus f(m) and there is no other local maxima (minima).
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function E[Ũ (κ)]. In our consideration of heterogeneous traffic classes, however, the

optimization objective function is not necessary to be unimodal. Besides, deriving

the distribution of Ũ(κ) is very difficult if not impossible, since Ũ(κ) is combinatorial,

dependent on the element in κ. In situations where the objective function is diffi-

cult to derive analytically, discrete approximation is an applicable technique to solve

the optimization problems with uncertainties. Let {Ũm(κ), m = 1, 2, . . .} represent

the sequence of noisy utilities associated with set κ ∈ K, where Ũm(κ) is obtained

from different distance estimations. The random sequence {Ũm(κ)} is assumed to be

independently and identically distributed (i.i.d.) with finite mean and variance. By

the strong law of large numbers (SLLN)9, the sample mean of {Ũ(κ)}, denoted by

U(κ) = 1/M
∑M

m=1 Ũm(κ), converges almost surely (a.s.) to E[Ũ(κ)]. Together with

the finiteness of the set K, it is implied that

arg max
κ∈K

U(κ)→ arg max
κ∈K

E[Ũ (κ)] a.s.

Therefore, instead of using one biased utility value to solve the optimization problem

(P), we take the series {Ũm(κ)} in approximating the noisy objective function to

avoid trapping into a local optimum [46].

The above stochastic optimization problem can be solved by several metaheuris-

tics, such as simulated annealing, Tabu search, genetic algorithm, and global search

algorithm (GSA) [10]. Different from direct search, these algorithms have been pro-

posed to increase the search efficiency by defining “move sets”, assisting the algorithm

in moving from one solution to superior ones. Among these algorithms, we select GSA

as the base to solve (4.11) since its convergence to a global optimum can be theo-

retically proved under asymptotic conditions. Next section presents the improved

9There are different forms of SLLN, e.g., Kolmogorov’s SLLN, the one for Markov chains, the

one for non i.i.d. variable, the one for dependent variables, and so on. Here we use the SLLN that

is defined based on the i.i.d. random variables with finite mean and variance.
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GSA.

4.4 Algorithms for Solving Utility Maximization

Problem

In this section, we present two algorithms for solving the optimization problem (4.8).

We propose a metaheuristic method called exclusive-region based global search al-

gorithm (ER-GSA) to efficiently find κ∗ in (4.11) for each time slot and prove its

convergence. We also present an algorithm for updating the utility value in each

algorithm iteration.

Consider the fact that we have a finite discrete solution space K. Each element

κ in K represents a flow set, and the goal is to find the optimal κ∗ that achieves the

maximum aggregate utility. With the noisy objective function involved, the basic idea

of GSA [10] is to select the search direction taking into account the previous search

trajectory. If a point in the solution space has been determined by the algorithm

as a better solution than the one being visited previously, it has a higher chance to

be the optimum. Such a strategy reduces the risk of staying on a false maximum.

If we consider the search trajectory as a random sequence, this random sequence

generated during the algorithm iterations can be modeled a Markov chain, where

each state represents a point (equivalently, a flow set κ) in the solution space that

has been visited by the algorithm. In each iteration, the transition of the Markov

chain is determined by comparing the objective value of the current state with that

of a randomly chosen point from the solution space.

We apply the basic principle of GSA and present the improved algorithm called

ER-GSA. We use the following notations in the algorithm. At the m-th iteration,

κm is the current state (κm ∈ K), Wm(κ) is the number of times the algorithm has
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Algorithm 4.1 ER-GSA
Input: K

Step 1. Randomly select an initial user subset κ0 ∈ K and let κ∗
0 = κ0.

Set W0(κ0) = 1 and W0(κ) = 0 for all κ ∈ K\ {κ0}. Calculate U 0(κ0). Let
m = 0, and go to step 2.

Step 2. Randomly select another user subset κ
′

m ∈ K\{κm}. Compute the

corresponding Um(κ
′

m) using the variable-sample method. Go to step 3.
Step 3. If Um(κm) > Um(κ′

m), let κm+1 = κm, and go to step 5.
Otherwise, go to step 4.
Step 4. Sort Um(κ

′

m) in descending order. Denote Si the i-th flow in the

sorted set, and S
′

an empty set.
for i = 1 to |κ′

m| do
if Si /∈ ERl & l /∈ ERSi

∀ l ∈ S
′

then
S

′

= S
′ ∪ {Si}

end if
end for
If Um(S

′

) > Um(κ′
m), let κ

′

m = S
′

; otherwise κ
′

m remains unchanged.

Update κm+1 = κ
′

m and go to step 5.

Step 5. Let m = m + 1, Wm(κm) = Wm−1(κm) + 1, and Wm(κ) = Wm−1(κ) for

all κ ∈ K\ {κm}. If Wm(κm) > Wm(κ∗
m−1), then let κ∗

m = κm. Otherwise,

let κ∗
m = κ∗

m−1. Go to step 2.
Output: κ∗

m

visited state κ, and κ∗
m is the state being visited by the algorithm most frequently

up to the m-th iteration. ER-GSA starts by randomly selecting an initial flow subset

κ0. During each iteration m, a new subset κ
′

m is randomly selected (step 2), and the

sample mean Um(κ′
m) is computed. Different from GSA where a fixed sample size

is used, Um(κ′
m) is calculated according to a variable-sample mean method, with the

number of samples equal to |κ′
m|, i.e., Um(κ′

m) = 1
|κ′

m|

∑|κ′

m|
i=1 Ũm(κi), κi ∈ κ′

m. As will

be shown in Remark 2, the use of variable sample size in calculating the sample mean

ensures the algorithm convergence.

The algorithm then decides whether to update κ∗
m by comparing the sample mean

Um(κ′
m) with that of the current point κm (step 3). If the current state is superior

than the newly selected one, i.e., Um(κm) > Um(κ′
m), the algorithm proceeds to step
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5, updating the best subset κ∗
m according to Wm(κ).

Before updating the counter Wm(κ), we notice that the algorithm convergence

depends on how fast the optimum can be located. The more frequent the optimum

can be hit by the algorithm, the faster the algorithm can converge to the global

optimum. To increase the chance of selecting the optimum flow set κ∗, we use a local

enhancement based on the concept of exclusive region that refines the chosen subset

such that the optimal subset can be located faster. In step 4, we first sort Um(κ
′

m) in

descending order. Then we remove those flows violating the condition of concurrent

transmissions defined in (3.6). This is performed by the for-loop in step 4, where

the set ERl contains those flows within the exclusive region of flow l, and Si denotes

the i-th flow in the sorted set. The conditions (Si /∈ ERl) and (l /∈ ERSi
) imply that

flows Si and l are allowed to transmit concurrently, according to (3.6). The resulting

set, S
′

, is compared with the randomly chosen set κ
′

m at the current iteration. If S
′

generates a higher aggregate utility, it will replace κ
′

m. At the end of one iteration, the

algorithm updates the counter Wm(κm). If Wm(κm) > Wm(κ∗
m−1), the algorithm will

update the best solution κ∗
m by κm. By tracking the counter Wm(κ), the algorithm

can further avoid falsely retaining on a local optimum due to the biased objective

function value.

4.4.1 Utility update

The utility-maximization formulation can be further modified such that the scheduling

decision satisfies the fairness criteria in the long-term. We employ a simple rule based

on weighted fair queuing (WFQ) [47], which normalizes the instantaneous utility of

flow i in slot s, denoted by Ui(s), to the total utility this flow has obtained,
∑s−1

t=1 Ui(t).

In addition, users can be discriminated based on the cost of bandwidth usage. To
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this end, a control parameter denoted as ρ
(s)
i for flow i in slot s is define as:

ρ
(s)
i :=

ci

(
∑s−1

t=1 Ui(t) + ǫ)s
, (4.11)

where ci is a predefined parameter representing the revenue contribution or impor-

tance of a particular user, and ǫ > 0 is a small nominal constant to avoid zero

denominator. Consequently, the weighted utility for flow i in slot s is given by

U(Ri) = ρ
(s)
i Ui(s), (4.12)

where Ui(s) is a function of Ri and traffic class corresponding to each flow. (4.12)

has the following properties: 1) the weighted utility being an exponential function

of slot index s ensures the flows with less sum utility a higher priority; 2) a flow

is opportunistically scheduled if it has higher utility value in the current slot than

others; 3) different level of protections to traffic classes can be achieved by adjusting

the parameter ci.

4.4.2 Convergence of ER-GSA

The convergence of ER-GSA is based on Theorem 2.1 in [10], which proves that the

sequence {κ∗
m} converges almost surely to an element of S.

Theorem 4.1 (Convergence of GSA [10, Theorem 2.1]). Consider the sequence {κm,

m = 1, 2, . . .} generated by the algorithm as a Markov chain on the state space K.

Let S ∈ K denote the set of global optimizers of the function U(κ) (it is likely that

multiple user subsets can maximize the objective function). For each i, j ∈ K, denote

a random variable Y (i→j) = U(j) − U(i). If Y (i→j) > 0, let j be the next state. If

Y (i→j) ≤ 0, let i be the next state. For all κ∗ ∈ S, κ /∈ S, and ν ∈ K\ {κ, κ∗}, if

(C1) P
{
Y (κ→κ∗) > 0

}
> P

{
Y (κ∗→κ) > 0

}
,
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(C2) P
{
Y (ν→κ∗) > 0

}
> P

{
Y (ν→κ) > 0

}
,

then the sequence {κ∗
m} converges almost surely to an element of S (That means there

exisits a set A such that P(A) = 1 and for all w ∈ A, there exists Mw > 0 such that

κ∗
m(w) ∈ S for all m ≥Mw).

Proof. Based on conditions (C1) and (C2), the algorithm convergence can be proved

following Theorem 2.1 in [10].

If conditions (C1) and (C2) hold, Algorithm 4.1 states that ER-GSA converges

to the global optimum with probability one. Thus we need to verify the validness of

these two conditions in ER-GSA to concluded the convergence of ER-GSA. Since the

exact distribution of Ũ(κ) is difficult to obtain in practice, the following assumption

is employed.

Assumption 4.1. {Ũ(κ)} can be approximated as a sequence of Gaussian random

variables with different means but the same variance.

Based on Assumption 4.1, the following two lemmas verify (C1) and (C2), respec-

tively.

Lemma 4.1 (Validation of (C1)). The Markov chain {κm} is more likely to move

from a non-optimal state to an optimal state than the reverse direction, as stated in

condition (C1).

Proof. Based on Assumption 4.1, the distribution of Ũ(κ) can be described as Ũ(κ) ∼
N (µκ, |κ|2σ2). By using a variable-sample method, |κ| realizations of Ũ(κ) are taken

and averaged in each iteration. Thus the distribution of U(κ) is given by U(κ) ∼
N (µκ, σ

2). Similarly, we can write U(κ∗) ∼ N (µκ∗, σ2). As as result, Y (κ→κ∗) and

Y (κ∗→κ) are Gaussian random variables with distributions Y (κ→κ∗) ∼ N (µκ∗−µκ, 2σ2),
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and Y (κ∗→κ) ∼ N (µκ − µκ∗ , 2σ2), respectively. Since κ∗ ∈ S and κ /∈ S, µκ < µκ∗ .

Because Y (κ→κ∗) and Y (κ∗→κ) have the same variance and µ∗−µ > 0 > µ−µ∗, it follows

that P
{
Y (κ→κ∗) > 0

}
> P

{
Y (κ∗→κ) > 0

}
. Thus, condition (C1) is satisfied.

Lemma 4.2 (Validation of (C2)). If the current state of the Markov chain is not an

optimal one, the transition will be more likely made toward the optimal one than any

other states, as stated in condition (C1).

Proof. Similar to the proof of Lemma 4.1, we have Y (ν→κ∗) ∼ N (µκ∗ − µν , 2σ
2) and

Y (ν→κ) ∼ N (µκ − µν , 2σ
2). Since κ∗ ∈ S, κ /∈ S, and ν ∈ K\ {κ, κ∗}, we have

µκ∗ − µν > µκ − µν . It readily shows that P
{
Y (ν→κ∗) > 0

}
> P

{
Y (µ→κ) > 0

}
, which

proves (C2).

Remark 4.2. Condition (C2) is fairly restrictive, and it may not hold using the original

GSA. In Original GSA, only one sample of Ũ(κ) is taken in each iteration. Thus the

variance of Ũ(κ) depends on the number of flows in κ that denies (C1) and (C2) in

general. Since the estimated utilities of each flow are asymptotically independent

Gaussian random variables with variance σ2, we can satisfy condition (C2) using a

variable-sample method: in each iteration (step 2), we take |κ| samples and calculate

the sample mean U(κ). Consequently, the variance of Y (i→j) is independent of the

number of flows in the subsets. On the other hand, (C2) is more loose, even the

variance of each Ũ(κ) is not identical.

4.5 Performance Evaluation and Discussion

Simulations are conducted to evaluate the performance of the proposed utility based

scheduling algorithm. The two heuristic algorithms presented in Chapter 3, namely
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RaA and PaA, and TDMA are considered as the benchmark for performance compar-

ison. We start by tracking the instantaneous behavior of the proposed utility-based

scheduling algorithm. We then use three metrics to study the long-term performance

of our proposed solutions, namely the cumulative utilities, the minimum utility among

flows, and the fairness support. Finally the complexity and efficiency of the ER-GSA

are evaluated.

4.5.1 Experimental setting

The simulated network consists of 20 nodes uniformly distributed in a square area of

10 × 10 m2. Each sender arbitrarily chooses another node as the receiver, forming

10 peer-to-peer communication flows. The data rate of each flow is estimated as:

R = k ·W log2(1 + SINR), where 0 < k ≤ 1 reflects the efficiency of the transceiver

design, W=500 MHz, the UWB power spectrum density of the transmission and noise

are −41 dBm/MHz, −114 dBm/MHz, respectively, and the pathloss exponent is set

to 4. The distance between two nodes d̃ is modeled by d = d̃ + δ where d is the

actual distance, and δ is the estimation error approximated. We model δ by a normal

distributed random variable according to [48, Eq. (15)], i.e., δ ∼ N (0, σ2) where

σ2 = 0.05. The cross-correlation of the target signal and the interfering signals is

assumed to be 0.1. Table 4.1 lists the considered three traffic classes and their utility

functions. Each superframe contains 10 slots. The size of exclusive region, denoted as

dER, is set to 2 m, except in Section 4.5.3 where we vary the size of exclusive region

to study its impact on the aforementioned three performance metrics.



Multi-Class QoS Support for UWB Networks 63

Table 4.1: Traffic parameters used in simulations.
Traffic Class B.W. Requirement Utility Function

I 1 Mbps

{
1 if r ≥ 1,
0 if r < 1.

II 1-20 Mbps 1− e
−0.03r2

20+r

III 0-250 Mbps

{
1 if r ≥ 250,
sin0.3

(
π
2 · r

250

)
if r < 250.

4.5.2 Utility-based scheduling

The total utility that each flow has gained by the time of interest is defined as the

cumulative flow utility, and we use two scenarios to demonstrate the long-term per-

formance of the proposed utility-based scheduling. The first scenario consists of ten

Class-3 flows with maximum bandwidth requirement of 250 Mbps. This corresponds

to the situation where several high bandwidth-demand users are active at the same

time. Figure 4.2 shows the cumulative flow utility. For this single traffic case, equal

utility should be ensured among users. Hence the parameter ci in (4.11) is set to be

1 for all flows. In Figure 4.2, a flat segment on the performance curve means that

the flow is idle in that particular slot; the curve rises when a new slot is assigned. It

is clear that each flow has different scheduling pattern, but their cumulative utility,

i.e. users’ satisfactory level about the assigned bandwidth, is about the same in the

long term. The effectiveness of the control parameter ρ in (4.11) can also be inferred

from the figure. As time elapses, the parameter ρ of those users with more aggregate

utilities are reduced, and thus the users with less utility and higher value of ρ have

higher priority to be scheduled for transmissions in the subsequent slots.

The second scenario contains three traffic classes: three Class-1 flows demanding

minimum bandwidth of 1 Mbps, three Class-2 flows with maximum bandwidth re-

quirement of 20 Mbps, and four Class-3 flows with maximum bandwidth of 250 Mbps.

The parameter ci’s are set to be [2, 10, 1] for Class-1, Class-2, and Class-3, respec-
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Figure 4.2: Scheduling performance of single-class case: 10 Class-3 flows. Four sample

flows are shown with link distance 5.73 m, 8.61 m, 6.93 m, and 3.89 m, respectively.

tively. Figure 4.3 shows the cumulative flow utility in 50 slots. It can be seen that

the flows within the same class achieve resembling utilities. Class-1 flows can achieve

cumulative utility of one in the first few slots, because of their relatively lower band-

width requirements and the use of step utility function.

4.5.3 Utility vs. fairness

As explained earlier, utility maximization and fairness are two conflict objectives in

network optimization. We compare the ER-GSA with two heuristic algorithms pro-

posed in Chapter 3: proportional allocation algorithm (PaA) and repeating allocation

algorithm (RaA).

Three performance metrics are compared: 1) the total utility of all flows; 2) the



Multi-Class QoS Support for UWB Networks 65

0 10 20 30 40 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Slot index

C
um

ul
at

iv
e 

ut
ili

ty
 o

f e
ac

h 
flo

w

Figure 4.3: Scheduling performance of multi-class case: three Class-1 flows (solid

line), three Class-2 flows (dash-dot line), and four Class-3 flows (dashed line).

minimum per-flow utility among all flows; and 3) the Jain’s fairness index [36]. Each

point in the figures presented in this section indicates the result at the end of the 10-

th slot. The 95% confidence interval from 10 different random topologies is plotted

as error bars. Other parameters follow the default setting defined at the beginning of

this section.

Total Utility vs. Fairness

Utility maximization and fair allocation are known to be two conflicting objectives.

For instance, if we always choose the flows with better channel quality to transmit, we

can achieve higher overall throughput and utility, with the consequence of starving

some flows. Our proposed solution is to maximize the total utility under the fairness
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Figure 4.4: Comparisons among different scheduling algorithms in single-class case.

constraint. In Figure 4.4(a), the total utility generated by ER-GSA, PaA, RaA, and

TDMA among ten Class-3 flows are shown. For PaA and RaA, the total utility

varies significantly with respect to the size of exclusive region. ER-GSA achieves

comparable total utility as that achieved by PaA and RaA with the best dER. On the

other hand, ER-GSA supports much higher level of fairness than PaA and RaA, as

shown in Figure 4.4(b). TDMA maintains the best fairness in terms of the number

of time slots allocated to each flow, but its achieved utility is much lower (about 58%

less) than that achieved by ER-GSA.

We further evaluate the performance of three traffic classes case, using the same

configuration as that in Section 4.5.2. To measure fairness for heterogeneous traffic,

the Jain’s fairness index is computed as
∑N

i=1(u(i)/c(i))2/(N ·∑N
i=1(u(i)/c(i))2), where

u(i), c(i) are the utility and the corresponding weighting factor of flow i. The total

utility and the fairness index at the end of 10th slot are shown in Figure 4.5(a) and

Figure 4.5(b), respectively. For total utility, ER-GSA achieves about 90% total utility

of that achieved by PaA or RaA, but the later two fail to maintain fairness in the
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Figure 4.5: Comparisons among different scheduling algorithms in three-class case.

presence of multi-class traffic. Together with the results in the single-class case, we

conclude that ER-GSA can maintains a good balance between utility maximization

and fairness, while PaA and RaA PaA and RaA can achieve high network throughput

with less computation time.

Minimum utility

The maximum aggregate utility is often achieved by maximizing certain users utility

while starving others. Hence it is important to consider the performance of the worst

user. From Figures 4.6(a) and 4.6(b), it can be seen that the achieved minimum

utility using ER-GSA is much higher than that of other algorithms. Note that RaA

can be considered as a max-min fair scheduler in terms of number of time slots. In

RaA, the user with minimum number of assigned slots is chosen at each scheduling

iteration. Thus, RaA performs slightly better than PaA by increasing the minimum

utility. TDMA performs the worst.



Multi-Class QoS Support for UWB Networks 68

0 1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

d
ER

M
in

im
um

 u
til

ity

RaA
PaA
TDMA
ER−GSA

(a) One-class case.
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Figure 4.6: Comparisons of the minimum utility.

4.5.4 Algorithm efficiency and stability

Finally, we study the computation efficiency and convergence issue of ER-GSA. Ba-

sically the ER-GSA converges asymptotically. In practice, limited amount of time is

allowed for executing the algorithm. To ensure that the algorithm reaches the optimal

point promptly and retains on the optimum steadily, ER-GSA modifies the original

GSA in two aspects: a) in step 4, the strong interferers in the randomly selected flow

set are further removed once a better set of flows is found, so that the resultant flow

set is more likely to be the optimum; and b) ER-GSA uses a variable-sample method

in step 2 to ensure the convergence.

To evaluate the improvement in step 4, we compute the likelihood that the subset

S ′ in step 4 in ER-GSA generates higher utility than that by κ′
m in step 2, i.e.,

P [Um(S ′) > Um(κ′
m)]. The amount of improvement depends on the network density

and dER, as shown in Figure 4.7. By increasing dER, more flows will be removed from

κ′
m, but the chance that Um(S ′) > Um(κ′

m) is lower. Thus, a proper exclusive region
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Figure 4.7: P [Um(S ′) > Um(κ′
m)] versus dER in different network densities.

size can ensure that P [Um(S ′) > Um(κ′
m)] is larger than 0.5 such that the optimum

may be located faster. The improvement is more significant when there are more

flows to be scheduled. Furthermore, Figure 4.8 snapshots the utility achieved in a

slot using GSA, and ER-GSA with dER = 1 m. The trajectory of a single run and

that of the average of 100 runs are shown. The utility of the optimal set of flows is

also plotted for comparison. The proposed ER-GSA can reach the optimal set with

much fewer iterations than GSA. On the other hand, it is also important that the

algorithm can stay at the optimum state against measurement and estimation errors

(noise), which is measured by the stability factor as defined below. Denote mi and m′
i

the number of iterations that the algorithm reaches and leaves the global optimum

state at the i-th time, respectively. The stability factor ξ of the searching algorithm
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Figure 4.8: Scheduling trajectory.

is defined as

ξ =

∑

i(m
′

i −mi)

M −m1
,

where (m
′

i −mi) represents the number of iterations that the algorithm stays at the

optimal point consecutively since the optimal point is reached at the i-th time, and

M is the total number of iterations. Generally, the smaller value of ξ implies that the

algorithm is more sensitive to disturbance. The impact of disturbance may be over-

come by increasing the sample size adaptively, as suggested in the variable-sample

path random search (SPRS) algorithm [49] (See Appendix C). When the sample size

grows sufficiently fast, the SPRS algorithm will stay at the optimal point once it is

reached, at the cost of increased computation load. We compare the stability and

computation cost of all algorithms being discussed. All algorithms are coded in C

language and executed on a Pentium-4 2.8 GHz CPU. We schedule 10 flows for 10
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Table 4.2: Execution time and stability ξ

Algorithm GSA ER-GSA SPRS RaA PaA

2.63 4.28 290.89 0.438 0.114

2.61 3.44 362.06 0.560 0.110

2.47 3.42 136.66 0.594 0.115

2.58 3.43 206.73 0.706 0.078

Execution

Time (ms)

2.29 3.80 379.75 0.579 0.121

2.66 3.52 261.06 0.589 0.076

2.63 3.32 351.34 0.570 0.158

2.58 3.30 325.87 0.595 0.122

2.55 3.68 313.74 0.601 0.105

2.71 3.34 309.51 0.593 0.106

Stability factor ξ (%) 73 84 100 - -

slots, and repeat the algorithm 10 runs where each run contains 1, 000 iterations.

Table 4.2 shows the execution time and stability factor ξ corresponding to each al-

gorithm10. It can be seen that SPRS has the best stability property, but it is not

feasible to implement for real-time scheduling. Considering the typical superframe

length of 65 to 90 ms, the complexity of the other four algorithms are acceptable.

Note that although the total computation time for the ER-GSA algorithm is slightly

higher than that for the GSA algorithm, as shown in Figure 4.7, ER-GSA has better

chance to converge to the optimum. In other words, if the algorithm is terminated

prematurely due to insufficient computation time, the search results of the ER-GSA

is generally better. On the other hand, a sufficient number of iterations is needed to

ensure the convergence of ER-GSA and GSA. A simple rule is to let it be at least the

size of the entire solution space, so each point can be checked once statistically. More

10Since the heuristic RaA and PaA take only one sample of the distance information as the

algorithm input, we do not consider their stability performance.
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complicated termination rules, such as performing a paired t-test or a more general

Wilcoxon test (which does not require the assumption of normal distribution in the

test data) after a certain number of iterations to decide the termination (as in SPRS),

may introduce excessive computation overhead, and thus they are not recommended.

Other techniques such as robust trimming to eliminate significantly biased data may

also be used to improve the algorithm efficiency.

4.6 Summary

Envisioning the need of supporting heterogeneous services in UWB networks, in

this chapter, we explored the scheduling design for multi-class traffic. The main

accomplishments of this chapter can be summarized as follows:

• We formulated the optimal scheduling for concurrent UWB transmission with

heterogeneous bandwidth requirements as a weighted utility maximization prob-

lem. Such a formulation achieves efficient and fair resource allocation for UWB

networks with heterogeneous users.

• The assumption of perfect distance information is relaxed by factoring the pos-

sible estimation errors in the objective function, leading to a stochastic opti-

mization problem.

• We proposed a meta-heuristic algorithm tailed for UWB networks called ER-

GSA to solve the NP-hard utility maximization problem and proved its conver-

gence.

• The proposed algorithm has been comprehensively evaluated via simulations.

For single traffic class, the proposed scheduling algorithms can provide more
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than 200% utility gain over TDMA. For multiple traffic classes, the ER-GSA

algorithm can achieve high total utility and both inter-class fairness and intra-

class fairness.

In the present chapter and Chapter 3, we have assumed the existence of a central

coordinator in UWB networks. With the aid of a central coordinator, we addressed

the issue of efficient resource allocation for UWB networks. In the remaining parts

of this thesis, we consider pure ad hoc UWB networks without central control.

Table 4.3: List of local notations for Chapter 4

Notation Definition

b MUI factor

ci differentiation parameter of flow i

m iteration index

pN noise power

Ui(s) instantaneous utility of flow i in slot s

U(Ri) utility value with respect to bandwidth R of link i

Ũ noise version of U(·)
{Ũm} a sample sequence of Ũ

U sample mean of {Ũm}
Wm(κ) number of times that the algorithm has visited state κ up to the mth iteration

α path-loss exponent

σG shadowing parameter

κ∗ optimal schedule per slot

κ∗

m the state being visited by the algorithm most frequently up to the mth iteration

κm the state being visited at the mth iteration

κ
′

m a randomly chosen state at the mth iteration

ρ
(s)
i utility update parameter or low i in slot s

K the union of independent sets in a graph



Chapter 5

Prioritized Channel Access for

Distributed UWB Networks with

Bursty Multimedia Traffic

5.1 Introduction

As we have reviewed in Chapter 2, a number of distributed MAC protocols have

been proposed [4–6, 50] to exploit the advantages of UWB in distributed ad hoc

networks. However, these protocols either involve heavy signaling overhead or do not

support heterogeneous traffic. On the other hand, the WiMedia Alliance11 defines

two distributed channel access mechanisms, namely prioritized channel access (PCA)

and the distributed reservation protocol (DRP), in their specification for UWB-based

HDR WPAN [19]. The PCA employs the same differentiation mechanisms as the

enhanced distributed channel access (EDCA) in IEEE 802.11e, while DRP can be

11The WiMedia Alliance is an industry organization established in 2005, aiming at promoting

UWB technology for future WPANs.

74
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deemed as a distributed TDMA protocol. Although these protocols are not completely

new, their performance and potential issues when used in UWB networks remain

untouched. This chapter focuses on performance analysis for PCA, and we will study

DRP in the next chapter.

The PCA combines the CSMA/CA with the use of different contention parame-

ters associated with different traffic classes to achieve prioritized channel access in a

distributed manner. Most previous work on the analysis of CSMA/CA protocol and

its variants assumes saturation stations and independent interarrival times between

packets. Multimedia applications, however, exhibit strong burstiness/correlations

between interarrivals that violate the above assumptions. As UWB is envisioned to

support various multimedia applications with stringent delay requirement, it is im-

portant to consider the characteristics of multimedia traffic in analyzing the delay

performance of PCA.

Multimedia traffic with bursty and correlated interarrival time forms a nonre-

newal arrival process that significantly deviates from the Bernoulli or Poisson process

commonly assumed in the literature. The nonrenewal arrival process has a profound

impact on the queueing statistics, as has been confirmed by many studies (see [51] and

the reference therein). Although a nonrenewal process is more accurate in capturing

the real characteristic of multimedia applications than the renewal counterpart, the

exact queueing analysis is quite difficult and generally incurs a high computational

burden. An alternative is to seek some acceptable approximations with close enough

performance characteristics to those of the original system.

In this chapter, we study the performance of PCA in which the arrival process

reveals bursty and correlated characteristics. The arrival process is described by a

Markov Modulated Poisson Process (MMPP), for its versatility of modeling various

traffic sources and the capability of capturing the burstiness and correlation in the
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arrival stream. The network consists of two classes whereby multimedia traffic such

as voice or video streaming has higher priority to access the channel, and data traffic

such as file transfer has lower priority. We model the backoff and channel access

behaviors of a tagged user in each class, and obtain the probability generating function

(PGF) of the MAC service time distribution. For the mean frame waiting time

(i.e., queueing delay), we resort to the queueing analysis and model the tagged station

buffer as a MMPP/G/1 queue. The MMPP/G/1 modeling presented in [52] takes

the essential characteristics of MMPP process into account and thus guarantees the

model accuracy. However, the required computation exponentially increases with the

number of states of the MMPP. Alternatively, approximation approaches have been

developed to reduce computational burden with acceptable accuracy. The G/G/1

approximation is commonly used and quite general, but it can be possibly accurate as

the queue utilization approaches to one [53]. Recently, Jagerman et al. (2004) propose

a renewal approximation, which is capable of capturing the statistical characteristic

of autocorrelated arrival process. This method has a comparable accuracy to the

MMPP/G/1 modeling but largely reduces computational effort [51]. We obtain the

mean waiting time through the above three approaches, and comprehensively study

their accuracy.

The remainder of this chapter is organized as follows. Section 5.2 reviews the

related work. In Section 5.3, we introduce the PCA protocol, the traffic and the

network model considered in this work. We present the analysis of service time in

Section 5.4, followed by that of waiting time in Section 5.5. We validate our analyt-

ical model and discuss the protocol performance under different system parameters

through numerical results in Section 5.6. Section 5.7 summarizes this chapter.
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5.2 Related Work

The considered PCA is a CSMA/CA based MAC protocol with traffic prioritiza-

tion. There has been a tremendous amount of research studying the performance

of CSMA/CA protocols and its variants, such as the DCF in IEEE 802.11 and the

EDCA in IEEE 802.11e. Two major approaches have been employed in deriving the

average MAC service time, namely the discrete Markov modeling [54–59] and the

mean value analysis [60,61]. Most of the work is concerned with the asymptotic per-

formance where each station in the network is saturated with traffic arrivals, thereby

the mean service time can be found equal to the reciprocal of the throughput. In

practice, however, the station queues may not always be full, thus the inverse relation

between average service time and throughput does not exist. Another approach has

been proposed in [61] where the mean service time for both saturated and unsaturated

stations can be successfully captured based on renewal theory.

Recently, the emergence of multimedia applications in the wireless domain has

drawn much attention on studying the QoS provisioning for delay-sensitive traffic.

Besides the service time, the waiting time (i.e., queueing time) of a MAC frame has

a significant impact on the delay performance, which is not only dependent on its

service time that the network provides, but is also effected by the incoming traffic

characteristics. Several research works on queueing analysis for DCF and EDCA

have appeared, where the arrival process is always assumed uncorrelated [59,62]. For

multimedia traffic, however, packet interarrivals are typically correlated and bursty

in nature. In [63], a nonrenewal MMPP arrival process is considered, resulting in a

MMPP/ G/ 1/ K queueing model. These studies obtain the collision probability as

a function of the station idle probability (i.e., when the MAC buffer at the tagged

station is empty), which is dependent on both the service time distribution and the
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Table 5.1: User priority to access categories mapping
Priority Traffic type CWmin CWmax AIFSN
lowest Background 15 1023 7

↓ Best effort 15 1023 4
Video 7 511 2

highest Voice 3 255 1

characteristics of arrival process. Thus, the studies rely on certain recursive algo-

rithms to find the collision probability, and the resultant computation is normally

high. In addition, the impacts of burstiness and correlation in interarrival streams

have not been explored, thus their results may not be so useful for assessing the delay

performance of multimedia traffic with bursty/correlated arrivals.

5.3 Preliminaries

5.3.1 PCA Protocol

PCA provides several mechanisms, which can be used stand-alone or as an integrated

approach to achieve prioritized channel access. User traffic is differentiated into four

access categories (ACs), as shown in Table 5.1, where each AC is associated with

different contention parameters [19]. The first differentiation mechanism is the con-

tention window (CW) size. When a station12 has a frame at the MAC sublayer buffer,

it will first sense the channel. If the channel is busy, it performs the backoff proce-

dure by first setting the backoff counter to an integer sampled from the CW. The

CW size starts with an initial value (CWmin) and is doubled after every unsuccessful

transmission. A higher priority AC with a smaller value of CWmin may spend less

time on backoff and thus gain higher priority in a statistical sense.

12Throughout this chapter, the terms “station” and “user” are used interchangeably.
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Figure 5.1: Illustration of prioritized channel access for different ACs.

The second differentiation mechanism is the use of arbitrary interframe space

(AIFS). After the channel becomes idle for an AIFS time, stations can count down

the backoff counter at the beginning of each idle slot, and also the first slot of a

channel busy period. By assigning the higher priority ACs with shorter AIFS, they

obtain higher chances to access the channel than low priority ACs. The length of

AIFS is determined by AIFS = SIFS + AIFSN× σ, where SIFS represents the short

interframe spacing, AIFSN is an integer between [1, 7], and σ is the slot time duration.

Figure 5.1 shows an example of four ACs, where AC1 has the highest priority. To

illustrate the effect of different AIFS lengths, the time between two busy period except

AIFS1 is divided into four contention zones, Zi, i = 1, 2, 3, 4. In Z1, only AC1 stations

are allowed to contend for channel access, while in Z2 the contentions are between

AC1 and AC2, i.e., contentions in Zi involve ACj , j ≤ i. Consequently, each AC

encounters different contentions in its different contention zones.

After successful contention, the station can transmit for a duration up to that

specified by the parameter called transmission opportunity (TXOP). A larger TXOP

allows the station to transmit a burst of packets without contending for the channel

between transmissions.
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5.3.2 MMPP Model for Bursty Traffic

Multimedia streams such as voice, coded video, and Internet traffic usually possess

correlated and bursty characteristics which may significantly affect system perfor-

mance (e.g., delay outage probability and throughput) [64, 65]. By burstiness it is

meant that one can observe the clustering phenomenon of arrivals on the time line [66].

Let X = {Xj}∞j=0 denote the interarrival time of a traffic source with common distri-

bution A(x)13, and finite mean and variance, where Xj represents the j-th sample of

X taken at the time tj . The burstiness can be characterized by the squared coefficient

of variation of the interarrival time denoted as c2, given by [67],

c
2 =

V(X)

E2(X)
, (5.1)

where E(·) and V(·) denote the mean and variance operator, respectively. A highly

bursty arrival process tends to have a higher value of c
2, while a non-bursty Poisson

process has a c2 value of 1.0. Another important feature of multimedia traffic, partic-

ularly the variable bit rate (VBR) streams, is the high correlation between interarrival

times that produces long range dependence into the arrival process, and hence cumu-

lative effect on the queueing system. The degree of correlation between interarrival

times can be measured by the autocorrelation function rX(j) of the interarrival time

process X, namely,

rX(j) =
E(XkXk+j)− E

2(X)

V(X)
, j = 0, 1, · · · , ∀ k. (5.2)

In this study, the arrival process of multimedia traffic is represented by MMPP. The

MMPP model is a nonrenewal doubly stochastic process where the rate process is

determined by the state of a continuous-time Markov chain. An m-state MMPP is

13Here X is assumed to be stationary.
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characterized by two elements: the infinitesimal generator Q given by

Q =











−σ1 σ12 · · · σ1m

σ21 −σ2 · · · σ2m

...
...

. . .
...

σm1 σm2 · · · −σm











, (5.3)

where σi =
∑m

j=1,j 6=i σij and σij governs the transition rate from state i to state j;

and the Poisson arrival rate matrix Λ given by

Λ = diag(λ1, λ2, · · · , λm), (5.4)

where λi is the rate of a Poisson arrival process at state i of the Markov chain. The

steady-state probability vector Π of the Markov chain can be determined using the

following equations:

ΠQ = Π, Πe = 1, (5.5)

where e = (1, 1, · · · , 1)T . The reason for choosing MMPP is two-fold. Firstly, many

studies have shown that MMPP has enough flexibility to describe a wide variety of

traffic with correlated and bursty arrival processes [68]. Secondly, the queueing related

results of MMPP have been well-studied [69–71]. Therefore, the use of MMPP offers

versatility in the modeling environment and allows to achieve analytical tractability

while preserving the actual traffic characteristics [51].

5.3.3 MAC Model

We consider a distributed network consisting of two classes of users for simplicity. The

proposed analytical model can be generalized to more than two classes with minor

modifications. Let Ni denote the number of users in ACi for i = 1, 2, and AC1 users



Performance Analysis of PCA with Bursty Traffic 82

have higher priority than AC2 in accessing the channel. The operation of beacon

group specified in the standard ensures there are no hidden node problems [19, 72].

The analysis is based on a discrete-time system, where the basic time unit is

called generic slots denoted by φ. The length of a generic slot is varied, depending

on the channel status including idle, successful transmission and collision. If there is

no transmission during a physical time slot, the length of genetic slot is identical to

that of a physical time slot σ. On the other hand, the channel may be busy in two

cases. If there is a successful transmission, it takes Ts time during which the channel

is sensed to be busy. In the basic access mode, Ts = T(DATA) + SIFS + T(ACK) + DIFS.

In the RTS/CTS mode, Ts = T(RTS) + T(CTS) + T(DATA) + 3SIFS + T(ACK) + DIFS. If there

is a collision, it takes Tc time, where Tc = T(DATA) + ACK-timeout + DIFS for basic

mode, and Tc = T(DATA) + CTS-timeout + DIFS for RTS/CTS mode. In the above.

T(x) represents the transmission time of the frame type x.

An ideal wireless channel without transmission error is assumed so that all trans-

mitted frames may be lost only due to collisions caused by simultaneous transmissions

from multiple users. The effect of imperfect channels can be embedded in our analysis

following the approach presented in [73]. For simplicity, all MAC frames are assumed

to have the same fixed length. The case of different frame lengths (equivalently, the

consideration of TXOP) can be incorporated in our model following the work in [74].

The main performance metric of interest is the average frame delay, consisting

of the average waiting time and the average service time. The former counts the

time that a data frame stays in the MAC sublayer buffer before becoming the head

of the buffer, and the latter is the time from the moment that a frame reaches the

head of the MAC sublayer buffer to the moment that it is successfully transmitted or

discarded. Since the frame waiting time is a function of the frame service time, we

first derive the service time in the next section. The result will be used in Section 5.5
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for waiting time analysis.

5.4 MAC Service Time Analysis

The modeling of frame service time heavily relies on two key probabilities, namely, the

station transmitting probability and the frame collision probability, conditioned on

there is at least one frame in the user’s buffer to be served. Considering an ACi user,

the former is denoted by τi, and the latter is denoted by pi. For a lossless queueing

system, the probability of non-empty buffer is given by the server utilization factor

ρ = λX · Z̄ where λX is the mean frame arrival rate and Z̄ is the mean frame service

time. The probability that an unsaturated ACi station transmits in a randomly

chosen generic slot thus equals τiρi, ρi ∈ (0, 1]. We follow the approach proposed

in [61] to obtain pi and τi. With the probabilities τi and pi, we then proceed to derive

the PGF (equivalently, the Z-transform) of the MAC service time for both classes.

By numerical inversion of the Z-transform, the probability mass function (PMF) and

the corresponding moments can then be obtained.

5.4.1 Transmission and Collision probabilities

We assume that the transmission probability, i.e., the probability of a station to

initiate a transmission in a given backoff slot is constant in all its backoff slots [55,58].

Since the channel access procedure of the tagged station regenerates itself for each

new MAC frame, the complete service periods for MAC frames form renewal cycles

in the renewal process. The average length of the renewal cycle is thus equivalent

to the average frame service time [61]. According to the renewal reward theorem,

in a randomly chosen slot, the transmitting probability τi of an ACi station can be
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obtained as the average reward during the renewal cycle, given by

τi =
E[Ri]

E[Ri] + E[Bi]
, (5.6)

where E[Ri] is the expected number of transmission trials for a frame and E[Bi] is the

expected number of total backoff slots experienced by the frame. Assuming a frame

of ACi station may incur an average collision probability of pi, Ri follows a truncated

geometric distribution and E[Ri] is give by

E[Ri] =
m−1∑

j=0

(pi)
j . (5.7)

Similarly, E[Bi] can be obtained as

E[Bi] =
m−1∑

j=0

bj(pi)
j , (5.8)

where bj = CWj/2 is the average number of backoff slots in backoff stage j, j =

0, · · · , m, and m is the retry limit. Notice that the class-dependent CW parameters

have been included in the analysis. The collision probability of AC2 can be obtained

as

p2 = 1− (1− ρ1τ1)
N1(1− ρ2τ2)

N2−1, (5.9)

given by the fact that the AC2 station can only transmit in zone 2 with possible

collisions with one or more of the other stations from any class. The computation of

collision probability of AC1 is more involved, as its transmissions may take place in

either zone 1 or zone 2 with collision probabilities p1,1 and p1,2, respectively, where

p1,1 = 1− (1− ρ1τ1)
N1−1, (5.10)

p1,2 = 1− (1− ρ1τ1)
N1−1(1− ρ2τ2)

N2 . (5.11)

For the tagged AC1 station, its frame transmission may occur in either zone 1 or

zone 2. Suppose zone 1 contains M slots (i.e., the difference between AIFSN1 and



Performance Analysis of PCA with Bursty Traffic 85

AIFSN2), the frame transmission may take place in zone 2 if neither itself nor any of

the other AC1 stations transmit in zone 1 with probability denoted by θ2,

θ2 =
(
(1− τ1ρ1)

N1−1(1− τ1)
)M

. (5.12)

Otherwise, the transmission occurs in zone 1 with probability θ1 = 1−θ2. The average

collision probability of an AC1 station can thus be given by

p1 = θ1p1,1 + θ2p1,2. (5.13)

By jointly solving Equations (5.6), (5.9) and (5.13) we can obtain (τ1, τ2, p1, p2).

5.4.2 PGF of Frame Service Time

As mentioned in the previous section, the mean waiting time is a function of the

service time distribution. We derive the PGF of frame service time in this section.

Similar to [75], we work on a discrete-time system where the time interval in our

analysis is approximated as multiples of a common quantity, representing the small-

est granularity that can be observed by our model. We refer to this time unit as

the generic slot. Thus the frame service time is a discrete random variable leading

to a Z-transform based analysis. For a tagged station of ACi, it spends an amount

of time Zi = Bi + Ri to transmit a frame successfully, where Bi (Ri) is the random

variable representing the amount of time attributed to backoff (transmission trials).

Moreover, the introduction of AIFS differentiation causes further delay to AC2 sta-

tions as explained in Section 5.3.1. This additional amount of time is referred to as

the “pre-backoff waiting” period [61], denoted by Z ′. Therefore, the PGF of frame

service time can be written as

GZ1(z) = GB1(z)GR1(z),

GZ2(z) = GB2(z)GR2(z)GZ′(z). (5.14)
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In the following, we derive each component in GZi
(z), where the subscript i will be

omitted for notation brevity.

Generic Slot Gφ(z)

The time unit is measured in generic slot φ as defined in 5.3.3. For a randomly chosen

slot, the channel status may be in one of the following three mutually exclusive events:

being idle (i), having a successful transmission (s), or having a collision (c). The length

of generic slot φ can be expressed as:

φ = Ωiσ + ΩsTs + ΩcTc, (5.15)

where Ωe is a binary variable which takes the value of one if the event e ∈ {i, s, c}
occurs, and zero otherwise. Thus the PGF of φ takes the following form:

Gφ(z) = piz
σpsGTs

(z)pcGTc
(z), (5.16)

where pi, ps, and pc are class-dependent as given by [61]

pi,1 = (1− ρ1τ1)
N1 , (5.17)

pi,2 = (1− ρ1τ1)
N1(1− ρ2τ2)

N2 , (5.18)

ps,1 = N1ρ1τ1(1− ρ1τ1)
N1−1, (5.19)

ps,2 = N1ρ1τ1(1− ρ1τ1)
N1−1(1− ρ2τ2)

N2 + N2ρ2τ2(1− ρ2τ2)
N2−1(1− ρ1τ1)

N1 , (5.20)

pc,i = 1− pi,i − ps,i, i = 1, 2. (5.21)

Backoff Period GB(z)

Between two successful transmissions, the time contributed by the backoff procedure

B is

B =

NC∑

j=1

φj, (5.22)
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where NC is the overall number of generic slots between two successful transmissions

given that a frame transmission undergoes C trials (C ∈ {1, 2, · · · , m}) before success,

and φj is the length of the jth generic slot (we assume φ is an i.i.d. random variable).

Using the conditional expectation, the PGF of B can be written as

GB(z) = E[z
∑NC

j=1 φj ] =

m∑

c=1

E[z
∑Nc

j=1 φj ]P[C = c]. (5.23)

Similar to the argument of Ri in (5.7), C is a geometric random variable with success-

ful probability 1−p, i.e., P[C = c] = pc−1(1−p). For the first term in (5.23), the sum

of a random number NC of i.i.d. random variables φ, represented by SNC
=

∑NC

j=1 φj,

has the following property: GSNC
(z) = GNC

(Gφ(z)). Using this property, we can

obtain GB(z) as

GB(z) = (1− p)

m∑

c=1

pc−1GNC
(Gφ(z), c), (5.24)

where we use the notation GNC
(Gφ(z), c) to indicate that it is a function of c, which

can be derived according to [75] as follows. Let xj be the number of generic slots

contained in the backoff stage j, j = 0, · · · , C − 1. According to the exponen-

tial binary backoff, xj is uniformly distributed over [0, CWj − 1], where CWj =

min{2jCW0, 2
m′

CW0}, m′ being the maximum backoff stage. The PGF of xj can be

derived as

Gxj
(z) =

CWj−1
∑

k=0

zk

CWj
=

1− zCWj

(1− z)CWj
. (5.25)

The random variable NC can be expressed as

NC =
C−1∑

j=0

xj , (5.26)

such that the corresponding PGF is given by

GNC
(z, c) =

1

(1− z)c+1

c−1∏

j=0

1− zCWj

CWj
. (5.27)
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Figure 5.2: Illustration of pre-backoff waiting periods of AC2.

Retry Period GR(z)

Given that there are C transmission trials encountered before a successful frame trans-

mission, the random variable R representing the total time contributed by transmis-

sion trials can be written as

R =
C∑

j=1

φj. (5.28)

Therefore, the PGF of R is given by

GR(z) = GC(Gφ(z)). (5.29)

According to the fact that C follows a truncated geometric distribution, its PGF is

derived as

GC(z) =

m∑

k=1

zk
P[C = k] + pmzm = (1− p)

m∑

k=1

zkpk−1 + (pz)m.

Pre-backoff Period GU(z)

For AC2, it undergoes extra delays than AC1 as illustrated in Figure 5.2. When the

tagged AC2 station is backing off in Z2, its backoff procedure is interrupted if any

other stations (either AC1 or AC2) transmit. Let us call such a backoff procedure

during which the tagged station counts down its backoff counter as the “pure backoff”.

Because any transmissions of AC1 stations in Z1 will stop the tagged AC2 station from

possibly entering Z2, it takes a certain amount of time before the tagged AC2 station
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can start the pure backoff. We call such a delay as the “pre-backoff waiting period”

(PBOW), denoted by U . Using a similar argument, we can derive GU(z) as (see

Appendix B),

GU(z) =(1− p)
m∑

c=1

pc−1GNU (c)(Gη(z)) + (pz)mz∆ (5.30)

Thus far, we have derived the PGF of the frame service time for each priority

class. However, it is often very difficult, or even impossible, to analytically invert

the Z-transform of a discrete probability distribution. Several numerical inversion

algorithms have been proposed to address this difficulty. Next we employ the approach

in [76, 77] to obtain the nth moment of a discrete random variable from its PGF.

5.4.3 Numerical Evaluation of the Frame Service Time

The PMF of the frame service time Zi, i = 1, 2, derived in the previous subsection,

can be obtained by the numerical algorithm reported in [77]:

Zi(k) =
1

2klrk
[β0(k, l, r) + (−1)kβk(k, l, r) + 2

k−1∑

j=1

(−1)jRe(βj(k, l, r))], (5.31)

where βj(k, l, r) =
∑l−1

j1=0 e−πij1/lZ(reπj(j1+lj2)/lk), j =
√
−1, 1 ≤ j2 ≤ k for real r and

integer l. As suggested in [77], the algorithm can achieve low error estimate (less than

10−8) by setting l = 1 and r = 10−4/k, reducing to the simplified formula:

Zi(k) =
1

2krk
[Zi(r) + (−1)kZ(reπi) + 2

k−1∑

j=1

(−1)jRe(Z(reπij/k))] (5.32)

The nth moment, µn, is obtained by numerically inverting Z(z′), z′ = ez [76]:

µn =
n!

2nlrn
n

{Z(rn) + (−1)nZ(−rn) + 2

nl−1∑

j=1

Re[Z(rneπij/nl)eπij/l]} − ē. (5.33)
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5.5 Mean Waiting Time Analysis

Our mean waiting time analysis is obtained by modeling each station as a G/G/1

queue. It is well known that there is no exact expression for the mean waiting time of

the G/G/1 queue. In what follows we consider three approximate queueing systems

and summarize them in Table 5.2.

5.5.1 MMPP/G/ 1

The MMPP/ G/ 1 model is parameterized by the service time distribution and its

Laplace-Stieltjes transform h(s); the arrival process is parameterized by Q and Λ

(see Section 5.3.2). The mean waiting time W can be found as [78, Sec. 3.1.4.1]

W =
1

ρ

[
1

2(1− ρ)
[2ρ + λah

(2) − 2h
(
(1− ρ)g + h(1)ΠΛ

)

(Q + eΠ)−1λ]− 1

2
λah

(2)

]

, (5.34)

where h(2) is the second moment of h(s), and g is a vector that can be obtained by

the iterative algorithm provided in [78, Sec. 3.2]. We consider two approximations

for the service time: the exponential and the gamma distributions. They are consid-

ered because the Laplace transform of either has a closed-form expression, which is

required in computing the vector g in (5.34). In addition, these two distributions are

representative in the sense that they rely on different orders of moments to model

the distribution. That is, the exponential distribution can be modeled just by the

first-order statistics, while the gamma distribution needs the first two moments to

describe its distribution. Thus we consider two queueing systems, namely, MMPP

arrival process with gamma service time, denoted as QΓ
MMPP , and MMPP arrival

process with exponential service time, denoted as QM
MMPP . Their distributions and

corresponding Laplace transforms are listed in Table 5.2, where m1 and m2 represent
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Table 5.2: Summary of queueing Systems.

Notation Queue Service time distribution Mean waiting time

Gamma

QΓ
MMPP MMPP/ Γ/ 1 fΓ(x) = βαxα−1e−βx

Γ(α) Eq. (5.34)

h̃Γ(s) = ( β
s+β )α

Exponential

QM
MMPP MMPP/ M/ 1 fM (x) = 1/m1e

−x/m1 Eq. (5.34)

h̃Γ(s) = ( β
s+β )α

QΓ
heavy MMPP/ Γ/ 1 (ρ→ 1) Gamma Eq. (5.35)

QM
heavy MMPP/ M/ 1 (ρ→ 1) Exponential Eq. (5.35)

QM
PMRQ PMRQ/ M/ 1 Exponential Eq. (5.38)

the first two moments of the service time obtained from (5.33), with α =
m2

1

m2−m2
1

and

β = m1

m2−m2
1
.

5.5.2 Heavy traffic approximation

For the heavy-traffic case (or saturated stations), i.e., ρ→ 1, W can be approximated

by [79]

W ≈ ρ

1− ρ

h(c2
X + c2

Y )

2
, (5.35)

where cX = λXσX and cY = λY σY denote the coefficient of variation of the interarrival

time and service time, respectively. Combining with the exponential service time

approximation, we obtain the queueing systems QM
heavy. Likewise, QΓ

heavy represents

the heavy-traffic approximation with gamma-distributed service time.

5.5.3 PMRQ Approximation

The exact analysis of the queueing system with autocorrelated arrival processes (thus

nonrenewal) is generally hard and incurs a high computational burden. Approxi-
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mating the nonrenewal arrival process by a renewal counterpart is a commonly used

approach to deal with complex queueing system. Recently, Jagerman et al. [51] pro-

posed a renewal approximation to analyze delay systems with autocorrelated arrival

processes. The property of the correlated interarrival time is first captured by the

peakedness function as defined in [80]. By mapping a G/ G/ 1 queue to an approxi-

mating GI/ G/ 1 queue called PMRQ (Peakedness Matched Renewal Queue), which

preserves the peakedness of the original arrival process and its arrival rate, it is shown

that the approximate GI/ G/ 1 queue achieves close enough performance measures to

those of the original system. In this chapter we adopt the peakedness matching tech-

nique proposed in [51] to estimate the mean waiting time in our system, leading to the

QΓ
PMRQ approximation with gamma service time distribution and the QM

PMRQ with

exponential service time distribution. Note that the PMRQ approximation has also

been applied to a recent work [81], studying the impact of correlated wireless chan-

nel variations to queueing systems. In the following, we give the gist of the PMRQ

approximation relevant to our study.

The purpose of the PMRQ approximation is to approximate a general arrival pro-

cess X by a renewal process X ′, considering the fact that X ′ is generally analytically

simpler than X. The approximation is achieved by matching the peakedness function

of X, denoted as zX(s), to that of X ′, denoted as zX′(s). It has been shown that the

Laplace transform of X ′ takes the following form:

ãX′(s) =
λXαE + (λX + AEαE)s

λEαE + (λE + αE + AEαE)s + s2
, s > 0, (5.36)

where λX is the average arrival rate of X, AE and αE are estimated from zX(s). To

obtain the mean waiting time, first consider the complementary stationary distribu-

tion of the waiting time, W , asymptotically approximated as

P[W > t] ≈ ΓWe−θW t, t ≥ 0, (5.37)
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where ΓW is referred to as the asymptotic coefficient, and θW is called the critical

decrement. The corresponding mean waiting time can be approximated by

W ≈ ΓW

θW
. (5.38)

Given the Laplace transform of the approximate renewal process ãX′(s) and that of

the service time distribution h̃(s), one can compute θW as the smallest positive root

of the equation

ãX′(θ)b̃(−θ) = 1, θ > 0. (5.39)

On the other hand, the asymptotic coefficient, ΓW , can be found from the formula

ΓW = 2
k̃+(0)− k̃+(θW )

k̃+(−θW )− k̃+(θW )
, (5.40)

where k̃+ can be obtained by decomposing the kernel transform

k̃(s) = ãX′(−s)h̃(s) (5.41)

into k̃(s) = k̃−(s) + k̃+(s). By inserting ãX′(s) and h̃(s) into (5.41) and using the

partial fraction decomposition technique, one can obtain the decomposition of k̃(s)

k̃+(s) = k̃(s)− k̃−(s) (5.42)

k̃−(s) =
λXαE − (λX + AEαE)r1

r1 − r2

· h̃(r1)

s− r1

+
λXαE − (λX + AEαE)r2

r2 − r1

· h̃(r2)

s− r2

, (5.43)

where (r1, r2) are the roots of the quadratic function λXαE−(λX +αE+AEαE)s+s2 =

0. Notice a typo in [51, Eq. (9.5)] has been fixed here.

5.6 Numerical Results and Discussions

In this section, we first validate the efficacy of our analytical results through sim-

ulations. We then study the effects of traffic characteristics, namely the burstiness



Performance Analysis of PCA with Bursty Traffic 94

and correlations, to the MAC layer performance. We focus on the temporal perfor-

mance metrics, i.e., frame service time and waiting time, while other metrics such as

throughput and efficiency can be readily obtained.

The traffic arrival process is modeled by the two-state MMPP, which has been

widely used as a building block for the construction of various multimedia sources

such as voice, video and Internet traffic [82, 83, Sec. IV-A]. The use of the two-state

MMPP model also enables simple and explicit forms of important parameters that

facilitate our demonstration. A two-state MMPP is characterized by the infinitesimal

generator Q = [qij ], given by

Q =




−σ1 σ1

σ2 −σ2



 , (5.44)

a diagonal matrix Λ of the Poisson arrival rates given by

Λ =




λ1 0

0 λ2



 , (5.45)

and the initial probability vector

π0 =
1

λ1σ2 + λ2σ1

[

λ1σ2 λ2σ1

]

. (5.46)

The steady-state probability vector Π is given by

Π = (π1, π2) =
1

σ1 + σ2
(σ2, σ1), λa =

σ1λ2 + σ2λ1

σ1 + σ2
. (5.47)

The mean arrival rate λa is given as

λa =
σ1λ2 + σ2λ1

σ1 + σ2
. (5.48)

In addition, two parameters are used to describe the burstiness and the correlation

of the arrival process. The burstiness is characterized by the squared coefficient of
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Table 5.3: Parameters used in the performance evaluation
Channel rate 110 Mbps Retry limit [m] 7
Slot time [σ] 9 µs Max. backoff stage [m′] 6
SIFS 10 µs Min. contention window 32
PHY header 13.125 µs Frame payload 500 bytes

variation of the interarrival time, c2, as defined in (5.1) and has the following form [84]

c
2 = 1 +

2σ1σ2(λ1 − λ2)
2

(σ1 + σ2)2(λ1λ2 + λ1σ2 + λ2σ1)
. (5.49)

The one-step correlation coefficient, r1, is used to describe the correlation between

interarrival times, as given by [84]

r1 =
λ1λ2(λ1 − λ2)

2σ1σ2

c2(σ1 + σ2)2(λ1λ2 + λ1σ2 + λ2σ2)2
, (5.50)

where tn denotes the nth interarrival time. Based on the interrelation between c2

and r1, we can generate the arrival processes with the same mean arrival rate but

different bursty/correlation characteristics, as suggested in [84]. In our experiments,

we fix λ1 = 1 and find the corresponding MMPP parameters (σ1, σ2) as a function

of λ2 from (5.48) and (5.49). Subsequently, the relation between r1 and λ2 can be

obtained by (5.50). The value of c2 is chosen from {2, 10, 20}, representing different

degrees of burstiness. It is reported in [85] that c
2 = 18.1 is very large compared to

that of a Poisson process which has a c2 value of 1.0. The corresponding correlation

r1 is then obtained as long as the inequality λi > σi is satisfied.

The PCA protocol in [19] is simulated using our event-driven simulator. All the

numerical results reported here are obtained based on the PHY and MAC parameters

listed in Table 5.3. Both RTS/CTS handshake and the contention free burst (CFB)

functionality [19] are disabled. Because of the space limitation, we fix the minimum

contention window size for all ACs and only report the results relevant to the impact

of AIFS. In all experiments we consider the following setting: the number of stations
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N1 = N2 = 5; each AC1 station carries a traffic flow driven by the two-state MMPP

with the same parameters r1 and c2; AC2 stations are saturated such that there are

always frames in their MAC buffers. Such a setting mimics the scenario where the

station carrying multimedia traffic has higher priority, and the traffic delivered by

other stations is considered as the background traffic with low priority. We are inter-

ested in the mean waiting time and mean service time of the high-priority multimedia

traffic.

5.6.1 Model Validation

To verify the efficacy of our analysis, we compare the mean waiting time obtained from

simulations and those obtained from the aforementioned approximation methods as

summarized in Table 5.2. We fix the mean arrival rate of λa = 0.6, and consider two

burstiness levels: c2 = 2 and c2 = 10. Figure 5.3(a) displays the result of a low bursty

case, with c2 = 2. The simulation results show that the mean waiting time tends

to increase as the one-step correlation increases, and a rapid increase can be found

for r1 > 0.2. It can be seen that QΓ
MMPP and QM

MMPP can reasonably capture this

increasing trend, while the QΓ
MMPP slightly outperforms the QM

MMPP . The QM
PMRQ

performs similar to the previous two approximations for low and medium correlation

r1, and loses its accuracy for high correlation range. The heavy-traffic approximation

performs close to the simulation results for low and medium r1, but the flat curve

indicates that this approximation cannot properly reflect the impact of correlation

(here the server utilization factor ρ is about 0.7). Figure 5.3(b) displays the results

of higher bursty traffic, with c2 = 10. Similar to the low-bursty case, the QΓ
MMPP

and QM
MMPP well approach the simulated mean waiting time curve for all ranges of

correlation r1. The QM
PMRQ performs very close to the previous two approximations in

this setting. Again, the heavy-approximation does not effectively reflect the impact
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(a) Low bursty traffic c
2 = 2.
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(b) Highly bursty traffic c2 = 10.

Figure 5.3: Comparisons of mean waiting time obtained from simulations and ap-

proximated queueing systems (listed in Table 5.2) in different degrees of burstiness

for λa = 0.6, M = 2.



Performance Analysis of PCA with Bursty Traffic 98

of correlation in interarrival times. The above results suggest that the QΓ
MMPP and

QM
MMPP can capture the impact of traffic characteristics to the mean waiting time

with reasonable accuracy. In particular the former performs slightly better than the

latter. For brevity, in what follows we will only report the results for the gamma

approximation.

Remark: It can be found that the QM
PMRQ is also effective in responding to the

effect of bursty/correlation in the arrival process. Although the QM
PMRQ tends to

underestimate the mean waiting time for low and medium levels of correlation, the

use of GI arrival approximation does help in reducing the computational burden. Its

inaccuracy should be due to the relatively lossy peakedness function obtained from

the exponential service time approximation.

5.6.2 Mean Service Time

We first consider the saturation case, where each station is backlogged with constant

bit rate traffic. In Figure 5.4 we show the delay ratio (Z2/Z1) under different M ,

where AIFSN1 = 2. The accordance of analysis results with simulation ones suggests

that our model is fairly accurate. It can be seen that, the delay ratio increases as

M increases. The reason is clearly, since larger M implies longer graceful period

the high-priority AC could observe and in turn longer pre-backoff waiting periods

the low-priority AC may incur. The increasing trend is much significant for larger

number of flows. Figure 5.5 reports the per flow throughput for N1 = N2 = 10, which

indicates the low-priority AC2 is particularly sensitive to the increase of M than the

high-priority AC1. As M changes from 1 to 6, the throughput loss of AC2 is about

780%, and the throughput increase of AC1 is about 136%.
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Figure 5.4: Delay ratio Z2/Z1 vs. M for saturated stations.

5.6.3 Burstiness/Correlation vs. Mean Waiting Time

To further explore this performance characteristic, we present the results of different

traffic densities, i.e., λa = 0.3 in Figure 5.6(a) and λa = 0.6 in Figure 5.6(b), respec-

tively. Comparing the effects of burstiness c2 and correlation r1, both figures show

that, for low and medium correlation r1, the traffic burstiness dominates the mean

waiting time. For highly correlated traffic, the mean waiting time grows exponen-

tially, which implies that the correlation r1 between interarrival times has stronger

effects on the mean waiting time. These results confirm the importance of taking into

account the second-order statistics (e.g., burstiness/correlation) of the multimedia

traffic in estimating the mean waiting time. According to our simulation results, on

the other hand, the mean service time is not sensitive to the burstiness/correlation

properties of interarrivals. Hence the assumption of Poisson arrival process, which
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Figure 5.5: Per flow throughput for saturated stations.

has r1 = 0 and c2 = 1, is reasonably valid for obtaining the mean service time esti-

mation. However, this assumption greatly underestimates the mean waiting time of

the incoming traffic with bursty/correlated arrivals, and thus compromises its usage

in evaluating the multimedia traffic performance. For instance, video traffic generally

has strict delay bound, where a video frame may become useless if it cannot arrive

at the decoding buffer in time. Proactively dropping the video frame that has high

probability of exceeding the deadline has been an effective approach to improve the

video quality and bandwidth utilization in wireless transmissions [86]. In this context,

an accurate estimate about the mean frame waiting time can assist in designing an

effective transmission policy.
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Figure 5.6: The impact of burstiness and correlation in interarrival times to the mean

waiting time of AC1 in different traffic loads for M = 2.
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5.6.4 Impact of AIFS

We show the impact of AIFS on the mean waiting time in Figures 5.7(a) and 5.7(b)

for λa = 0.3 and 0.6, respectively. The label M of the x-axis represents the differ-

ence between AIFS1 and AIFS2, and a larger M provides more protections to the

AC1 transmissions. We compare the mean waiting time W1 of AC1 resulting from

two scenarios: low-correlated/bursty interarrivals (i.e., r1 = 0.12, c2 = 2) and high

correlated/bursty interarrivals (i.e., r1 = 0.24, c
2 = 10). We also report the mean

service time Z1 of AC1, obtained from simulations, to demonstrate the effect of AIFS

differentiation. We have the following observations. 1) The descending trend in both

figures shows that, although setting a larger M can help to reduce the mean waiting

time of AC1, yet the achieved gain is most significant when M is increased from 1

to 2 and its strength is reduced for larger M . On the other hand, the results in [61]

have shown that, increasing M could remarkably degrade the throughput of low-

priority AC2 stations while the increase of AC1’s throughput is minor. Hence this

gross observation suggests that a conservative setting of AIFS should be considered in

differentiating the transmission opportunity of high-priority traffic from low-priority

traffic. 2) Traffic with higher bursty/correlation levels is more sensitive to the AIFS

differentiation. Take the low traffic load case in Figure 5.7(a) for example, W1 drops

by about 87% from M = 1 to M = 5 for the high correlated/bursty scenario, while

the reduction is by about 78% for the low correlated/bursty scenario. 3) The effect

of AIFS is magnified for higher traffic load. Consider the highly correlated/bursty

interarrivals case for instance. Increasing M from 1 to 2 yields about 52% decrease in

mean waiting time W1 for λa = 0.3 [Figure 5.7(a)], while it is about 78% for λa = 0.6

[Figure 5.7(b)]. The above observations indicate that dynamically changing the con-

tention parameters should be beneficial to improving QoS provisioning for multimedia

traffic using the PCA protocol.
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Figure 5.7: The impact of AIFS on mean waiting time for N1 = N2 = 5.
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5.6.5 A Potential Application

Finally we present a potential application of our analysis. For multimedia traffic

sensitive to delay, the deadline missing ratio (DMR) is a useful temporal metric in

characterizing the QoS provisioning. DMR is defined as the probability that the

frame waiting time in the MAC buffer exceeds a predefined deadline, i.e., P[W > D].

Direct computation of this tail probability is generally difficult, since the exact waiting

time distribution may not exist in explicit form. Alternatively, we can adopt the

approximation of (5.37), as suggested in [51], to obtain the analytical value of DMR,

by taking advantage of its adequate accuracy in most cases as we have discussed above.

Here we fix M = 2 and λa = 0.6, and vary the degrees of burstiness and correlation.

The results are shown in Figures 5.8(a) and 5.8(b) for c2 = 2 and c2 = 10, respectively.

For the low bursty traffic c2 = 2, we can see that the DMR drops quickly for D less

than 10 ms, and the tail becomes quite flat for larger D, since the correlation r1 has

minor impact on the mean waiting time when the traffic load is light. For highly

bursty traffic, as shown in Figure 5.8(b), not only the DMR is higher compared to

that of a low correlated one, but the correlation r1 also has a dramatic impact on

the DMR. Furthermore, if we compare the DMR curve for r1 = 0 in both figures,

we can find that they are nearly the same. However, as the correlation r1 increases,

the DMR surface of the high-burstiness traffic (c2 = 10) is clearly different from that

of low-burstiness traffic (c2 = 2). For the high-burstiness traffic, a deadline (say

D = 10) which is sufficient to ensure low DMR for the low-correlated interarrivals is

not applicable to the high-correlated interarrivals, where additional protections such

as smaller minimum contention window and longer TXOP may be cooperatively used

with AIFS to ensure a desired low DMR.
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Figure 5.8: Dead line rate (DMR) vs. one-step correlation (r1) for different degrees

of burstiness, for N1 = N2 = 5, M = 2, λa = 0.6.
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5.7 Summary

We have presented a simple yet accurate model for performance study of the dis-

tributed PCA protocol in the WiMedia MAC specification. The main accomplish-

ments of this chapter can be summarized as follows:

• We successfully modeled the complex contention behavior between prioritized

stations and derived the PGF of service time distribution, which is then used

to obtain the service time distribution. We used this result to find important

parameters (the first two moments of the service time distribution) for the

queueing analysis.

• The traffic arrival process is modeled by MMPP, which is general enough to

represent a wide variety of multimedia streams with bursty and correlated char-

acteristics in interarrivals. We solved the resulting queueing system by three

approaches, including the exact MMPP arrival process, its GI counterpart, and

the asymptotical heavy-traffic approximation, as summarized in Table 5.2.

• We comprehensively studied the performance of these three approaches. Al-

though none of these methods is clearly the best in all cases, the QΓ
MMPP and

QM
MMPP approximations provide reasonable accuracy and adequately reflect the

impact of burstiness/correlation in interarrivals. In particular, our results in-

dicate that the QM
PMRQ comparable accuracy as the exact MMPP modeling in

most cases with much less computation effort.

Through numerical results, we have several important observations. For example,

the effect of AIFS tends to be magnified when the traffic load is high, or interarrivals

are highly bursty and correlated. Since increasing AIFS exponentially reduces the

chance of low priority users to access the channel, the parameter AIFSN used to



Performance Analysis of PCA with Bursty Traffic 107

control AIFS may be chosen moderately as long as the high priority user is well

protected. Our analysis also suggests that, dynamically adjusting the contention

parameters in response to the traffic characteristics and the network condition may

need to be considered to support delay-sensitive multimedia traffic. This provides an

important guideline for configuring UWB networks in supporting multimedia traffic

with stringent delay requirement. How to choose appropriate contention parameters

according to the locally collected information should deserve further research.



Performance Analysis of PCA with Bursty Traffic 108

Table 5.4: List of local notations for Chapter 5

Notation Definition [unit]

c
2 squared coefficient of variation of the arrival process

m retry limit

m
′

maximum retry limit

m1(m2) first (second) moment of the service time

pi average frame collision probability of ACi

Bi

amount of time attributed to backoff for a successful transmission

of an ACi frame [φ]

r1 one-step correlation coefficient of the arrival process

xi number of generic slots in backoff stage i

C number of transmission trials

CWi contention window size of ACi

NU (C) number of pre-backoff segments given C transmission trials

Q number of pre-backoff waiting periods in one segment

Q infinitesimal generator of MMPP

Ri

amount of time attributed to transmission trials for a successful

transmission of an ACi frame [φ]

Ts successful transmission time

U overall pre-backoff period [φ]

W frame mean waiting time

X interarrival time process

Zi contention zone i

Zi frame service time of ACi

η length of one pre-backoff period

θj frame transmission probability in zone j

λa average frame arrival rate

ρ server utilization factor

σ time slot length [ms]

τi frame transmitting probability of ACi in a random slot

φ generic slot length

Λ Poisson arrival rate matrix of MMPP



Chapter 6

Distributed Reservation Protocol

for UWB Networks with

Shadowing Effect

6.1 Introduction

To enable ad hoc connectivity in UWB networks, the WiMedia specification defines

two distributed channel access mechanisms, the prioritized channel access (PCA) and

the distributed reservation protocol (DRP). The PCA is a contention-based protocol,

which provides differentiated channel access via the same differentiation mechanisms

as the enhanced distributed channel access (EDCA) in IEEE 802.11e. Devices need

to sense the idle channel before accessing the medium, and various class-dependent

contention parameters are used to prioritize traffic classes. It is known that QoS

guarantee in EDCA is achieved in a statistical sense, which is difficult to satisfy the

delay requirement of real-time traffic [87]. The detailed analysis of PCA can be found

109
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in Chapter 5.

The DRP is a distributed time division multiple access (TDMA) protocol, by

which users have exclusive right of transmission during the reserved time slots. Differ-

ent from the ordinary TDMA, negotiation of channel time is carried out between peer

users through distributed negotiation procedure with the aid of beacon exchange14.

Such a reservation based protocol provides guaranteed channel access and thus is

preferable to real-time traffic with stringent delay requirement. However, real-time

traffic generally reveals bursty characteristics, where the packet interarrival times are

highly non-uniform. Consequently, the discrepancy between the reserved bandwidth

and the dynamic traffic arrival rate leads to low channel utilization. This problem

can be alleviated by using DRP with soft reservation, which means the unused slots

can be accessed by other users using the access rule of PCA. In hard reservation only

the owner of the reservation access the medium.

While the centralized TDMA protocol and its variants have been thoroughly stud-

ied [7–9], the distributed slot reservation problem has been less explored. The main

difference of a distributed reservation protocol from its centralized counterpart lies

in the resulting reservation pattern. To reduce the delay variation, it is desired to

reserve contiguous time slots per scheduling cycle, which is possible with the aid of

the centralized coordinator. However, maintaining such a uniform reservation pattern

(uniform interval between two reservations) is difficult in a distributed environment,

where the available time slots within a scheduling cycle may reveal an arbitrary pat-

tern. In [88], the delay performance of DRP under a given reservation pattern is

analyzed using a two-dimensional embedded Markov chain based on the assumption

14The beacon issued by each user allows distributed network synchronization and the correct

operation of the network. Beacon collisions are possible and can be resolved by a beacon collision

resolution protocol (BCRP) specified in the standard.
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of Poisson arrivals. Although the model is straightforward, it is limited to deal with

the hard reservation only and is not extendable to real-time traffic with bursty ar-

rivals because the PASTA (Poisson arrivals see time average) principle is not valid.

The assumption of error-free wireless channel also lead to underestimate the effect of

time-varying wireless channel to the delay performance, which have been noticed in

many recent studies [89–91].

In indoor environments, users with UWB devices are more likely to be station-

ary while nearby persons may frequently walk through the line-of-sight (LOS) of an

ongoing link resulting in short-term shadowing. For UWB communications with sev-

eral hundred megabits per second data rate, even a half second shadowing can affect

more than hundred megabits data and thus degrade the quality of the ongoing flows

severely, even with guaranteed channel time using DRP.

In this chapter, we propose an analytical model to study the performance of DRP,

taking into account the arbitrary reservation pattern and time-varying UWB channel.

In indoor environments, the time-variation of wireless channels is generally caused by

two sources: movement of the transmitter (Tx) or the receiver (Rx) (or both), and/or

the movement of scatters. For typical UWB indoor applications, the Tx and Rx

are stationary, thus the time-variation in the received signal power is caused by the

shadowing rather than fast fading. Based on the measurement results suggested by

the standardization group, the time-varying UWB channel with shadowing is modeled

by a finite-state discrete-time Markov chain at the packet level. In addition to the

time-varying channel behavior, another factor that impacts the protocol performance

is the reservation method. Given a reservation pattern, we are interested in the impact

of the reservation method to the DRP performance. The proposed analytical model

is developed based on the vacation queueing model, where the interval between two

reservation period is deemed the vacation period of the tagged user. Generally such
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a queueing system is complex and difficult to solve. By using the well-established

matrix-geometric approach, we are able to solve the complex queueing system and

obtain several important performance metrics such as mean service time, waiting time,

and throughput. Through numerical results, we get insight into the performance

of DRP in a realistic environment and provide useful guidelines in improving the

protocol. To the best of our knowledge, this is the first work analyzing standardized

UWB MAC protocols considering the time-varying UWB channel.

The remainder of this chapter is organized as follows. Section 6.2 presents protocol

description and modeling method for DRP, followed by the packet-level UWB shad-

owing channel model. We formulate and solve the queueing system in Section 6.3. In

Section 6.3 we derive various performance metrics for both hard and soft reservations.

Numerical results and discussions are given in Section 6.5. The chapter is concluded

in Section 6.6.

6.2 Preliminaries

The system under investigation is a distributed UWB WPAN where users reserve

transmission times using DRP. Because of user movement, an ongoing link may be

frequently shadowed off leading to performance degradation of DRP. Our goal is to

quantitatively assess the protocol performance under shadowing effect when different

reservation methods are used. This section first gives an overview of DRP and explains

how we model the protocol behavior given a specific reservation pattern. Then we

present the methodology of modeling the UWB shadowing channel at the packet level.
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6.2.1 Overview of DRP and its modeling

In WiMedia MAC, the channel time is divided into superframes composed of 256

media access slots (MAS). The superframe consists of a beacon period (BP) and a

data transfer period (DTP), as depicted in Figure 2.3. In DTP, a number of MASs

should be retained for PCA traffic. The remaining MASs are available for reservation

via DRP. To reserved MASs, a user needs to first sends a request indicating the set of

MASs of interest to its receiver. The request can be encoded in the beacon frame or

sent via PCA or DRP. Upon receiving the request, the receiver checks the availability

of the intended MASs according to its locally collected information. The reservation

can be successfully made only when resources are available at both the sender the

receiver sides. If the reservation is accepted, the receiver announces the result in its

beacon. Consequently, other users become aware of the reservation and the sender

can start the transmission from the next superframe using the reserved MASs. The

reservation can be reserved in a hard or soft manner. By hard reservation, the channel

is occupied by the owner throughout the reserved MASs. If soft reservation is used,

the unused MASs can be accessed by other users using PCA rule. The reservation

type is indicated in the beacon frame.

A tagged user is said to be in service during its reserved time slots, otherwise it

is said to be on vacation. Therefore, the vacation time of a tagged user is equivalent

to the service periods of other users, the beacon time and the PCA period in a

superframe. Since the latter two periods are simply constant, we pay more attentions

on the service period. The length of a service period depends on the reservation

method. When hard reservation is used, the service time duration is identical to the

reservation period duration, which is deterministic. On the other hand, the service

time duration may be less than or equal to the reservation period, depending on the

buffer status.
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In principle, the vacation period can be described by the discrete PH type distri-

butions. To elaborate this, we first briefly review the discrete PH type distribution.

Generally, a discrete PH distribution characterizes the time until absorption into state

K in a Markov chain on the state space {0, · · · , K} with initial probability vector

(−→η , ηK), where ηK = 1−−→η −→1 with
−→
1 denoting a column vector of 1’s, and transition

matrix structured by 


V
−→
V 0

−→
0 1



 , (6.1)

where
−→
V 0 =

−→
1 − V

−→
1 . Thus knowledge of −→η and V is sufficient to specify the

distribution of a PH distribution, denoted by PHd(
−→η ,V) with order K. The discrete

PH type distribution is general to represent every discrete distribution with finite

support. For example,a geometric distribution with parameter p can be represented

by PHd(1, 1− p) with order 1.

If the service period of individual user is of discreet PH distribution, then the

vacation period of the tagged user, which is the sum of the service periods of other

users, can also be represented by the convolution of several PH distributions. For the

case of hard reservation, the reservation period of each user is deterministic, which

is a special case of the discrete PH distribution. For soft reservation, the reservation

period is stochastic, depending on the queue status of the tagged user. Once the

buffer of the tagged user is empty, the channel becomes idle and thus other user can

immediately access the channel using PCA. In this case, the tagged user queue can

be modeled by vacation queue with a time-limited policy. Such a vacation queue has

been studied in [92], where the service period under the time-limited vacation policy

is shown to be of discrete PH type. Notice if we further consider the beacon period

and the time allocated to the PCA in each superframe, the resulting vacation time

remains PH type distribution, considering the facts that the deterministic variable is
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a special case of discrete PH type distribution, as well as the closure property of PH

type distribution. In the attempt to study the interaction between the time-varying

channel and the queueing performance, we focus on modeling the joint behavior of

these two dynamics and assume that the vacation time distribution of the arbitrary

reservation pattern is known. The derivation of vacation period distribution can be

found in Appendix D.

6.2.2 Packet-Level Channel Model for UWB Shadowing

In an indoor environment, the moving obstacles, such as people, may frequently

penetrate the LOS of an ongoing wireless link, thus shadow off the most significant

power contribution. For UWB communications with several hundred megabits per

second data rate, even a half second shadowing due to moving obstacles can affect

more than hundred megabits data and thus degrade the quality of the ongoing flows

severely.

To evaluate the actual protocol performance for UWB applications, a channel

model which captures the multipath and time-varying characteristics of UWB prop-

agation is a crucial component in the entire system modeling. The IEEE standard-

ization group has suggested the UWB indoor channel models for system test and

validation. However, such a waveform simulation needs to simulate the transmission

of every bit over the wireless channel, which is time-consuming for network protocol

analysis. Rather, a packet-level channel model which provides the packet error rate

(PER) information according to statistical channel properties can greatly facilitate a

complex system modeling. In [93], a packet-level channel model for UWB shadowing

due to user movement is proposed. In the following, we briefly introduce how to ob-

tain the UWB shadowing channel model and the corresponding Markov chain model

at the packet level.



Performance Analysis of DRP over UWB Shadowing Channel 116

There are four types of channel model based on different measurement environ-

ments. Channel model 1 (CM1) describe a LOS scenario with a separation between

Tx and Rx of less than 4 m. CM2 and CM3 describe the NLOS scenario with Tx-

Rx distance 1 − 4 m and 4 − 10 m, respectively. CM4 describes an environment

with strong delay dispersion. Based on the UWB channel model suggested in IEEE

802.15.3a [94], we first generate the channel IR without shadowing. Normally 100

random channel realizations should be sufficient, and they are dumped into a trace

file for further processing. Following the steps described in [93], we can obtain the

average shadowed received power given a specific location of the obstacle.

The effect of shadowing can be estimated based on the angular power spectrum

(APS), which has been used in [95] to study the time-varying UWB channel impulse

response (IR) with the stationary transmitter/receiver and the LOS blocked by a

moving obstacle. The APS refers to the distribution of power over the incident angle.

For a UWB channel, multipath components arrive with clustering phenomenon, where

each cluster consists of a random number of rays with different power delay profile [96].

Therefore, the APS of UWB signal should be a function of delay. Based on the

practical measurement, the APS of UWB channel denoted by P(θ, τ) has been given

in [95],

P(θ, τ) =







rect( 2πτ
τmax

), 0 < τ < τmax

1
2π

, τ > τmax

(6.2)

where θ is the incident angle with respect to the LOS component and τ is the delay

of the tap. Based on the APS of UWB propagation, we can obtain the shadowed

channel impulse response (IR). Figure 6.1 shows a simple scenario suggested in [97]

for measuring the shadowing effect of a single obstacle. A person, which is emulated

as a cylinder with radius of r, moves through the LOS between the transmitter and

the receiver at an average speed of v. The moving path is assumed to be perpendicular



Performance Analysis of DRP over UWB Shadowing Channel 117

v

Tx Rx
d

r

D

Figure 6.1: Illustration of blocking scenario.

to the LOS, with a distance of D from the receiver. Based on this scenario, the basic

steps to estimate the shadowing effect are summarized as follows:

1) Create a random channel realization, with a certain power ascribed to each tap.

The CM1 model reported in [94] is used because it describes the scenario of LOS.

2) For each delay tap, compute P(θ, τ).

3) Place the obstacle at a certain location on the moving path. Perform geometric

computations to get the angular range that the obstacle is shadowed off.

4) The remaining power for each delay tap is calculated, and thus a new channel

IR can be obtained.

The above procedure generates the normalized received power in the presence of

the obstacle at the prescribed position. By allocating the obstacle at the position

along the moving path, we can draw a curve representing the average shadowed

received power due to a moving obstacle. This will need to repeat the entire procedure

with sufficient spatial sampling intervals. To facilitate the computation, the result

generated in step 1 can be dumped into a file for further reuse.

Our goal is to construct a Markov chain for describing the dynamics of the UWB

shadowing channel at the packet level, based on the shadowed channel IR. The idea

is similar to the finite-state Markov chain (FSMC) channel model widely used in
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modeling the Rayleigh fading channel, where the Markov channel model is character-

ized by two statistics, the state transition probability and the state-dependent error

rate. First, we divide the area near the LOS into N zones. The spatial partition is

symmetric with respect to the LOS, resulting in a Markov chain with a state space

{x, x = 0, · · · , 2N}, where state 0 corresponds to the spatial zone without shadowing.

The average duration that the channel state remains at state n, tn, is decided by the

size of the zone and the average mobility speed v. In the corresponding discrete-time

Markov Chain model, each channel state will last for Nn = tn/ts slots, where ts is the

slot duration, e.g., packet transmission time. Figure 6.2 illustrates how the average

received SNR curve is partitioned and the resulting Markov chain. Assuming that the

time of a person staying within each zone is geometric distributed with mean Nn, the

transition probability of the discrete-time Markov chain can thus be approximated as

hx,y =







λ0, x = 0, y = 1,

1− λ0, x = y = 0,

1
Nx+1

, x ∈ [1, · · · , 2N ], y = mod(x + 1, 2N + 1)

Nx

Nx+1
, x = y ∈ [1, · · · , 2N ],

0, otherwise,

(6.3)

where λ0 is the arrival rate of a obstacle, determined by the density and mobility of the

obstacle entering the shadowed area, and mod represents the modulo operation. Note

that the Markov channel model can be formulated as either discrete or continuous

ones. Here we use a discrete one to facilitate our queueing analysis.

To obtain the average error rate of each state, we approximate the average received

SNR of state n by (Γn + Γn+1)/2, where Γn corresponds to the SNR at the boundary

of zone n. Given the average received SNR, γb, the PER associated with state n,

θn, is calculated by θn = 1 − (1 − BERn)L, where BERn = Q(
√

2γb) for antipodal
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Figure 6.2: Partition method of the Markov channel model.

signals [98].

6.3 Queueing Model and Analysis

To capture the evolution of the joint service/vacation and channel process with the

use of different reservation methods, we develop the analytical model based on the

following assumptions and notations.

1. We consider a fixed reservation pattern. A user can reserve time slots using

either hard or soft reservation, but not both. The mixed use of both reservations

is not considered.

2. A reservation period contains S slots. For simplicity, at most one packet can

be successfully transmitted per slot.
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α wireless channel 
(server)

vacation period 
(η, V)

1/µ

Figure 6.3: Illustration of the queueing model.

3. An infinite buffer size is assumed. The term “buffer” and“queue” will be used

interchangeably.

4. The tagged user’s queue is modeled as a discrete-time queue with vacation, as

depicted in Figure 6.3. The length of vacation period V , consisting of multiple

service periods of other users, follows the discreet PH type distribution denoted

by PHd(
−→η ,V) with order K, where the parameters −→η and V can be derived

using the approach shown in Appendix D.

5. A packet may arrive at the beginning of the slot with probability α, and leave

at the end of the slot (i.e., successfully transmitted) depending on the channel

quality, represented by the average received SNR γb.

6. The UWB channel variation due to shadowing is captured by a discrete-time

Markov chain with transition probability matrix H = [hx,y] in (6.3).

7. The average service rate is denoted by 1/µ, where µ is the average service time.
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The analysis of DRP protocol over UWB shadowing channel is conducted by

modeling the joint behaviors of queue length, channel state, and service/vacation

period as a discrete-time Markov chain χ with state space {(i, (0, k, x) ∪ (s, x)), i ≥
0; k = 1, · · · , K; x = 1, · · · , N ; s = 1, · · · , S}, where i is the number of packets in the

queue during vacation (service); in the tuple (0, k, x), 0 represents the tagged user

is in the vacation period, k represents the phase of the vacation, x is the channel

state; the tuple (s, x) refers to the service state with s denoting the slot index within

each allocation initiated by one. By ordering the state space of the Markov chain

lexicographically, the corresponding transition probability matrix P describing the

number of packets in the buffer can be obtained and partitioned as

P =













A0 C0 0 0 0 · · · · · ·
B0 A1 C1 0 0 · · · · · ·
0 B1 A1 C1 0 · · · · · ·
0 0 B1 A1 C1 · · · · · ·
...

...
...

...
...

...
...













, (6.4)

where each component is a block matrix describing the evolution of the queue length.

It is observed that P has the exact geometric structure as the QBD process [99].

In this context the matrix-geometric solution can be readily used to solve P. To

differentiate the underlying reservation pattern, the Markov chain corresponding to

hard and soft reservation is denoted by χh and χs, respectively. Meanwhile, the

matrix blocks in P depends on the use of reservation method, thus we use Ph and Ps

to denote the transition probability matrices for hard reservation and soft reservation,

respectively.

We note that the above Markov chain model is not limited to the Bernoulli ar-

rival process. For example, a more general Markovian arrival process (MAP) can
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be represented by two substochastic matrices15 and incorporated in the embedded

Markov chain χ [92]. In addition, the consideration of one successful transmission

per slot implies the QBD process has one-step memory, as can be observed from (6.4).

Generalization to multiple transmissions per slot only leads to multi-step memories

in the QBD process. The model can be also extended to the finite buffer case using

the approach in [100].

Before deriving the matrix blocks in Ph and Ps, we introduce some auxiliary

variables. We use i and j to denote the queue length, k and l for the vacation phase,

x and y for the channel state. Meanwhile, the following matrix shall be frequently

used,

Θ = diag(θ1, θ2, · · · , θ2N ), Θ
′

= I2N+1 −Θ, (6.5)

and I2N+1 is an identity matrix of dimension 2N + 1. In addition,
−→
1x is a column

vector of zeros except the xth position being one.

6.3.1 Markov Chain for DRP with Hard Reservation

For DRP with hard reservation, the tagged user persistently occupies the service

period regardless the buffer status. Each block in Ph is a square matrix of order

(2N + 1)(K + S)× (2N + 1)(K + S) as detailed in the following.

A0: The queue length remains zero in the following situations.

a) During vacation period, the system state switches from {0, (0, k, x)} to {0, (0, l, y)}
with probability (1−α)vk,lhx,y. The transition probability of dimension (2N +1)K×
(2N + 1)K is given as

A3

0
= (1− α)V ⊗H, (6.6)

15A matrix with the sum of each row less than or equal to one is called a substochastic matrix; it

is a stochastic matrix if the sum of each row is equal to one.
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where ⊗ denotes the Kronecker product.

b) The transition from vacation period to service period, i.e., from state {0, (0, k, x)}
to {0, (s, y)} occurs with probability (1−α)v0

khx,y for s = 1, otherwise it is zero. The

transition probability matrix of dimension (2N + 1)K × (2N + 1) for the former case

can be represented as

A2

0
= (1− α)

−→
V 0 ⊗H. (6.7)

c) The transition during service period only occurs from state {0, (s, x)} to {0, (s +

1, y)} for 0 ≤ s ≤ S − 1 with probability (1 − α)hx,y + α(1 − θx)hx,y, which can be

written in matrix form of dimension of (2N + 1)× (2N + 1) as

A0

0
= (1− α)H + αΘ

′

H. (6.8)

d) At the end of service period, the system state {0, (S, x)}may transit to {0, (0, k, y)}
with probability (1 − α)ηkhx,y + α(1 − θx)ηkhx,y. Thus we have the block matrix of

dimension (2N + 1)× (2N + 1)K,

A1

0
= (1− α)−→η ⊗H + α−→η ⊗Θ

′

H (6.9)

The resultant transition probability matrix which describes the queue remaining zero

in two consecutive slots has the following structure:

A0 =

















A3

0
A2

0
0 · · · · · · · · ·

0 0 A0

0
0 · · · · · ·

...
...

. . . A0

1
· · · · · ·

...
...

...
. . .

. . . · · ·
...

...
...

...
. . . A0

0

A1

0
· · · · · · · · · · · · 0

















. (6.10)

Using the similar argument, we can obtain A1 with same structure as A0 but
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different components given by

A3

1
= (1− α)V ⊗H, A2

1
= (1− α)

−→
V 0 ⊗H, (6.11)

A1

1
= (1− α)−→η ⊗ΘH + α−→η ⊗Θ

′

H, (6.12)

A0

1
= (1− α)ΘH + αΘ

′

H. (6.13)

In addition, C0 is given by

C3

0
= αV ⊗H, C2

0
= α
−→
V 0 ⊗H, (6.14)

C1

0
= α−→η ⊗ΘH, C0

0
= αΘH. (6.15)

The transition probability matrix B1, corresponding to the queue length decreasing

by one, has the following structure

B1 =

















0 0 0 · · · · · · · · ·
0 0 B0

1
0 · · · · · ·

...
...

. . . 0 · · · · · ·
...

...
...

. . .
. . . · · ·

...
...

...
...

. . . B0

1

B1

1
· · · · · · · · · · · · 0

















, (6.16)

with the components given by

B0

1
= (1− α)Θ

′

H, B1

1
= (1− α)−→η ⊗Θ

′

H. (6.17)

Notice B0 is identical to B1 in hard reservation case.

Stationary Probability

If the Markov chain χh is positive recurrent, i.e., the stability condition holds, the

matrix equation

R = C0 + RA1 + R2B0 (6.18)
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has the minimum nonnegative solution, R, with all the eigenvalues in the unit disk.

The stationary distribution −→π = [−→π0
−→π1
−→π2 · · · ] can be expressed as the matrix

geometric form

−→πk = −→π0R
k, k ≥ 0, (6.19)

where −→πk is the stationary probability of k packets in the queue. From −→π P = −→π we

can obtain a set of linear equations

−→π0(A0 + RB0) = −→π0. (6.20)

Furthermore, the normalization condition −→π −→1 = 1 can be reduced to

−→π0(I−R)−1−→1 = 1. (6.21)

The stationary probability −→π0 can be obtained by jointly solving (6.20) and (6.21).

6.3.2 The Markov Chain for DRP with Soft Reservation

The main difference of soft reservation from hard reservation is, whenever the tagged

users buffer becomes empty, the unused time slots in the allocation section will be used

by other users following the PCA access rule. In other words, the tagged user enters

vacation period if the service period ends or the queue becomes empty, whichever

happens first. Consequently, the system behavior of soft reservation differs from that

of hard reservation when it involves the queue length being zero, namely, A0, B0 and

C0 in Ps.

A0: The system remains on state 0, i.e., the queue length equals zeros, only when

the server is on vacation and there is no packet arrival. The corresponding transition

matrix can be derived as (1 − α)(V ⊗ H) before the vacation phase reaches the

absorbing state. For the case that the system enters to the absorbing state, the
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vacation phase will be renewed, since the queue is still empty that forces the system

to proceed with another vacation time. This will happen with probability determined

by
−→
V 0, while the new vacation phase is determined by −→η . Overall, the block matrix

A0 with dimension (2N + 1)K × (2N + 1)K is given as

A0 = (1− α)(V ⊗H +
−→
V 0−→η ⊗H) (6.22)

C0: The queue length may increase from zero to one during the vacation period with

corresponding transition matrix αV⊗H. It may also occur when a packet arrives at

the end of the vacation period with transition matrix α
−→
11

T ⊗
−→
V 0⊗H with dimension

(2N +1)K×(2N +1)S, where T denotes the matrix transpose. As a result, the block

matrix C0 can be given by

C0 =
[

αV ⊗H α
−→
11

T ⊗
−→
V 0 ⊗H

]

, (6.23)

with dimension (2N + 1)S × (2N + 1)(K + S).

B0: During the vacation period, the probability that the queue length changes from

one to zero is zero, and it is (1 − α)(1 − θi)δihx,y when the system state switches

from (1, (s, x)) to (0, (0, v, y)). Thus we have the block matrix B0 of dimension

(2N + 1)(K + S)× (2N + 1)K

B0 =













0

(1− α)−→η ⊗Θ
′

H

(1− α)−→η ⊗Θ
′

H
...

(1− α)−→η ⊗Θ
′

H













. (6.24)

Stationary Probability

Since the number of states for the boundary level is different from that for the non-
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boundary levels, the infinitesimal generator Ps has the complex boundary behavior.

In this context, we resort to the following matrix-geometric solution to find the sta-

tionary distribution [99, p. 24], which can be expressed as the matrix geometric form

−→πk = −→π1R
k−1, k ≥ 2. (6.25)

The above equation together with −→π P = −→π gives a set of linear equations as

−→x B[R] = −→x , (6.26)

where −→x = [−→π0
−→π1], and

B[R] =




A0 C0

B0 A1 + RB1



 . (6.27)

Since B[R] is singular, we need other independent equations, which can be obtained

from the normalization condition −→π −→1 = 1 and can be reduced to

−→π0
−→
1 +−→π1(I−R)−1−→1 = 1. (6.28)

Then we can solve (6.26) and (6.28) to find −→π0 and −→π1. Other −→πi , i ≥ 2 can be obtained

from (6.25).

6.4 Analysis for Hard and Soft Reservation

6.4.1 Stability

The stability condition of the vacation queue has been given by Alfa [92] for time-

limited polling system. The queueing system modeled in this chapter is analogous to

that in [92], where the system is stable under the following condition.
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Proposition 6.1. The system is stable if

α(S + V )µ < S. (6.29)

Proof. Define one cycle as the duration between the end of one vacation period to

the end of next vacation. Because the user can occupy the channel for at most S

slots regardless the use of reservation scheme, the average length of one cycle time is

S + V . During one cycle period, the average number of arrivals is α(S + V ). Given

the average service time µ, the average time to serve the arrivals during one cycle is

α(S+V )µ, which has to be less than the maximum service duration S, for the system

to be stable.

6.4.2 Mean Service Time

Define packet transmission process from the time that a packet becomes the head-

of-line (HOL) of the buffer to the time it is successfully received by the receiver.

The service time is thus the duration of one packet transmission process. In this

subsection we derive the average service time of a packet. To simplify the analysis,

we assume that the channel quality remains the same during the packet transmission

period. This is justified by the fact that channel variation process due to shadowing

is much slower than the packet transmission process. We will verify this assumption

in Section 6.5 by simulations.

The average service time can be derived as follows. Suppose a packet becomes

the HOL at slot s when the channel is in state x, for 1 ≤ s ≤ S and 1 ≤ x ≤ N ,

with probability pH(s, x). Because a packet may become the HOL at one of the slot

in allocation section with equal chance, which is independent of the channel state, we

have

pH(s, x) =
1

NS
. (6.30)
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Assuming that the channel remains on the same state x during the packet transmission

process, the number of time slots consumed until a successful transmission follows a

geometric distribution with parameter θx. In other words, a packet may undergo

m transmission trails for a successful transmission with probability θm−1
x θx, and it

consumes m + ⌊m−1
S
⌋V slots in total. Therefore, we obtain the average service time

as

µ =
S∑

s=1

N∑

x=1

pH(s, x)
∞∑

m=1

θm−1
x (1− θx)(m + ⌊m− 1

S
⌋V )

=
1

NS

S∑

s=1

N∑

x=1

(
1

1− θx
+ ν), (6.31)

where ν =
∑∞

m=1 θm−1
x (1− θx)⌊m−1

S
⌋V .

6.4.3 Average Throughput

The average throughput, denoted as Ω, is defined as the average amount of success-

fully transmitted information in bits per time unit, which can be computed as

Ω =
∞∑

i=1

N∑

x=1

S∑

s=1

πi,s,k

︸ ︷︷ ︸

(⋆)

cx(1− θx), (6.32)

where πi,s,k represents the joint probability of queue length i, channel state x, and

service epoch s; cx represents the maximum number of successful packets per slot

given the channel state x. We assume cx = 1 for simplicity. In (6.32), (⋆) represents

the joint probability that there are i packets in queue with channel state being n,

given by

(⋆) = −→πi (
−→q ⊗−→1x), −→q = [0 · · · 0

︸ ︷︷ ︸

r

1 · · · 1
︸ ︷︷ ︸

s

]T . (6.33)



Performance Analysis of DRP over UWB Shadowing Channel 130

Using (6.33), (6.32) can be written as

Ω =

∞∑

i=1

−→πi

N∑

x=1

(−→q ⊗−→1x)(1− θx) =

∞∑

i=1

−→πi
−→q ⊗ Θ̂, (6.34)

where Θ̂ = [1− θ0 1− θ1 · · · 1− θ2N ]T . For DRP with hard reservation, the average

throughput is given by

Ωh = −→π0R(I−R)−1−→q ⊗ Θ̂. (6.35)

Similar, the average throughput of DRP with soft reservation can be given as

Ωs = −→π1(I−R)−1−→q ⊗ Θ̂. (6.36)

6.4.4 Mean Waiting Time

For DRP with hard reservation, the average queue length at an arbitrary time, de-

noted as Lh, is derived as

Lh =
∞∑

k=1

k−→πk
−→
1 = −→π0R(I−R)−2−→1 . (6.37)

Similarly, for DRP with soft reservation, the average queue length at an arbitrary

time, denoted as Ls, is given by

Ls = −→π1(I−R)−2−→1 . (6.38)

The mean waiting time, w, is obtained by Little’s law as

wh =
Lh

λ
, ws =

Ls

λ
(6.39)

6.5 Numerical Results and Discussions

This section starts by describing the simulation setup, including the methodology

and parameters. The analytic and simulation results are compared to validate the
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Table 6.1: Simulation parameters.
packet size 1500 bytes
slot length (ts) 256 µs
body width (r) 30 cm
mobility speed (v) 0.5 m/s
obstacle arrival rate (λ0) 0.3
obstacle-receiver distance (d) 1 m
number of channel states (N) 21

mathematical modeling. The interaction between various system parameters and

protocol performance will also be discussed.

We first simulate the shadowing scenario of UWB channel depicted in Figure 6.1.

Following the procedures described in Section 6.2.2, we obtain the normalized average

shadowed power at the receiver end, as shown in Figure 6.4. Table 6.1 lists the

relevant parameters. The actual curve is obtained by a spatial sampling interval of

10 cm. We further partition the spatial area into 21 zones, resulting in a discrete-time

Markov chain with 21 states, and channel transition matrix H. The received power of

each state is approximated by the mean of the boundary values, as indicated by the

approximated curve. Based on the obtained packet-level channel model, we simulate

the discrete-time system shown in Figure 6.3. The tagged user can access the channel

during its reserved allocation section of length S slots, while the interval between

two allocation sections is considered as the vacation time with the length determined

by a d-PH distribution. The simulation run time is 5 × 106 time slots. A error-free

feedback channel for signaling the acknowledgement is assumed such that the sender

can get the reception status of the transmitted packet at the end of the time slot.

In the sequel we demonstrate the analytic results based on the equations presented

in the previous section. The accuracy of the analytic model heavily relies on the rate

matrix R, which is computed iteratively until ‖R(k+1)−R(k)‖ ≤ 10−8, where k denotes

the iteration index.
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Figure 6.4: Normalized received power shadowed by moving people using parameters

specified in Table 6.1.

6.5.1 Mean Waiting Time

The mean waiting time of DRP with soft and hard reservation versus arrival prob-

ability under different received SNR are shown in Figures 6.5(a) and 6.5(b), where

the service duration S = 7 slots, and the vacation period V = 3 slots. As seen from

the figures, the analytical results match the simulation ones very well. The figures

also show that, a higher received SNR reduces the mean waiting time as expected.

Comparing the performance of DRP with different reservation schemes, DRP with

soft reservation incurs higher mean waiting time than hard reservation, and the dif-

ference is more significant for lower received SNR. From the network standpoint, soft

reservation is advantageous to improving the channel utilization by releasing the idle

slots to the neighbors. However, this is achieved with the cost of reducing the possible

transmission time of individual user. Hence, there is a tradeoff between the network



Performance Analysis of DRP over UWB Shadowing Channel 133

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Arrival probability

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

M
e
a
n
 w

a
it

in
g
 t

im
e
 (

m
s
)

soft (simu)

soft (anal)

hard (simu)

hard (anal)

(a) Average SNR = 20 dB.
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Figure 6.5: Comparisons of reservation methods: mean waiting time vs. average

arrival probability for S = 7 and V = 3.

resource utilization and the QoS of the traffic flow. While configuring the optimal

reservation pattern might not be trivial in a distributed network, a rule of thumb may

be to use the soft reservation in a conservative way. A user may release the unused

slot if the traffic incoming rate slows down for a period of time and the number of

contending nodes is large. Otherwise the reserved time slots should be used persis-

tently even the buffer is empty. On the other hand, the two mechanisms perform

similarly for high arrival probability region. The reason is obvious, since the queue

is seldom being empty when the packet arrives densely. As a result, slot release can

rarely take place, implying that soft reservation reduces to hard reservation.

Finally, we show the average delay under different reservation patterns. For il-

lustration purpose, two d-PH distributions V1 ∼ (−→η1 ,V1) and V2 ∼ (−→η2 ,V2) with the
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same mean but different variance are used to represent the vacation period:

−→η1 = [1, 0, 0, 0], V1 =










0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 0










,−→η2 = [0.4, 0.25, 0.2, 0.15], V2 =










0.2 0.3 0.25 0.25

0 0.7 0.3 0

0 0 0.5 0.3

0 0 0 0










,

(6.40)

and V 1 = V 2 = 4, var[V1] = 0, var[V2] = 9.44. The vacation time with a larger

variance implies that the reserved pattern is more interleaved. In Figure 6.6, the

service duration is 7 slots long, and the average SNR equals 20 dB. For presentation

brevity, only analytical results are shown. As seen from Figure 6.6(a) for low-medium

packet arrival probability, a larger gap between the two mean waiting time curves

of soft reservation indicates that soft reservation is more sensitive to the variance

of vacation time. On the other hand, the mean waiting time of hard reservation

reveals a larger slope implying that hard reservation is more sensitive to the traffic

intensity. Figure 6.6(b) shows that the effect of variance of the vacation time to both

schemes tends to be magnified as the traffic load increases. For both reservation

methods, a uniformly slot reservation yields lower packet delay than that resulting

from a unequally spaced reservation pattern. This observation basically agrees with

previous studies on analyzing the slot allocation pattern in TDMA systems [8,9,88].

6.5.2 Mean Service Time

The mean service time measures the time that a packet is served by the wireless

channel. A higher received SNR provides a lower PER and thus, a packet can be

successfully received with less retransmissions. Table 6.2 shows the mean service time

of DRP under different channel conditions and vacation distributions. In simulations,

we fix the traffic intensity α = 0.5, the service period S = 7 slots, and vary the

received SNR and the vacation distributions following (6.40). It can be seen that the
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Figure 6.6: Comparisons of reservation pattern: mean waiting time vs. arrival prob-

ability for S = 7, V = 4, and received SNR = 20 dB.

mean service time linearly decreases as the increase of the received SNR. Moveover,

the reservation pattern, whether uniform or interleaved, has nearly null impact to

the mean service time. The agreement between the simulation and analytical results

validates the approximated derivation of service time in Section 6.4.2, based on the

assumptions the channel quality remains the same during the packet transmission

period.

6.5.3 Average Throughput

This subsection presents the effects of reservation methods and patterns on average

throughput. We fix the arrival intensity α = 0.5 and service period S = 7 slots, and

consider two vacation distributions following (6.40), both with the mean vacation

period of 4 slots. In Fig. 6.7, the horizontal axis represents the average SNR, and the

vertical axis represents the average throughput normalized by the offered load. Both

reservation methods achieve similar throughput and reach their performance limit
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Table 6.2: Comparison of mean service time (in microseconds) with different vacation
distributions.

SNR (dB)
simulation simulation analytical
(var=0) (var=9.44)

12 0.4539 0.4578 0.4924
14 0.4463 0.3833 0.3929
16 0.3532 0.3489 0.3511
18 0.3080 0.3077 0.2999
20 0.2781 0.2794 0.2699
22 0.2662 0.2667 0.2611

when the average SNR is sufficiently high. On the other hand, the throughput loss

due to shadowing is significant for low SNR range. In fact, the average throughput

without shadowing effect is close to one even for the received SNR = 12 dB, which is

not shown in the figure for presentation brevity.

Both reservation schemes reach its performance limit when the average SNR is suf-

ficiently high. Particularly soft reservation achieves better average throughput than

hard reservation. This is because for soft reservation, the user releases the unused time

slots whenever the buffer is empty even the reservation period has not been expired.

For hard reservation, however, the channel becomes idle when there is no packet to

send during the reservation period. As can be seen in Figure 6.7, hard reservation

leads to a certain loss on channel efficiency even the average SNR is sufficiently high

to produce nearly zero PER. While soft reservation achieves better channel efficiency

than hard reservation, the mean waiting time resulted from soft reservation tends

to be longer than that of hard reservation, as shown in Figure 6.5. Comparing the

results of mean waiting time and average throughput, the loss of channel efficiency is

about 20% when hard reservation is used, while the mean packet waiting time of hard

reservation is reduced about 50% in comparison with that of soft reservation. This
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Figure 6.7: Normalized throughput of DRP v.s. average SNR with different reserva-

tion methods, for α = 0.5, S = 7, and the vacation periods follow (6.40) with the

same mean V = 4 but different variances.

implies a tradeoff between the channel efficiency and the packet delay, depending on

the use of reservation schemes. On the other hand, both performance metrics can

be improved by increasing the received SNR, with the cost of higher transmission

power, modulation order or coding rate. Alternatively, in multi-band OFDM, where

the maximum transmission power is used, time and frequency domain spreading16

may be used to increase the SNR of received data.

16Time-domain spreading is achieved by transmitting the same information across two consecutive

OFDM symbols. Frequency-domain spreading entails transmitting the same information (complex

number) on two separate subcarriers within the same OFDM symbol.
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6.6 Summary

In this chapter, we have proposed an analytical model for the DRP defined in WiMedia

MAC for UWB-based WPAN. By modeling the sender buffer as a discrete-time queue

with vacation and incorporating the dynamics of UWB channel owing to shadowing,

we have obtained various important performance metrics under different reservation

methods. The proposed analytical model has been validated through simulations,

and the interactions between several system parameters have been observed from

numerical results. It has been shown that the short-term shadowing effect significantly

degrades the protocol performance. Comparing the hard and soft reservations, the soft

reservation incurs longer packet delay than that of hard reservation. Both reservation

methods achieve similar throughput performance. As to the effect of reservation

pattern, the soft reservation is more sensitive to the variation in the reservation

pattern. Moreover, the non-uniform reservation pattern is more vulnerable to the

increase of traffic intensity. Since the short-term shadowing notably degrades the

DRP performance, one of our future works is to find appropriate adaptive strategies

to smoothly support isochronous traffic. We also expect that the proposed model can

be applied to analyze other upper-layer protocols such as automatic repeat request

(ARQ) over UWB channels.
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Table 6.3: List of local notations for Chapter 6

Notation Definition (unit)
−→
1 column vector of all ones
−→
1x column vector of all zeros except the xth position being one

α packet arrival probability per slot

−→η initial probability vector of the phase type distribution

γb average received SNR (dB)

µ average service time

i number of packets in queue

n channel state

r number of vacation phases

s slot index in allocation section

v vacation phase

N number of channel states

S length of allocation section (slot)

V vacation length

−→
V 0 = [v0

k]
probability vector describing the transition

from a transient state to the absorbing state

V = [vk,l]
transition probability matrix for the transient

states of the phase type distribution



Chapter 7

Conclusions and Future Work

In this thesis we have addressed two fundamental questions surrounding UWB and

its potential applications: how the bandwidth can be efficiently utilized, and how

the QoS requirement of multimedia traffic can be guaranteed. We have tackled these

issues using a MAC-centric approach. In the following, we summarize our research

results, followed by a discussion of possible future work.

7.1 Major Research Contributions

We consider two types of UWB networks, centrally controlled and distributed con-

trolled ones, respectively.

7.1.1 Efficient Resource Allocation for Centralized UWB Net-

works

The inherent wide spectrum of UWB signals allows concurrent transmissions within

close proximity. However, arbitrary concurrent transmission may lead to lower aggre-
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gate throughput than that of TDMA. Therefore, it is necessary to strategically select

the concurrent transmitting links in order to efficiently utilize the bandwidth. We

have shown the optimal scheduling for concurrent transmission is NP-hard, and pro-

posed low-complexity algorithms for different design objectives, including throughput

maximization and multi-class services provisioning. The main contributions are:

• Deriving the sufficient condition when concurrent UWB transmission yields

higher network throughput than TDMA scheduling. Based on this condition,

low-complexity scheduling algorithms for improving the network throughput in

UWB networks have been proposed.

• Proposing a utility-based scheduling algorithm which can provide differentiated

services among different traffic classes with different bandwidth requirements.

The proposed solution also achieves fairness in the presence of heterogeneous

traffic.

• Taking advantage of UWB’s ranging capability in aiding the scheduling deci-

sion. While the perfect distance information is commonly assumed, we resort

to stochastic optimization taking into account the ranging errors. We have

proposed a meta-heuristic algorithm incorporating the sufficient condition (for

concurrent transmission) to solve the NP-hard scheduling problem. Simulation

results show that the proposed approach is promising in improving the algo-

rithm efficiency with affordable computational complexity.
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7.1.2 Modeling and Analysis for MAC protocols in Distributed

UWB Networks

Despite several distributed MAC protocols have been proposed for UWB networks,

they usually require a significant amount of signalings and are difficult to imple-

ment. On the other hand, the WiMedia Alliance has included two simple distributed

MAC protocols, namely PCA and DRP, in their specification for future UWB-based

WPANs. Our goal is to understand the capabilities of these two protocols in sup-

porting multimedia applications for UWB networks such that possible improvement

guidelines can be obtained. To achieve this, we mathematically model and analyze

these two protocols.

Contention-based PCA

While many analytical models have been proposed for theoretically analyzing contention-

based MAC protocols, rarely the characteristics of multimedia traffic are taken into

account. In addition, analyzing MAC protocols with prioritized traffic classes is usu-

ally difficult. Since multimedia traffic, which reveals bursty and correlated interarrival

times, will be the key application of UWB networks, it is important to develop a suit-

able analytical model taking into account the traffic characteristics of multimedia

traffic. We have proposed an analytical model for studying the performance of PCA,

considering the bursty and correlated interarrival times of multimedia traffic. This

is the first work exposing the significance of the second-order characteristics (bursti-

ness/correlation) of multimedia traffic on the delay performance of the PCA protocol.

The advantages of the proposed analytical model are:

• It can accurately capture the contention behaviors between high and low priority

classes. Comparing to the Markov-chain based models, the proposed model is

simple and more realistic.
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• Both the average frame service time and frame waiting time can be obtained.

Based on the proposed analytical model, we have obtained several important observa-

tions: (1) The frame waiting time is very sensitive to the second-order characteristics

(burstiness and correlation) of traffic arrival process. On the other hand, the frame

service time is not sensitive to bursty/correlation properties of interarrival times; (2)

The effect of differentiation parameter AIFS in protecting the high priority traffic

tends to be magnified when the traffic load increases, and/or the interarrival times

are more bursty and correlated; and thus, (3) the value of AIFS should be mod-

erate, as long as the high priority multimedia traffic can be protected. The above

observations suggest that, dynamically adjusting the contention parameters should

be beneficial to improving the QoS provision for multimedia traffic.

Reservation-based DRP

To satisfy the stringent delay requirement of multimedia traffic, the WiMedia MAC

employs a reservation-based protocol called DRP to achieve bandwidth guarantee.

However, several factors may impact the effectiveness of DRP in bandwidth guarantee.

Firstly, the nearby persons may frequently walk through the LOS of an ongoing link

leading to short-term shadowing. With a high speed transmission rate, even a half-

second shadowing can affect a significant amount of data. Secondly, the DRP is

different from the centralized counterpart, as the available time slots is non-uniformly

distributed over the superframe. Thirdly, the reservation method (i.e., soft and hard),

introduces a tradeoff between channel efficiency and delay performance. We have

proposed an analytical model for analyzing the performance of DRP considering the

above factors. Our main achievements are:

• The proposed analytical model is the first one taking into account the time-

varying behavior of the UWB multipath channel in analyzing MAC protocols.
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• The proposed analytical model is unified in the sense that it can capture the

exact protocol behavior under different reservation methods (soft and hard),

given a specific reservation pattern. With minor modifications, various traffic

models can be incorporated in the analytical model.

• The proposed model provides important insights into the protocol performance

in realistic UWB networks, and can be applied to the analysis of other upper-

layer protocols over UWB channels, such as TCP, ARQ.

We have observed that the short-term shadowing significantly degrades the protocol

performance. Comparing the hard and soft reservations, the soft reservation incurs

longer packet delay than that of hard reservation. Both reservation methods achieve

similar throughput performance. As to the effect of reservation pattern, the soft

reservation is more sensitive to the variation in the reservation pattern. Moreover, the

non-uniform reservation pattern is more vulnerable to the increase of traffic intensity.

One of the most interesting finding is that, the intuitive advantage of soft reservation

in improving the channel utilization is not obvious according to our numerical results.

In fact, soft reservation tends to introduce longer average waiting time that can be a

negative impact to multimedia traffic sensitive to the interarrival time.

7.2 Future Work

In this section, we briefly outline some potential research directions from this thesis.

7.2.1 Interference-aware MAC Protocols for UWB Networks

• Inter-piconet interference – In the first part of this thesis, we assume there is

no inter-piconet interference in centralized UWB networks. The inter-piconet
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interference may take place when multiple geographically overlapped piconets

use the same channel and are not synchronized in time. The effect of inter-

piconet interference can be severe to users locating within the overlapping area.

If PNCs belonging to different WPANs can hear each other, it is possible for

overlapped piconets to achieve synchronization in MAC layer, and further merge

their superframes [1]. When piconets are partially overlapped, PNCs might be

hidden from each other. The issue may be tackled from the physical layer to

reduce the symbol collision probability [39]. How to extend our work taking the

possible inter-piconet interference into account should deserve further studying.

• Interference mitigation through Cognitive UWB Radio – Since UWB signals

are spread over a wide spectrum, they unavoidably overlap with existing radio

systems such as global system for mobile communication (GSM), universal mo-

bile communication system (UMTS), and WLANs. How to mitigate interference

from/to these coexisting systems is a critical issue for UWB networks. Moreover,

the inter-piconet interference and the shadowing effect discussed in Chapter 6

require proper adaptive mechanisms to reduce their effect to UWB networks.

Cognitive radio technology allows devices to rapidly adapt their transmission

schemes (e.g., modulations and protocols) to the environment [101]. Despite the

original objective of cognitive radio is to improve spectrum efficiency, its appli-

cation to resolve the above-mentioned issues in UWB networks is an interesting

research issue.
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7.2.2 Low-complexity Algorithms for Utility Maximization

with Heterogeneous Traffic

In Chapter 4, bandwidth allocation in centralized UWB networks is formulated as

the network utility maximization (NUM) problem. This formulation has found many

applications in solving networking problems, such as TCP congestion control [102],

bandwidth allocation in wireless networks [44] and wireline networks [103], as well as

video streaming [104]. The main difficulty of NUM lies in the possible non-concavity

of the objective function. Previous research mainly focuses on continuous and con-

cave utility functions for elastic traffic. Very recently, discontinuous and nonconcave

utility functions have received attentions due to the explosion of interest in multi-

media traffic (e.g., real-time, delay-adaptive, or streaming traffic). The consideration

of nonconcave utility functions, however, turns NUM into nonconvex optimization

problems [105]. Since exact solutions for nonconvex optimization problems are dif-

ficult, current research attempts to find in what conditions the traditional approach

for solving the concave NUM problems can be still applied to nonconcave ones. In

this thesis aiming at WPAN, the solution space is relatively small such that search-

based approaches may be applicable. Envisioning the increasing demand of providing

multimedia services in future wireless networks, e.g., WiMAX, it is critical to design

low-complexity algorithms for solving nonconcave NUM problems. Additionally, fair

bandwidth allocation for networks with heterogeneous traffic also requires further

investigation.

7.2.3 Packet-level UWB channel model

To evaluate the protocol performance, both mathematical modeling and simula-

tion/emulation are widely accepted approaches. Comparing to the latter one, an
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accurate mathematical model can greatly facilitate the early stage of system design

in reducing the time and cost of building the system of interest. In the context of wire-

less communications, the close interactions between the time-varying channel behavior

due to multipath fading and upper-layer protocols have been evidenced from previous

research. Examples include TCP [89, 90], auto repeat request (ARQ) [28, 106], and

link scheduling [91, 107]. In the literature, the finite state Markov channel (FSMC)

has been widely used to characterize the variation of the flat fading channel. For

UWB channels with frequency-selectivity, there is a lack of convenient channel model

for characterizing both the fast and slow fading. To describe the channel variation at

packet-level, we need certain statistical information about the time-varying channel,

e.g., the amplitude distribution of the channel gain and/or the level crossing rate of

the fading process. Such information is typically obtained from measurement results.

Currently only limited channel measurements specific for UWB propagation channels

have been conducted. In Chapter 6 we develop an analytical model based on the

measurements from a specific scenario, where a single obstacle that moves across the

LOS is considered [97]. How to extend this model to include more generalized sce-

narios, e.g., different mobility patterns (speed and direction) and multiple obstacles

require further research.



Appendix A

NP Hardness of Optimal

Concurrent Scheduling

We show that the optimal scheduling for concurrent transmissions that optimizes

throughput is NP-hard using the notion of conflict graph [34]. Consider a UWB

peer-to-peer network as a directed graph G = (V, E) where the nodes correspond

to the UWB devices and the links correspond to the peer-to-peer links between the

devices (e.g., a directed link lij from device i to j). We use the terms “node” and

“link” in reference to the directed graph G, and reserve the terms “vertex” and “edge”

for the conflict graph H . Under graph G, the conflict graph H is defined such that a

vertex corresponds to the link in the graph G. An edge, denoted as (lij, lpq), is drawn

if the links lij and lpq can not be scheduled concurrently. According to the exclusive

region with radius r, there is an edge between vertex lij and lpq if either diq ≤ r or

dpj ≤ r. Given the conflict graph H , an independent set is a set of vertices, such that

there is no edge between any two of the vertices. In other words, an independent set

consists of the links that can be scheduled concurrently. If each link has identical

capacity, the problem of finding the largest independent set in H , known as NP-hard,
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can be reduced to the throughput maximization problem. Since the link throughput

depends on the propagation distance and shadowing effect and thus is not identical,

the optimal scheduling leading to maximum throughput can be seen as a weighted

version of the aforementioned throughput optimization problem. This results in the

hardness of optimal scheduling problem in peer-to-peer UWB networks.

To solve the maximum weighted independent set problem, several approximation

algorithms based on greedy strategy have been proposed [108, 109]. In [109], the

proposed greedy algorithms can achieve 1/△(H) of the weight of the maximum in-

dependent set, where △(H) is the maximum degree of the graph. However, such

approximation may be loose for a dense network. In addition, these algorithms

rely on iteratively configuring the graph until it is empty, and thus are considered

computation-expensive for complete graphs in our case.



Appendix B

Derivation of GU(z)

To derive the PGF of the pre-backoff period GU(z), consider the fact that when the

tagged AC2 station is backing off in Z2, the pure backoff procedure is interrupted if any

other stations transmit, which occurs with probability 1−γ, where γ = (1−τ1)
N1(1−

τ2)
N2−1. Hence, when the tagged station experiences xi backoffs in stage i, there are

(1− γ)
∑C−1

i=1 xi interruptions or segments, given that there are C transmission trials

before one successful transmission. In each segment, the backoff counter can be

decremented only when Z1 is idle with probability θ2. With probability 1− θ2, one or

more AC1 stations may transmit in any of the slots in Z1 and the current uncompleted

Z1 is ended immediately due to this transmission. Therefore, for each segment, the

tagged AC2 station may experience several pre-backoff waiting periods (PBOW) prior

to the pure backoff. We denote Q as the number of PBOWs in each segment. Since

Q itself is a geometric random variable with parameter θ2, to simplify the analysis,

we let Q = 1/θ2. As a result, the overall number of PBOWs for one successful

transmission of AC2 station (with C transmission trials), denoted as NU (C), is equal
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to NU(C) = (1− γ)/θ2

∑C−1
i=1 xi, and its PGF is given by

GNU (C)(z) = E[z
1−γ
θ2

∑C−1
j=0 xj ] =

C−1∏

j=0

Gxj
(z(1−γ)/θ2). (B.1)

To compute the length of PBOW, denoted by η, we use an argument similar to that

for computing the length of a generic slot. Assume η is an i.i.d. random variable.

If any AC1 stations transmit at the Ñth slot in Z1, the length of PBOW equals

η = (Ñ − 1)∆ + Ts. Therefore,

Gη(z) = GÑ(z∆)z−∆GTs
(z), (B.2)

where

GÑ(z) =

M∑

k=1

zÑP [Ñ = k] = (1− pi,1)

M∑

k=1

zk(pi,1)
k−1, (B.3)

and pi,1 is given by Equation (5.17). The total pre-backoff period, U =
∑NU (C)

i=1 ηi,

has the PGF given by

GU(z) = (1− p)

m∑

c=1

pc−1
E[z

∑NU (c)
i=1 ηi ] + pmzm∆

= (1− p)
m∑

c=1

pc−1GNU (c)(Gη(z)) + (pz)mz∆. (B.4)



Appendix C

SPRS Algorithm

Algorithm C.1 SPRS Algorithm [49]

Input: {κm} ∈ K, K ∈ N

Step 1 Randomly select an initial user subset κ0 ∈ K; N0 := initial sample size;

m := 0. Go to step 2.

Step 2 Given κm, calculate the corresponding Um(κm). Randomly select another

user subset κ′
m ∈ K\ {κm}. Compute the corresponding Um(κ′

m). Go to step 3.

Step 3 If Um(κm) > Um(κ′
m), then let κm+1 = κm. Otherwise, let κm+1 = κ′

m. Go

to step 4.

Step 4 Perform a paired t-test between Um(κm) and Um(κ′
m) to test the null

hypothesis H0 : Um(κm) = Um(κ′
m). If p-value>0.2, then Nm+1 := Nm; otherwise

Nm+1 := Nm + δN . Every K iterations, do Nm+1 := Nm + δN . m := m + 1. Go to

step 2.
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Appendix D

Derivation of Vacation Period

Distribution

In Section 6.3, the vacation period is represented by a d-PH type distribution PHd(η,V)

with order K. Based on the derivation in [100], we elaborate how the parameters η

and V can be obtained using a simple example, where there are five users {a, b, c, d, e}
contending the channel and the reservation pattern is given as a, b, c, a, e, c, d. The

generalization to arbitrary number of users and reservation pattern should be straight-

forward. We focus on the user a. Therefore the entire reservation pattern can be

divided into two subcycles φj, j = 1, 2, where φ1 = {a, b, c} and φ2 = {a, e, c, d}. Let

Si denote the length of the reservation period of user i, i = a, · · · , e.
We first derive the vacation period length in each subcycle, which is identical to the

sum of the service period of other users in the same subcycle. For hard reservation,

the service period is constant with length Si and can be readily characterized by
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PHd(γi,Fi) with order Si given by

γi =
[

1 0Si−1

]

, Fi =




0Si−1 ISi−1

0 0T
Si−1



 , (D.1)

where 0Si−1 is a column vector of all zeros with dimension Si−1. For soft reservation,

the service period may be shorter than the reservation period when the buffer becomes

empty prior to the expiration of the reservation period. In such a case the service

period is still of d-PH type but its derivation is lengthy. We refer the readers to the

appendix in [92] for the details. In this thesis we assume the service period distribution

is known and denoted by PHd(γi,Fi) for user i. Therefore, the vacation period in

subcycle j can be represented by PHd(δj ,Lj) with dimension
∑

i∈{φj\a}
Si. In the

first subcycle, user a takes vacation after its service period according to the initial

probability vector δ1, which is give by δ1 =
[

γb 0
]

, since the service period of user

a is succeeded by that of user b. The channel will be occupied by user b according

to the service period of user b, given by Fb. At the end of the service period of user

b, user c will access the channel. Therefore, we have absorption according to F0
b

and

beginning of service of user c according to γc. Then the channel is occupied by user

c according to Fc. After serving user c, first subcycle is over according to F0
c. As a

result, the vacation period in the first subcycle is completely characterized by

L1 =




Fb F0

b
γc

0 Fb



 , L0
1 =




0

F0
c



 , δ1 =
[

γb 0
]

. (D.2)

Similarly, the vacation period in the second subcycle PHd(δ2, L2) is given by

L2 =








Fe F0
e
γc 0

0 Fc F0
cγd

0 0 Fd








, L0
2 =








0

0

F0
d








, δ2 =
[

γe 0 0
]

. (D.3)
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From the vacation period distribution in each subscycle we can construct the vacation

period distribution of the tagged user. It can be seen that the tagged user may take

vacation in each subscycle for certain amount of time and than move to the succeeding

subscycle, but can not skip the proceeding subcycle before returning to the current

one, and vice versa. The transition between two subsycles can be described by four

matrices U0, U1, U2, and U3. The matrix U0 specifies the transition during the

vacation period in the current subcycle, and U1 determines the end of the current

vacation period and which is the next vacation period, given by

U0 =




L1 0

0 L2



 , U1 =




0 L0

1δ2

L0
2δ1 0



 (D.4)

The above distribution is interpreted as follows. U0(1, 1) indicates that the tagged

user is taking vacation in the first subcycle according to (δ1,L1). The first subcycle

ends according to L0
1, and the tagged user enters the second one where the vacation

period is determined by (δ2,L2), as stated by U1(1, 2). Similar arguments lead to

positions U0(2, 2) and U1(2, 1). The matrix U2 is used for describing the transitions

from the end of vacation period of the tagged user to the start of the service period,

which is given by

U2 =




0 L0

1

L0
2 0



 (D.5)

The matrix U3 defines the transitions from the service period of the tagged user to

the beginning of the vacation period, as given by

U3 =




0 δ2

δ1 0



 (D.6)

Based on the above derivation, We modify the matrix blocks in (6.4) as follows:

• The matrix V is replaced with the matrix U0.
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• The matrix V0η is replaced with the matrix U1.

• The vector V0 is replaced with the matrix U2.

• The vector η is replaced with the matrix U3.

Unavoidably the rate matrix R becomes larger. Furthermore, the service period dura-

tion in soft reservation is dependent on the vacation period distribution that involves

more computation. The iterative algorithm in [100] with moderate modification can

be used to obtain the service duration of the tagged user, which will be one of the

future works.



List of Acronyms

AC access category

AIFS arbitrary interframe space

APS angular power spectrum

ARQ auto repeat request

BP beacon period

BCRP beacon collision resolution protocol

BPST beacon period start time

CAP contention access period

CDMA code division multiple access

CSMA/CA carrier sense multiple access with collision avoidance

CTA channel time allocation period

CTS clear to send

CW contention window

DCF distributed coordination function

DIFS DCF interframe space

DRP distributed reservation protocol

DSSS direct-sequence spread-spectrum
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DTP data transfer period

EDCA enhanced distributed channel access

FSMC finite state Markov channel

GSA global search algorithm

HDTV high-definition television

LOS line-of-sight

MAC medium access control

MAI multiple access interference

MAS media access slot

MMPP Markov-modulated Poisson process

MWIS maximum weighted independent set

NLOS non-line-of-sight

OFDM orthogonal frequency division multiplexing

PaA proportional allocation algorithm

PCA prioritized channel access

PNC piconet coordinator

PSD power spectral density

QoS quality of service

RTS request to send

RX receiver

SIFS short interframe space

SINR signal to interference plus noise ratio

TDMA time division multiple access

TX transmitter
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TXOP transmission opportunity

UWB Ultra Wideband

VoIP voice over Internet Protocol

VBR variable bit rate

WiMAX worldwide interoperability for microwave access

WLAN wireless local area network

WMAN wireless metropolitan area network

WPAN wireless personal area network
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