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Abstract

Vocal hyperfunction is a prevalent voice disorder with significant impacts on the daily
lives of patients, but has poorly understood causes. At its root, vocal hyperfunction is neu-
rological, involving excessive muscular activation due to compensation for some underlying
issue. In order to improve understanding of the causes of this disorder and ultimately
improve its treatment, this thesis uses computational models to investigate mechanical
aspects in the development of vocal fold nodules in phonotraumatic vocal hyperfunction
(a specific class of vocal hyperfunction), specifically: whether biomechanical differences in
stiffness of the vocal folds can lead to inefficient speech production that predisposes one
to developing these nodules, and whether swelling can establish an amplifying feedback
loop, a so-called “vicious cycle”, wherein swelling leads to compensatory adjustments that
incur further swelling and ultimately lead to nodules. To address these questions a two-
dimensional finite-element vocal fold model coupled with a simplified one-dimensional flow
model was developed with modifications to this basic model made to study the phenomena
of interest. Towards modelling swelling, a computationally efficient approach to model the
epithelium layer of the vocal folds is also developed and validated.

To investigate the first research question, the aforementioned model was adapted to
study phonation onset pressure, a measure of effort required to produce speech, as a func-
tion of vocal fold stiffness. The results show that onset pressure is primarily dependent
on just three stiffness distributions: smooth distributions with body-cover stiffness differ-
ences and smooth distributions with inferior-superior stiffness differences minimize onset
pressure while a uniform stiffness increase increases onset pressure. Since a uniform stiff-
ness increase increases the natural frequency of the vocal folds (VFs), this increase in
onset pressure is roughly associated with increases in frequency. This suggests that for a
given average stiffness (onset frequency) deviations from an optimal body-cover and in-
ferior-superior-like distribution lead to increases in phonatory effort that could increase
susceptibility to vocal hyperfunction.

To investigate the second research question, the finite element model was augmented
with a model of swelling, as well as an epithelium using a membrane model. Results showed
that swelling has negligible impact on loudness of speech but significantly influences fre-
quency, and that furthermore, swelling increases measures of phonotrauma. These results
suggest that swelling could incur a vicious cycle. Specifically, a decrease in fundamental
frequency initiates compensatory adjustments through increased muscle tension and sub-
glottal pressure, which tends to increase phonotrauma in the folds, and increased swelling
with phonotrauma does not tend to limit further swelling. This result demonstrates how
swelling can potentially lead to the formation of nodules.

v



Acknowledgements

I would like to thank my advisor Dr. Sean Peterson for the many discussions and
help that ultimately resulted in this work. I would like to thank Dr. Paul Hadwin for
introducing me to Bayesian inference and helping me understand it. I would also like to
thank the committee members Dr. Arash Arami, Dr. Duane Cronin, Dr. Kirsten Morris,
and Dr. Xudong Zheng for their time in reviewing this work. To all my colleagues and
friends throughout graduate school, thank you for the conversations and enjoyable times,
with special mention to Winston Hu, Mohamed Serry, Eva Liu and Bobo. To the staff and
faculty at the University of Waterloo, thank you for your help throughout my time here.
Thanks to NSERC for graciously funding part of this work.

Finally I would like to thank my family, my parents, Lin and Shao, and sisters, Jane
and Sarah, for always supporting me.

vi



Table of Contents

List of Figures xi

List of Tables xvii

List of Abbreviations xix

List of Symbols xxi

1 Introduction 1

1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background 5

2.1 Speech background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Anatomy and function . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.2 Speech production control loop and vocal hyperfunction . . . . . . 10

2.1.3 Phonation physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Numerical models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.1 Vocal fold models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.2 Fluid models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.3 Acoustic models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2.4 Fluid-Structure-Acoustic coupling . . . . . . . . . . . . . . . . . . . 28

vii



2.3 Dynamical systems interpretation of numerical models . . . . . . . . . . . 29

2.3.1 Local bifurcations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.4 Phonation onset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4.1 Numerical solution of phonation onset . . . . . . . . . . . . . . . . 32

2.5 Vocal fold swelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.5.1 Physiology of fluid regulation and swelling in vocal folds . . . . . . 33

2.5.2 Mechanical effects of swelling . . . . . . . . . . . . . . . . . . . . . 36

2.5.3 Continuum models of swelling . . . . . . . . . . . . . . . . . . . . . 36

3 Sensitivity of phonation onset pressure to vocal fold stiffness distribution
38

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2.1 Vocal fold and glottal flow models . . . . . . . . . . . . . . . . . . . 39

3.2.2 Numerical solution . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.3 Taylor model of phonation onset pressure . . . . . . . . . . . . . . . 42

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.1 Onset pressure sensitivity models for non-layered stiffness variations 45

3.3.2 Onset pressure models for layered stiffness variations . . . . . . . . 48

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4.1 Utility of the Taylor model . . . . . . . . . . . . . . . . . . . . . . . 51

3.4.2 Effect of different linearization points on the Taylor model . . . . . 53

3.4.3 Importance of non-layered stiffness on onset pressure and frequency 54

3.4.4 Relation to other findings on effects of stiffness . . . . . . . . . . . . 55

3.4.5 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

viii



4 Examining the influence of epithelium layer modeling approaches on
vocal fold kinematics and kinetics 58

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.1 Vocal fold model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.2 Glottal flow model . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.3 Epithelium models . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2.4 Solution method and analysis . . . . . . . . . . . . . . . . . . . . . 63

4.3 Membrane epithelium model . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.3.1 Membrane model development . . . . . . . . . . . . . . . . . . . . . 67

4.3.2 Membrane model validation . . . . . . . . . . . . . . . . . . . . . . 69

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4.1 Comparison of epithelium modeling strategies . . . . . . . . . . . . 70

4.4.2 Parametric study of epithelium stiffness and cover depth for a stiff
SLP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4.3 Parametric study of epithelium stiffness and cover depth for a soft
SLP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5 The effect of swelling on vocal fold kinematics and dynamics 85

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2.1 Finite element formulation . . . . . . . . . . . . . . . . . . . . . . . 87

5.2.2 Swelling generalized constitutive equation . . . . . . . . . . . . . . 89

5.2.3 Fluid and contact models . . . . . . . . . . . . . . . . . . . . . . . 90

5.2.4 Numerical solution . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.3.1 Static parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

ix



5.3.2 Acoustic and kinematic outputs . . . . . . . . . . . . . . . . . . . . 95

5.3.3 Vocal fold damage measures . . . . . . . . . . . . . . . . . . . . . . 96

5.3.4 Isolating the impact of swelling-induced effects on damage measures 102

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.4.1 Damage measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.4.2 Study limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6 Conclusions and recommendations 112

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.2 Recommendations for future work . . . . . . . . . . . . . . . . . . . . . . . 114

Letter of Copyright Permission 117

References 125

Appendices 138

A Sensitivity of phonation onset pressure to vocal fold stiffness distribution139

A.1 Sensitivity of phonation onset pressure . . . . . . . . . . . . . . . . . . . . 139

A.2 Effect of separation point location . . . . . . . . . . . . . . . . . . . . . . . 142

A.3 Mesh density and hessian-vector product step size independence . . . . . . 146

B The effect of swelling on vocal fold kinematics and dynamics 148

B.1 Swelling constitutive equation . . . . . . . . . . . . . . . . . . . . . . . . . 148

B.2 Independence study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

Glossary 152

x



List of Figures

2.1 (A) Schematic of anatomical directions and planes used to describe locations
in the body (adapted from [35]). (B) Summary of major organs that play
the most direct role in the physical production of speech. Note the medial
and lateral directions point toward and away from the midplane of the body,
respectively . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 (A) Coronal, (B) sagittal, and (C) transverse plane views of the laryngeal
cartilages (indicated by lines with arrowheads) and musculature (indicated
by plain lines), adapted from [35]. Note the thyroarytenoid muscles form
the inner core of the vocal folds . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 A coronal cross section of the vocal folds showing the epithelium, lamina
propria (LP) (which is further divided into three layers), and thyroarytenoid
layers. Thickness, depth, and length are on the order of 1 cm, 0.5 cm, and
1.6 cm, respectively, but vary with gender and muscle activation [39] . . . 9

2.4 An example control loop in speech production showing how a target sound
from the brain results in an eventual received sound that is heard. Clock-
wise from the top right, the categories depict: (A) neurological control, (B)
biomechanical sound production, (C) environmental sounds, and (D) the
auditory system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.5 (A) Time domain motion of the vocal folds (adapted from [44]) decomposed
into closed (1), opening (2), maximal opening (3), and closing (4) phases.
(B) Frequency domain motion of the vocal folds (adapted from [45]) decom-
posed into three normal modes: inferior-superior mode, converging-diverging
mode, and a medial-lateral mode. The dotted lines indicate the vibrating
extents of the mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

xi



2.6 Illustration of some complex flow phenomena in (A) a wide (or open) glottis
and (B) a narrow glottis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.7 A schematic two-mass model [52], an example of a lumped-mass model, with
connecting springs and dampers . . . . . . . . . . . . . . . . . . . . . . . 16

2.8 An example of a 2D continuum model discretized using a triangular mesh in
the reference configuration with coordinates X = (X, Y ) and medial surface
coordinate, s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.9 An example computational domain for a 1D flow model where the channel
area is a and the 1D domain coordinate is s. Flow variables are discretized
at the shown points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.10 A 2D fluid domain in the coronal plane shown with an example mesh used
to numerically solve the Navier-Stokes equations. A symmetry boundary
condition is applied at the midline to simulate one half of the domain . . . 24

2.11 A 1D acoustic wave model domain for the supraglottal tract modelled after
the /I/ sound from Fant [87]. The cross-sectional area is denoted by a and
a coordinate along the tract length by s . . . . . . . . . . . . . . . . . . . 26

2.12 Conceptual representation of a vocal fold dynamical system for a two-mass
model [52] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.13 Schematic illustration of the micro-circulation system [102]. Directions of
flow across the capillary boundary are denoted by lines with small arrow-
heads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1 Schematic of the coupled vocal fold and glottal flow models. A dashed line
delineates the typical body-cover layers . . . . . . . . . . . . . . . . . . . 39

3.2 Structured basis vectors representing different idealized stiffness variations
commonly used to represent vocal fold stiffnesses. The structured basis
vectors capture changes in bulk stiffness (E1), body-cover stiffness differences
(E2), and inferior-superior stiffness gradients in the cover (E3), and body
(E4) layers, respectively . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3 Taylor model of onset pressure for the linearization point (Eb, Ec) = (6 kPa, 6 kPa).
Columns depict, (A) contours of onset pressure along significant orthogonal
stiffness perturbations (B) orthogonal stiffness perturbations, and (C) the
linearization and critical points . . . . . . . . . . . . . . . . . . . . . . . . 46

xii



3.4 Taylor model of onset pressure for the linearization point (Eb, Ec) = (6 kPa, 3 kPa).
Columns depict, (A) contours of onset pressure along significant orthogonal
stiffness perturbations (B) orthogonal stiffness perturbations, and (C) the
linearization and critical points . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5 Taylor model of onset pressure for the linearization point (Eb, Ec) = (6 kPa, 6 kPa).
Columns depict, (A) contours of onset pressure along significant orthogonal
stiffness perturbations (B) orthogonal stiffness perturbations, and (C) the
linearization and critical points The stiffness variations are constrained to
vectors in the subspace ‘BC-CB’ . . . . . . . . . . . . . . . . . . . . . . . 49

3.6 Onset pressure predicted by the Taylor model when stiffness is perturbed
along ∆E1 for each subspace . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1 Schematic of the vocal fold geometry comprising body and cover internal
layers and the discretization (dcov = 0.075 cm case shown). Layers consist
of uniform depth projections from the medial surface. Two variations of the
internal layer geometry are shown as the body-SLP-epithelium (BLE) and
body-cover (BC), the former of which is used to model the epithelium as a
distinct layer of finite thickness, and the latter used for all other epithelium
treatments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.2 Modal frequency dependence on mesh cell size factor for (Eepi, dcov) =
(100 kPa, 0.05 cm) for the (a) FTE, and (b) ME models. A mesh refine-
ment factor of 1 corresponds to mesh densities similar to those shown in
Figure 4.1. For the nominal cell size h0 and refinement factor f , the corre-
sponding cell size is h0/f . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.3 Viscous dissipation and mucosal wave phase shift dependence on time step
refinement. A refinement factor f corresponds to a time step ∆t = 1× 10−5 s/f
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.4 Modes (a) 1, (b) 2, (c) 3, and (d) 4 for the FTE and ME epithelium models
at (Eslp, Eepi, dcov) = (4 kPa, 100 kPa, 0.05 cm). Mode shapes overlap each
other so as to be nearly indistinguishable. Note that only positive eigenmode
shapes are shown for clarity . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.5 Modes (a) 1, (b) 2, (c) 3, and (d) 4 of the ME, AE, and NE models. Note
that only positive eigenmode shapes are shown for clarity . . . . . . . . . 71

4.6 Comparison of the glottal width signals for the ME, AE, and NE models
over two oscillation cycles, where T is the oscillation period . . . . . . . . 72

xiii



4.7 Comparison of (a) fundamental frequency, (b) open quotient, (c) maximum
inferior-superior displacement, and (d) mucosal wave phase difference over
the range of epithelium stiffness and cover thickness values for the ME and
AE models for Eslp = 4kPa . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.8 Snapshots at 4 instances throughout one steady state oscillation cycle of the
ME and AE models at dcov = 0.05 cm and Eslp = 4kPa. The start point of
each cycle corresponds to the time of the maximum glottal width . . . . . 81

4.9 Comparison of average (a) contact pressure, (b) viscous energy dissipation
in the SLP, and (c) von Mises stress over a range of epithelium stiffness and
cover thickness values for the ME and AE models for Eslp = 4kPa . . . . 82

4.10 Comparison of (a) fundamental frequency, (b) open quotient, (c) maximum
inferior-superior displacement, and (d) mucosal wave phase difference over
the range of epithelium stiffness and cover thickness values for the ME and
AE models for Eslp = 0.5 kPa . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.11 Comparison of average (a) contact pressure, (b) viscous energy dissipation
in the SLP, and (c) von Mises stress over a range of epithelium stiffness and
cover thickness values for the ME and AE models for Eslp = 0.5 kPa . . . 84

5.1 Schematic of the vocal fold geometry in the reference configuration with
representative finite-element discretization. Two finite thickness layers are
indicated by ‘body’ and ‘cover’ whereas the ‘epithelium’ layer is treated as
a membrane (infinitesimally thin) along the surface ∂Ωmed. Material coor-
dinates X = (X, Y ) and s indicate 2D coordinates and medial surface/1D
fluid domain coordinates, respectively; i denotes nodal indices along the me-
dial surface. The glottal area is denoted by a (half the glottal area is shown
due to symmetry) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2 Vocal fold geometry for the swollen (v = 1.3, dash-dotted lines) and original
(v = 1.0, solid lines) states for intermediate swelling-induced softening (m̄′ =
−0.8). Displacements due to swelling are exaggerated by two times for
clarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.3 Vocal fold cover volume as a function of swelling level, v, for intermediate
swelling-induced softening (m̄′ = −0.8). The left abscissa shows the absolute
cover volume (solid line). The right abscissa shows the change in cover
volume relative to the total vocal fold volume (dotted line) and the change
relative to the initial cover volume (dash-dotted line) . . . . . . . . . . . . 95

xiv



5.4 Fundamental frequency (Fo), SPL at 1m, and glottal width waveform ampli-
tude as a function of swelling level (v) and swelling-induced stiffness change
(m̄′). The right abscissa shows the percent change from the initial value . 96

5.5 Time averaged (over the last 0.25 s) von Mises stress fields (σ̃vm) as a function
of swelling level (v) and swelling-induced stiffness change (m̄′). The first
column shows the absolute von Mises stress while the remaining columns
show changes in von Mises stress relative to the no-swelling condition (first
column v = 1). Regions with ∆σ̃vm = 0 are indicated by a solid dark contour
for clarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.6 Spatio-temporally averaged von Mises stress in the cover (σ̂vm) as a function
of swelling level (v) and swelling-induced stiffness change (m̄′). The right
abscissa shows the percent change from the initial value . . . . . . . . . . 99

5.7 Time averaged viscous dissipation rate fields (w̃visc) as a function of swelling
level (v) and swelling-induced stiffness change (m̄′). The first column shows
absolute values of viscous dissipation rate; subsequent columns to the right
show changes relative to the first column. Solid line contours indicate zero
viscous dissipation change for clarity . . . . . . . . . . . . . . . . . . . . . 100

5.8 Spatio-temporally averaged viscous dissipation rate in the cover (ŵvisc) as
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dissipation (ŵvisc), and collision pressure (p̂c) trends versus swelling (v) with
different swelling-induced effects removed and/or present for the intermedi-
ate swelling-induced softening (m̄′ = −0.8). In the case ‘no stiffness, mass,
or gap change’, only swelling-induced geometry change remains. The right
abscissa shows the percent change from the initial value . . . . . . . . . . 111

xv



A.1 Eigendecomposition of the Hessian for the linearization point (Eb, Ec) =
(6 kPa, 2 kPa) with varying separation point, indicated by a circle. Eigen-
vectors are sorted in descending order by the largest absolute value of the
eigenvalue from top to bottom and are also normalized by the max-min
difference, max(∆Ei)−min(∆Ei) . . . . . . . . . . . . . . . . . . . . . . 143

A.2 Eigendecomposition of the Hessian for the linearization point (Eb, Ec) =
(6 kPa, 6 kPa) with varying separation point, indicated by a circle. Eigen-
vectors are sorted in descending order by the largest real value of the eigen-
value from top to bottom and are also normalized by the max-min difference,
max(∆Ei)−min(∆Ei) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

A.3 Schematic second order Taylor models for onset pressure for a two-layer
body cover stiffness variation. Eigenvectors and values of the quadratic
surface are illustrated at the critical point, E∗, while the gradient, ∂pon/∂E,
is shown at the linearization point, E0. The subplots represent: (a) two
non-negligible eigenvalues, (b) one positive and one negative eigenvalue, (c)
one non-negligible eigenvalue (d) one non-negligible eigenvalue with a linear
change in the direction of 0 curvature. . . . . . . . . . . . . . . . . . . . . 145

A.4 The first eigenpair of the Hessian of onset pressure for the linearization point
(Eb, Ec) = (6 kPa, 6 kPa) and for varying step size, h, (see Equation (A.9))
and mesh density as measured by the number of cells, ncell. Eigenvectors
and eigenvalues are normalized by the norm ||(·)||l2(Ω) . . . . . . . . . . . 147

B.1 Mesh and time step independence study results in terms of 4 derived quan-
tities for the case (v, m̄′) = (1.3 , − 1.6 ). Solid lines show absolute values
while dotted lines show errors relative to the finest mesh and time step case
(mesh refinement of 2 and time step refinement of 16) . . . . . . . . . . . 151

xvi



List of Tables

3.1 Constant parameters for the coupled model . . . . . . . . . . . . . . . . . 42

3.2 Summary of layered stiffness subspaces . . . . . . . . . . . . . . . . . . . . 44

3.3 Comparison of eigenvalue magnitudes and minimum onset pressures when
stiffness is constrained to different subspaces, for the linearization point
(Eb, Ec) = (6 kPa, 6 kPa). Note the onset pressure at this linearization point
is 358Pa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.4 Comparison of eigenvector norms when stiffness is constrained to different
subspaces, for the linearization point (Eb, Ec) = (6 kPa, 6 kPa) . . . . . . . 51

3.5 Comparison of norm-adjusted eigenvalues for different norms (shown in
parentheses) when stiffness is constrained to different subspaces, for the
linearization point (Eb, Ec) = (6 kPa, 6 kPa) . . . . . . . . . . . . . . . . . 51

4.1 Summary of epithelium model treatments and the four models used in this
study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2 Summary of model parameter values. Top block: vocal fold properties;
middle block: contact and mid-plane properties; bottom block: fluid model
properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.3 Summary of Ecover values for the AE model for varying dcov and Eepi for the
stiff/soft conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.4 Modal frequency comparison for the FTE and ME epithelium models for
(Eslp, Eepi, dcov) = (4 kPa, 100 kPa, 0.05 cm) . . . . . . . . . . . . . . . . . 70

4.5 Modal frequencies and nodal errors between mode shapes. . . . . . . . . . 72

xvii



4.6 Common clinical measures and other kinematic and dynamic quantities com-
puted from the self-oscillating simulations. Normative values for OQ, SQ
represent the range of values between the average male and female speaker
in [132, Table A1 and Table A2]. Normative values for ∆ϕinf−sup, cmucosa

represent the range between minimum and maximum values in Titze et al.
[133, Table 1] for canine larynges . . . . . . . . . . . . . . . . . . . . . . . 73

5.1 Summary of fixed model parameter values . . . . . . . . . . . . . . . . . . 93

xviii



List of Abbreviations

Vocal fold anatomy

VF vocal fold

BC body-cover

LP lamina propria

ECM extracellular matrix

Anatomical directions

IS inferior-superior

ML medial-lateral

AP anterior-posterior

Vocal hyperfunction

VH vocal hyperfunction

PVH phonotraumatic vocal hyperfunction

NPVH non-phonotraumatic vocal hyperfunction

Modelling methods

FEM finite element method

LMM lumped mass model

xix



WRA wave-reflection analog

Equations

ODE ordinary differential equation

PDE partial differential equation

NS Navier-Stokes

xx



List of Symbols

Matrix and tensor operators

⊺ Transpose of a matrix

Tr Trace of a matrix

· Dot product between two tensors

: Double dot product between two tensors

Other variables

t Time

Discretization variables

∆t Time step

h Finite difference step size

Strains and other kinematic variables

X Spatial coordinate in the reference configuration

x Spatial coordinate in the current/deformed configuration

n Outer normal vector to the surface in the reference configuration

u Displacement from the reference configuration

v Velocity from the reference configuration

xxi



a Acceleration from the reference configuration

F Deformation gradient

ϵ Infinitesimal strain tensor

E Green-lagrange strain tensor

J Determinant of the deformation gradient

I Identity tensor

Stresses and other dynamic variables

p Pressure in a continuum or on a surface

t Surface traction

σ Cauchy stress

S 2nd Piola-Kirchoff stress

Constitutive relation variables

w Hyperelastic strain energy function

m Swelling-induced strain energy scaling

K Linearized elasticity tensor

Material properties

ρ Density of a material

v Swelling field

E Young’s modulus for an isotropic material

ν Poisson’s for an isotropic material

η Viscosity for the damping term of a Kelvin-Voigt viscoelastic
model

Variational forms

V Space of piecewise linear functions over a mesh

xxii



W Space of cell-wise constant functions over a mesh

ϕ A hat function basis for the space of V

ψ A cell-wise constant function basis for the space W

Glottal flow and acoustic variables

q Volumetric flow rate for a 1D fluid or acoustic model

p Static pressure for a 1D fluid or acoustic model

a Cross-sectional area for a 1D fluid or acoustic model channel

Glottal flow model parameters

rsep Ratio of area at flow separation to minimum area in a 1D fluid
channel

Acoustic measures

Fo Fundamental frequency

SPL Sound pressure level

Vocal fold model parameters

d Depth dimension/length (the medial-lateral direction)

Dynamical system variables

X State vector of a dynamical system

λ Bifurcation parameter for a dynamical system

P Generic parameter vector for a dynamical system

F Residual function governing the dynamics for a dynamical sys-
tem

pon Onset pressure

fon Onset frequency

xxiii



Chapter 1

Introduction

Speech production is a process involving a complex coordinated effort across several organs
of the speech system. Briefly, speech production involves the following steps [3]: The lungs
are contracted to force air through the airway and out the mouth and nose. Along the
airway, the flow passes through a set of visco-elastic structures in the larynx (the cartilage
of the structure is externally visible as the Adam’s apple in males) called vocal folds (VFs)
which are adducted to narrow the channel between them, a region called the glottis. Fluid-
structure interactions between the glottal flow and VFs result in a self-sustained oscillation
of the VFs that modulates the glottal flow and forms the basic source of sound. This source
sound is then augmented by changing the shape of the pharynx, mouth, and nasal cavities
to form the wide variety of sounds people are capable of making [4, 5]. This process of
speech sound production involving regular oscillation of the VFs is called phonation.

There are a wide variety of speech disorders that can disrupt the phonation process
resulting in significant detrimental impacts. Roy et al. [6] found that the lifetime prevalence
of voice disorders was 29.9%, and that disorders are more common among occupations with
high voice usage, resulting in an economic impact due to lost work hours. For example,
Roy et al. [6] found that 7.2% of people had missed one or more days of work due to a
voice disorder. On a personal level, the presence of voice disorders is also associated with
reduced quality of life [7].

Many of these voice disorders are broadly classified under the umbrella of vocal hyper-
function (VH) or are associated with it. In fact, Morrison et al. [8] found VH present in
about 40% of voice disorders. Vocal hyperfunction is a highly prevalent [9] voice disorder
that involves “excessive perilaryngeal musculoskeletal activity” [9] due to compensation for
some underlying issue [9, 10], where hyperfunction refers to excessive adjustments of the
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speech mechanism, particularly in perilaryngeal musculature. While the general concept
of VH involving a pattern of excessive muscle use is generally accepted [9], how specifically
VH forms is poorly understood. Symptomatically, VH results in a sense of increased effort
during voice production [9] among numerous other negative symptoms [11] and is also
thought to play an etiological role in other common voice disorders [12, 13] (for example,
growth of VF nodules and polyps, etc.).

Hillman et al. [13] proposed a framework for understanding VH and its hypothesized
etiologies in which VH is categorized into phonotraumatic vocal hyperfunction (PVH) and
non-phonotraumatic vocal hyperfunction (NPVH) forms, each with different hypothesized
etiologies. In PVH, VF damage is present (presence of phonotraumatic lesions) while in
NPVH, no visible damage is present. In either case, development of VH is hypothesized
to start from an initial hyperfunctional response (abnormal compensatory adjustments in
speech) triggered by changes in vocal function, such as from increased vocal demand, biome-
chanical changes in the speech system, and/or psychological factors, to name a few. In the
case of PVH, the initial hyperfunctional response elicits a modified vocal function which
is thought to induce further compensatory hyperfunctional responses, thus resulting in a
vicious cycle and the eventual growth of nodules, a kind of phonotraumatic lesion. In the
case of NPVH, the initial hyperfunctional response does not cause a cycle of self-reinforcing
compensatory adjustments and no phonotraumatic lesion growth occurs. Whether a hy-
perfunctional response develops into PVH or NPVH is thought to be driven by a variety of
factors such as individual differences in biomechanical properties of the VFs (susceptibility
to damage, etc.), psychological factors, and sensorimotor deficits, among others.

Biomechanical factors are an important class of hypothesized etiologies of VH as con-
firmed by a range of experimental and computational studies. Experimental studies have
provided strong support for the idea that biomechanical factors do play a role. For ex-
ample, clinical measurements of glottal aerodynamics in patients with PVH show that
these patients require higher subglottal pressures than normal to achieve typical speech
volumes, which also reflects increased potential for vocal fold trauma [12–14]. Limited
computational studies have investigated specific biomechanical factors in the etiology of
VH. Galindo et al. [15] and Zañartu et al. [16] showed that the presence of a posterior glot-
tal gap can induce compensatory changes in subglottal pressure to achieve normal speech
volumes at the cost of increased collision forces and risk for phonotrauma, which suggests
that the posterior glottal gap is a potential biomechanical factor that can result in PVH.
Many more biomechanical factors, however, remain unexplored.

One important biomechanical factor that could predispose some patients to the develop-
ment of PVH are stiffness distributions in the VFs that lead to effortful speech production.
Viscoelastic properties of the VFs have long been considered key to their vibration. One
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of the first such studies to hypothesize this was performed by Hirano et al. [17] who noted
the VFs have layers that can be roughly grouped into a body-cover (BC) structure wherein
the outer cover is softer and the inner body is stiffer; Hirano et al. [17] hypothesized that
varying the properties of these two groups changed the manner of VF vibration. Since stiff-
ness differences in the VFs play a critical role in their oscillation, they can also contribute
to increased ‘effort’ of speech production which would require higher subglottal pressure
and thus increase potential for phonotrauma and the development of PVH. Computational
studies using models of the VFs have confirmed this by showing that stiffnesses of the
BC groups have a strong impact on the the ‘effort’ of speech production as measured by
phonation onset pressure, the minimum pressure required to initiate phonation [18–22].
While these studies demonstrate the importance of body and cover stiffness of the VFs on
phonatory effort and onset pressure, recent studies show that stiffness distributions within
the VFs are more complicated than the BC grouping suggests. For example, gradients in
stiffness exist within the cover layer [19, 23], and smooth transitions in the protein dis-
tributions between VF layers are also present in contrast to the discrete layer transitions
that are usually considered [24]. Furthermore, studies have also shown that some of these
stiffness variations (such as gradients in the inferior-superior direction in the cover) affect
VF dynamics and likely onset pressure [25, 26]. Because most of these more complicated
stiffness variations’ effects on onset pressure have not been studied, it is unknown what
types of stiffness distributions play the biggest role in increasing phonatory effort (phona-
tion onset pressure), and thus what kinds of stiffness distributions would play the biggest
role in increasing risk for VH.

Another important hypothesized biomechanical factor in the development of PVH and
growth of nodules is VF swelling (or edema) [13], which is commonly seen after periods of
voice usage [27, 28] and is a hypothesized mechanism that can trigger a hyperfunctional
response. Swelling of tissues results in the local accumulation of fluid and changes in their
mechanical properties [29]. In the case of VFs, small amounts of swelling are seen after voice
usage [30] and could have beneficial effects such as in vocal warm up exercises; however,
larger amounts of swelling will likely lead to modified vocal function potentially triggering
a hyperfunctional response. Furthermore, this hyperfunctional response would lead to
hyperfunctional compensatory adjustments, and if these compensatory adjustments result
in further swelling, a vicious cycle could form. To the best of our knowledge, however, there
are no studies demonstrating how or if swelling can trigger such a hyperfunctional response.
The most closely related studies have investigated the effects of biphasic models of water
and solid phases in VF tissues to study the effects of fluid motion on VF behaviour [31–
34]. While these studies demonstrated water content in the VFs plays an important role in
voice production, they did not capture the accumulation of fluid and subsequent changes
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in shape that occur during swelling.

1.1 Objectives

This research aims to investigate two biomechanical factors in the etiology of PVH and
eventual development of VF nodules. Specifically, on the role of VF stiffness distribution
in increasing phonatory effort that would increase the risk of developing PVH, and on the
role of swelling in triggering compensatory responses that lead to the vicious cycle of PVH
and eventual development of nodules, using computational models of the VFs. Towards
this, this work develops two models, one which can be used to compute phonation onset
pressure as a measure of phonatory effort, and a model that captures the physical effects
of swelling in order to investigate if biomechanical changes induced by swelling can lead to
PVH. Due to limitations in past literature, development of the swelling model also involves
the development of an epithelium model which more accurately captures the effects of a
lumped cover layer.

Specific objectives for this research are:

1. Explore the sensitivity of phonation onset pressure to stiffness distributions within the
VFs to uncover if particular stiffness distributions have larger impacts on increasing
onset pressure and thus risk for developing PVH.

2. Investigate how modelling separate epithelium and lamina propria (LP) layers differs
from modelling a single cover layer and develop a membrane model of the epithelium
to reduce computational cost of modelling the epithelium.

3. Develop a model of VF swelling to investigate if/how swelling induced changes in the
VFs can trigger a hyperfunctional response and vicious cycle, and thus if swelling
can trigger the development of nodules in PVH.
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Chapter 2

Background

The following sections provide background information on speech, speech modelling, and
inverse analysis. Section 2.1 covers the general speech system, the anatomical terms used
to describe locations and orientations of speech structures, and the qualitative physics of
speech generation. Section 2.2 discusses the approaches used in literature to model speech
generation and in particular, VF vibration. Finally, Section 2.1 discusses background on
topics specific to the contained projects.

2.1 Speech background

Speech production is a complex process through which sound is generated with multiple
types of sounds and correspondingly different sound generation mechanisms. Likely the
most common type of sound, voiced speech (or phonation) correspond to sustained sounds,
such as vowels (‘a’, ‘e’, ‘i’, ‘o’, and ‘u’) in English, and involves regular vibration of the
VFs (further described below). Other types of sounds include fricatives (blowing type
sounds as in ‘f’) and even click consonants (as in ‘tsk, tsk’) neither of which involves VF
vibration. This thesis focuses on the first type, phonation, as the most typical form of
sound generation and clinical importance.

2.1.1 Anatomy and function

To describe the locations and orientations of structures in the body, anatomical terms
are used as shown in Figure 2.1A, which are introduced here to familiarize the reader.
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Three major planes called the, sagittal, transverse, and coronal planes are used to describe
orientations of surfaces and cross sections [35, 36]. Similarly, three major directions called,
medial-lateral (ML), inferior-superior (IS), and anterior-posterior (AP) are used to describe
directions and relative locations of structures.

Lungs

Subglottal 
tract

Vocal folds and 
larynx

Supraglottal 
tract

Medial

Lateral

Posterior

Anterior

Inferior

Superior

Transverse

Coronal

Sagittal

A B

Figure 2.1: (A) Schematic of anatomical directions and planes used to describe locations
in the body (adapted from [35]). (B) Summary of major organs that play the most direct
role in the physical production of speech. Note the medial and lateral directions point
toward and away from the midplane of the body, respectively

Phonation involves a complex system consisting of several structures across the body,
for example, neurological control systems, bony supporting structures, and musculature to
name a few [36] (we refer the reader to [36] for an in-depth description of the anatomy
of the speech system). Here we elaborate on a subset of these structures that play the
most direct role in voiced speech production, which span from the lungs to the mouth and
nose, as shown in Figure 2.1B. Broadly, these structures are the lungs, trachea, larynx (and
VFs), and supraglottal tract, which includes the oral and nasal cavities.

During phonation, each of the organs in the speech system plays a special role working
together to produce speech through a process roughly detailed as follows. The lungs
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contract which increases pressure and drives air flow through the trachea, larynx and
mouth/nose. Inside the larynx the VFs are adducted, which narrows or closes the airway.
The forces exerted by the flow on the adducted VFs and their visco-elastic properties lead
to a self-sustained oscillation of the VFs on the order of 80Hz to 220Hz with men at the
lower end of this range and women at the higher end [35]. Musculature and cartilages
within the larynx and VFs can also be adjusted to modulate the frequency of amplitude of
the VF oscillation. The VF oscillation modulates the flow from the lungs forming a base
sound source. By changing the shape of the vocal tract and oronasal cavities (for example
by moving the lips or tongue), the ‘quality’ of the source sound is changed. The overall
process can be described as a source-filter [4] where the VF vibration forms a source of
sound, and the supraglottal tract shapes it. This allows sounds with the same pitch (or
fundamental frequency) to sound different, as in vowels ‘a’ and ‘e’, or different instruments
playing the same note.

The larynx’s role consists of laryngeal musculature and cartilages, as shown in Fig-
ure 2.2, which facilitate, for example, VF abduction during phonation and modulation of
VF properties. Specifically, motion of the cartilages and changes in muscle tension caused
by activations in laryngeal musculature result in changes to the VF length, tension, and
position. The resulting modified VF properties lead to changes in the frequency and ampli-
tude of VF motion, which roughly control the pitch and volume of the output sound [37].
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cartilage
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Superior

Figure 2.2: (A) Coronal, (B) sagittal, and (C) transverse plane views of the laryngeal
cartilages (indicated by lines with arrowheads) and musculature (indicated by plain lines),
adapted from [35]. Note the thyroarytenoid muscles form the inner core of the vocal folds

The VFs are attached between the arytenoid and thyroid cartilages (Figure 2.2). The
central core of a VF is the thyroarytenoid muscle (muscles are usually named by their
attachment points; for example, the thyroarytenoid muscle attaches to the thyroid and
arytenoid cartilages). When the VFs are adducted or abducted, the lateral cricoarytenoid
muscles activate, twisting the arytenoids about the IS axis, which brings the VFs together.
The larynx can also tense and lengthen the VFs, changing the frequency and amplitude
of vibration and, therefore, the frequency and volume of the output sound. This is ac-
complished primarily through the thyroarytenoid and cricothyroid muscles [38]. When the
thyroarytenoid tenses, the core of the VFs becomes stiffer, which tends to increase the
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frequency of vibration and decrease amplitude. When the cricothyroid tenses, the thyroid
cartilage is pulled anteriorly stretching the entire VF (the VFs are stretched due to attach-
ment between the thyroid and arytenoid cartilages as shown in Figure 2.2 C), increasing
tension and also tending to increase the frequency of vibration.

The VFs themselves consist of a layered structure with each layer having distinct vis-
coelastic properties as shown in Figure 2.3.

Superior

Medial

~1 cm

~0.5 cm

Epithelium

Thyroarytenoid

Lamina propria (LP)
(superficial, intermediate, deep)

Figure 2.3: A coronal cross section of the vocal folds showing the epithelium, lamina propria
(LP) (which is further divided into three layers), and thyroarytenoid layers. Thickness,
depth, and length are on the order of 1 cm, 0.5 cm, and 1.6 cm, respectively, but vary with
gender and muscle activation [39]

There are a total of five layers consisting of the innermost thyroarytenoid muscle,
three layers of the LP and an outermost epithelium. While the inner muscular layer (the
thyroarytenoid muscle) and deep LP are stiff, the superficial LP, intermediate LP, and
epithelium are loose [40]. This often leads to a further functional classification into the
BC grouping, where the ‘body’ consists of the stiff thyroarytenoid and deep LP and the
‘cover’ consists of the remaining loose LP layers and epithelium [40].
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2.1.2 Speech production control loop and vocal hyperfunction

The biomechanical process of speech production described in the previous sections is em-
bedded within a control loop as shown in Figure 2.4. Starting from the brain (Figure 2.4A)

Auditory system

Neurological control Biomechanics of speech production

Environment

(A) Unknown. Edited to transparent by User:Amousey. (https://
commons.wikimedia.org/wiki/File:Brain-outline-lateral.svg), "Brain-outline-lateral", 
https://creativecommons.org/publicdomain/zero/1.0/legalcode 
(C) DataBase Center for Life Science (DBCLS) (https://commons.wikimedia.org/wiki/
File:202108_Ear_structure.svg), https://creativecommons.org/licenses/by/4.0/
legalcode
(D) John Robert McPherson (https://commons.wikimedia.org/wiki/
File:Night_commuters_Railway_Square_bus_station_George_St_Haymarket_City_of_S
ydney_L1000518a.jpg), Cropped by Jonathan Deng, https://creativecommons.org/
licenses/by-sa/4.0/legalcode 

A B

CD

Figure 2.4: An example control loop in speech production showing how a target sound
from the brain results in an eventual received sound that is heard. Clockwise from the top
right, the categories depict: (A) neurological control, (B) biomechanical sound production,
(C) environmental sounds, and (D) the auditory system

signals are sent to the biomechanical organs of speech production to produce a desired
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speech output, sound is produced through a physical process, the resulting sound is mod-
ified by the environment, and finally interpreted by the auditory system. In this control
loop, muscular adjustments are automatically made in order to account for differences
between the desired sound output and what an individual ultimately hears [41]. Compen-
satory muscular adjustments might occur due to changes in any of the depicted categories
in Figure 2.4 or others. Types of compensatory muscular adjustments may include, for ex-
ample, thyroarytenoid and cricothyroid adjustments, or diaphragm adjustments changing
lung pressure. A classic example of this is the Lombard effect; the Lombard effect occurs
when people speak in loud environments which results in automatically speaking louder to
adjust for the louder surroundings [42], for example, by increasing pressure at the lungs.

Vocal hyperfunction is theorized to involve abuse of this compensatory mechanism
such that excessive, or hyperfunctional, compensations occur that become pathological
[13]. According to Hillman et al. [13] there are numerous potential factors that can play a
role in the formation of VH or predispose someone to developing it. To explain different
etiologies of VH, Hillman et al. [13] categorizes VH into two forms with multiple potential
causes and factors that can precipitate each (for further details, see [13]). In the case
of NPVH, hyperfunctional compensation can be triggered by a variety of factors, but
phonotraumatic lesions (or nodules) do not appear. In the case of PVH, hyperfunctional
compensation can similarly be triggered by a variety of factors, but phonotraumatic lesions
do appear. The reason for the difference in presence of phonotraumatic lesions between the
two types is thought to include a wide variety of potential factors ranging from differences
in personality traits to differences in susceptibility to tissue damage.

A key feature of PVH is that the development of phonotraumatic lesions (for example,
nodules) occurs due to a vicious cycle. According to the vicious cycle hypothesis, initial
hyperfunctional adjustments trigger changes in speech production that encourage further
hyperfunctional compensation. An example of this is the hypothesized role of swelling
in triggering such hyperfunctional adjustments. Small amounts of swelling are thought
to trigger hyperfunctional adjustments that subsequently encourage further swelling [13]
eventually resulting in the development of phonotraumatic lesions.

2.1.3 Phonation physics

Vocal fold motion

Self sustained oscillation of the VFs is explained by the myoelastic-aerodynamic theory of
phonation [43], which hypothesizes that VF vibration is the result of interactions between
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forces of the glottal flow and the viscoelastic VFs. To broadly illustrate this process, the
motion of the VFs is broken down into four main phases as shown in Figure 2.5A [44].

(1) (2) (3) (4) (1)

Flow

R

L

Inferior-superior 
mode

Converging-diverging 
mode

Medial-lateral 
mode

Superior

Medial-lateral

A: Time domain

B: Frequency domain

Figure 2.5: (A) Time domain motion of the vocal folds (adapted from [44]) decomposed
into closed (1), opening (2), maximal opening (3), and closing (4) phases. (B) Frequency
domain motion of the vocal folds (adapted from [45]) decomposed into three normal modes:
inferior-superior mode, converging-diverging mode, and a medial-lateral mode. The dotted
lines indicate the vibrating extents of the mode

Starting from an initially closed phase (Figure 2.5A (1)), subglottal pressure from the
lungs forces the VFs apart. This happens in a converging configuration since the pressure
was first applied at the inferior side of the VFs. As the folds move apart, the viscoelastic
forces from compression overcome the pressure forces and momentum of the VFs, causing
them to begin closing again. If the folds close in a diverging configuration, the pressure
loading over the folds is reduced since flow separates somewhere along the diverging channel
due to the adverse pressure gradient. This reduces the net pressure force compared to
the opening phase and allows the VFs to return to closure. The alternating converging-
diverging motion is known as the mucosal wave and is thought to be a key component of
VF oscillation since it leads to an asymmetry in the fluid loading between the opening and
closing phases [18].
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The motion of the VFs during phonation also often be qualitatively decomposed into
just a few primary modes of vibration: an IS mode, a converging-diverging mode, and
a ML mode, as illustrated in Figure 2.5B [45]. The natural frequency and shape of each
mode correspond to ‘eigenmodes’, which are characteristics of the specific configuration and
material properties of the VFs in absence of any fluid forcing (see [45] for a more detailed
description of modal analysis of VFs). These simple modes are often qualitatively seen in
VF vibration, for example, in the mucosal wave and opening and closing motions of the
VFs, which can be decomposed into the ML and converging-diverging modes. The lowest
natural frequencies of these eigenmodes also correlate well with oscillation frequencies seen
during phonation [45].

Glottal aerodynamics

The glottal flow during phonation varies due to the periodic motion of the VFs (see Fig-
ure 2.5). As described above, the flow is driven by a pressure difference from the high
pressure at the lungs to atmospheric pressure in the vocal tract with the main pressure
drop occuring over the constriction formed by the VFs. Typical lung pressures are on
the order of 1000Pa and lead to mean glottal flow rates of about 100mL s−1 [35]. This
corresponds to a Reynolds numbers on the order of 100 to 10 000 when considering the
amplitude of VF motion as the length scale (about 1mm) [35]. During the different phases
of VF motion (Figure 2.5), the general flow behaviour changes due to the shape of the
glottal channel. When the glottis is open and converging, the flow accelerates in the con-
verging channel causing a drop in pressure along the medial surface. At the superior edge
of the VFs, the rapid opening causes an adverse pressure gradient and subequently flow
separation. As the VFs begin closing in a diverging configuration, pressures tend to in-
crease along the diverging channel due flow deceleration. This leads to an adverse pressure
gradient, which causes flow separation somewhere along diverging channel, reducing the
total force on the VFs compared to the converging configuration. Finally near closure,
viscous effects of the flow become strong in the thin channel between the VFs slowing the
flow and leading to a build up of pressure that starts the cycle again.

There are also numerous complex flow phenomena that occur during the VF motion,
as illustrated in Figure 2.6.
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Figure 2.6: Illustration of some complex flow phenomena in (A) a wide (or open) glottis
and (B) a narrow glottis

For example, the false VFs, structures located downstream of the true VFs can po-
tentially affect the glottal flow by reducing the pressure drop across the VFs from flow
separation [35, 46]. Asymmetries in the flow can also form as the flow separates in the di-
verging channel, forming a glottal jet that attaches to either the left or right VF [47]. This
one-sided attachment can subsequently lead to asymmetric surface pressures between the
two VFs that contributes an asymmetric forcing [44]. Further features of the glottal flow
include the formation of turbulence in the glottal jet and vortex formation in the glottis,
which contribute to sound generation and produce unsteady forces, respectively [35]. These
are just a few examples of the complex flow features occurring in the glottis illustrating
some of the complex physics involved in VF vibration (for a more comprehensive review
of the glottal aerodynamics, see [35]).

Acoustics and filtering

The varying glottal flow and vocal fold motion described previously leads to a production
of sound energy though a complex physical process where the bulk flow energy and VF
motion is converted to acoustic energy that subsequently propagates through the subglottal
and supraglottal tracts. This conversion process can happen through different mechanisms
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such as through motion of the walls, and turbulence or vorticity in the flow [35, 48, 49]. The
resulting generated sound is often classified in terms of acoustic poles, or idealized point
sources of acoustic excitation [50]. Under this classification, the three main sources of sound
are monopole, dipole and quadrupole sources [35], which come from different excitations
or mechanisms. The monopole source comes from the volume displaced by the VFs, the
dipole by the unsteady force of the VFs on the glottal flow, and quadrupole sources from
turbulence in the flow [35]. These acoustic sources form a base sound that is modified or
filtered as the acoustic waves propagate through the supraglottal and subglottal tracts. Due
to the periodic motion of the VFs, the base sound can be decomposed into integer multiples
(harmonics) of the fundamental frequency, Fo, which characterizes the pitch of the sound
and is the frequency of VF motion. As the acoustic waves travel through the supraglottal
tract, the changing area of the tract leads to reflections and transmissions throughout the
length. This emphasizes some of the harmonics and reduces others leading to a change in
the spectral content of the sound ultimately emitted from the mouth and nose [4, 5]. This
process of filtering the base sound is referred to as the source-filter theory [4]. This process
also occurs in the subglottal tract although the modulated sounds are less audible.

While the source-filter theory hypothesizes a one-way interaction from the source to
the filter, the filtered acoustic waves can also affect the source by influencing the motion of
the VFs. The degree of interaction likely depends on the specific sounds being made [51].
Strong interactions have been theorized to happen, for example, if the frequency of vibra-
tion is close to that of the first formant (the first harmonic frequency that is emphasized
by the supraglottal tract) [51]. Under these strong interactions, VF vibration can poten-
tially be destabilized, leading to nonlinear interaction such as sudden jumps in pitch [51].
In other cases corresponding to a large diameter supraglottal tract above the glottis, the
acoustic-source interaction has been theorized to be much weaker [51].

2.2 Numerical models

Modelling phonation is complex due to the combined fluid-structure-acoustic interactions
involving acoustics in the supra and subglottal tracts, fluid flow through the glottis, and
structural deformations of the viscoelastic VFs. The following sections provide further in-
formation on numerical methods used to solve each of the fluid, solid and acoustic domains
individually, followed by the coupling conditions.
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2.2.1 Vocal fold models

There are two main approaches to model the VFs: those based on continuum physics
using the finite element method (FEM), and lumped mass models (LMMs) that model
the VFs as a spring-mass-damper system. These model classes take different approaches
to capturing the pertinent physics of VF vibration, such as contact, viscoelasticity, and
modes of vibration. These are further described in the following sections.

Lumped-mass models

In LMMs, VFs are modelled by a spring-mass damper system such as the two-mass model
shown in Figure 2.7 [52]. Discrete masses are used to represent the mass of the VFs,
springs and dampers to represent their viscoelastic behaviour, and generally, additional
contact springs are used during contact to represent energy storage and release due to VF
compression [53]. The dynamics of the masses are governed by Newton’s second law.

Medial

Superior

Figure 2.7: A schematic two-mass model [52], an example of a lumped-mass model, with
connecting springs and dampers

A variety of LMMs have been proposed mainly consisting of variations in the number of
masses used to represent the VFs (see Figure 2.7 illustrating a two-mass model), the form
of spring and damping forces used to connect the masses, and the strategies used to model
contact [53]. LMMs with greater numbers of masses (and thus degrees of freedom) can
represent more vibration modes and therefore more complex motion. Due to the relatively
simple form of LMMs, solution procedures for them are also straightforward. The system
of spring mass dampers in LMMs results in a system of ordinary differential equations
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(ODEs) that can be integrated in time with established methods, such as the family of
Runge-Kutta methods (for example, see [54]).

Lumped-mass models have been used extensively to model the VFs. One of the earliest
examples is the one-mass model of Flanagan and Landgraf [55], which simulated the VFs
as a single vibrating mass. This early approach was unable to capture important physical
phenomena, such as the mucosal wave, but nevertheless was able to simulate voiced sounds
when coupled with an acoustic tract. Later works developed improved LMMs to better
capture the physics of VF vibration. For example, the two mass model of Ishizaka and
Flanagan [56] improved on the one-mass model by incorporating an additional mass in the
IS direction that allowed the model to capture the mucosal wave. Later works have intro-
duced even further variations of LMMs that aim to improve the captured physics. These
variations of LMMs generally consist of choosing different numbers of masses and different
connecting elements to capture increasingly complex modes of vibration and material be-
haviour of the VFs. An example is the 3-mass model of Story and Titze [54], which adds
an additional mass under the two mass model, therefore allowing the model to represent
the VF body and cover layers.

The simplicity of LMMs leads to small computational costs but comes at the cost of
model fidelity. Small computational costs make LMMs suitable for large parametric stud-
ies [53], such as investigating the effects of combinations of muscle contraction [38]. The
weakness of LMMs is in making direct quantitative comparisons with real VFs [57] and
comes from two aspects. Firstly, it is difficult to relate the abstract discrete block parame-
ters of LMM to those of continuous real VFs, making one-to-one comparisons difficult [57,
58]. Secondly, LMMs are likely unable to capture the complex physics of real VFs making
their quantitative predictions less accurate [57].

Continuum models

In the continuum approach, the VFs are treated as continuous bodies which are governed by
the equations of motion for continua (for an introduction to continuum mechanics see [59])
and constitutive equations are used to model viscoelasticity. Contact in the continuum
formulation is an inequality [60] that prevents the VFs from overlapping either each other
or some rigid surface. An example continuum model is shown in Figure 2.8.
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Figure 2.8: An example of a 2D continuum model discretized using a triangular mesh in
the reference configuration with coordinates X = (X, Y ) and medial surface coordinate, s

A variety of continuum models have been proposed with different choices for the con-
stitutive equation, spatial dimensions (2D or 3D), geometry of the VFs, and assumptions
about the physics, such as whether small or large deformations apply, or whether left-right
symmetry applies. Generally, more complex constitutive equations (such as nonlinear
viscoelastic stress-strain relationships [61]), more physiologically realistic geometries, and
fewer assumptions should improve the fidelity of VF models, although this usually comes
with increased computational cost.

Continuum models are governed by partial differential equations, which require dis-
cretization in space and time to solve, as well as appropriate methods to model the in-
equality imposed by contact. To solve these continuum models, a common strategy is
to discretize the spatial dimension using the FEM method and use one of a few possible
contact modelling strategies. This results in a system of ODEs that can then be integrated
in time, similar to LMMs. The specific governing equations depend on the assumptions
made. Equations for a continuum model assuming a symmetric VF with small defor-
mations and the Kelvin-Voigt constitutive equation are illustrated here, which has been
commonly employed for modelling viscoelasticity of biological materials [61, 62]. For the
domain illustrated in Figure 2.8 the system is governed by the Navier equations [63, 64]

ρvf
∂ 2u

∂t2
= ∇·σ in Ω

u = 0 on ∂Ωdir

σ·n = t on ∂Ωmed

such that Yc − Y = Ygap ≥ 0 on ∂Ωmed,

(2.1)
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where u(X, t) is the displacement vector field, t is time, σ is the Cauchy stress tensor,
ρvf is the density of the VFs, t is a surface traction with contributions from the fluid
pressure (typically due only to pressure for inviscid flows) and contact, n is the outwards
normal to the surface, and X = (X, Y ) is the reference configuration coordinate. The
deformed configuration x = (x, y) is then given by x = X +u, and the inequality on Ygap
represents the effect of contact. Equation (2.1) does not specify a constitutive model; for
a Kelvin-Voigt constitutive model, σ is related to strain through [61]

σ =
Eν

(1 + ν)(1− 2ν)
Tr(ϵ)I + 2

E

2(1 + ν)
ϵ+ ηϵ̇,

ϵ =
1

2

(
∂u

∂X
+
∂u

∂X

⊺)
,

ϵ̇ =
1

2

(
∂v

∂X
+

∂v

∂X

⊺)
,

(2.2)

where Tr is the trace, ϵ is the infinitesimal strain tensor, E is the Young’s modulus, ν is
Poisson’s ratio, η is the tissue viscosity, v = ∂u/∂t is the velocity field, ϵ̇ is the strain rate,
and I is the identity tensor.

Discretization of Equation (2.1) with FEM is done using the well known displacement
based variational formulation as described in [65, Chapters 4 and 6], so is only summarized
here. Let V (Ω) be the space of scalar piecewise linear functions defined over a triangu-
lation (Figure 2.8) and V 0(Ω) = {δu ∈ V (Ω) : δu = 0on ∂Ωdir}, be the same space
but including a homogeneous boundary condition. According to the small displacement
assumption, there is little difference between the reference and current configurations so
that the two domains are equivalent [65, Section 6.2.1]. Approximating the displacements
as u ∈ V 2

0(Ω), the displacement based FEM discretization follows a well-established pro-
cedure where Equation (2.1) is multiplied by a test function δu ∈ V 2

0(Ω), integrated over
the domain, and integration by parts is conducted on the second order spatial derivative
term (for example, see [65, Chapters 4 and 6]). This results in the system of equations∫

Ω

ρvf
∂ 2u

∂t2
·δu− σ:δϵ dx−

∫
∂Ωmed

t·δu ds = 0

for all δu ∈ V 2
0(Ω)

such that Ygap = Ycon − Y ≥ 0 on ∂Ωmed,

(2.3)

where : is the double dot product (for matrices (A,B), with components (Ai,j, Bi,j), A:B =∑
i,j Ai,jBi,j), δϵ = 1/2(∂δu/∂x+ ∂δu/∂x⊺). The inequality on Ygap enforces the contact

conditions and leads to contact forces at the contact interface. There are a number of
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methods to solve the contact constraints, such as the penalty method, Lagrange multipliers,
or Augmented Lagragian methods each with different tradeoffs (see [60] for an introduction
to contact mechanics). One intuitive approach is the penalty method where an additional
contact traction is added during contact to minimize the constraint violation Ygap. This is
enforced by a traction term [60, Section 6.3]

t = −pconn

pcon =

{
−kconYgap Ygap > 0

0 Ygap ≤ 0

, (2.4)

where kcon is a contact spring with a large value chosen to minimize Ygap. Equation (2.3)
and the contact penalty spring define a system of ODEs that can then be integrated in
time.

Numerous FEM models have been employed to model the VFs. One of the first FEM
models was proposed by Alipour-Haghighi et al. [66] and consisted of a hybrid 2D/3D
simulation. Their approach used multiple coronal slices of the VFs along the AP direction
with each slice following a 2D linear elastic, plane strain, small deformation assumption
simulated with FEM. Forces between adjacent slices were used to capture 3D effects. A
Bernoulli based fluid model with acoustics was used to drive the model, allowing it to
achieve self-sustained oscillation. Later studies have developed higher fidelity models,
further elucidating the physics of VF oscillation. For example, Zheng et al. [67] developed
a 2D FEM model and employed the immersed boundary method allowing high-fidelity fluid
simulations to be used to drive the model. The same group later extended their method to
a 3D FEM model assuming small deformations and linear viscoelasticity [68]. Their model
captured the mucosal wave mode and predicted physiologically realistic flow rates. Other
studies have used different modelling assumptions, including large deformations [63], and
hyperelastic material behaviour [69].

Models based on FEM overcome many of the drawbacks of LMMs by treating the VFs
as a continuum that is generally believed to better reflect the physics of VF motion [62, 66,
67, 70]. Parameters of continuum models such as linear elasticity, or geometry of the VF
surface can be directly compared with real VFs, facilitating one-to-one comparisons. These
benefits come with increased computational cost making the kinds of large parametric
studies possible with LMMs difficult to achieve. However, increased computational cost
can also be decreased through the different assumptions used in FEM models. For example,
varying geometric dimensionality by simulating only a 2D coronal plane with the plane
strain assumption, decreasing mesh density, or simplifications of the governing equations,
such as assuming small deformations, and/or using simplified constitutive models of the
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VFs all tend to decrease the cost of FEM models with a potential trade-off in the output
fidelity.

2.2.2 Fluid models

Similar to solid models of the VFs, there are two broad approaches to modelling the glottal
flow: 1D flow models (often taking the form of the steady Bernoulli equation) and flow
models in 2D or 3D, which are typically viscous flow models based on the Navier-Stokes
(NS) equations. These are further described in the following sections.

1D Fluid models

In 1D flow models the glottal flow is treated as 1D resulting in a flow domain as shown in
Figure 2.9.

Subglottal
boundary

Flow separation

Supraglottal 
boundary

Figure 2.9: An example computational domain for a 1D flow model where the channel area
is a and the 1D domain coordinate is s. Flow variables are discretized at the shown points

There are several variants of 1D flow models depending on additional assumptions
made. One of the most common is to assume inviscid quasi-steady flow, which results in
the Bernoulli equations,

p(s) =

{
psub +

ρair
2
q2
(

1
a2sub

− 1
a(s)2

)
s < ssep

psep s ≥ ssep
, (2.5)

q2 =
2

ρair

(
1

a2sep
− 1

a2sub

)−1

(psub − psep), (2.6)
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where p is the pressure, q is the flow rate through the channel (constant for all sections due
to mass conservation), a is the cross sectional area, asub and asep are areas at the subglottal
and flow separation locations, psub and psep are subglottal and separation pressures, ρair is
the air density, and ssep is a point where flow separation occurs and thus Bernoulli no longer
applies. This equation is derived by applying the Bernoulli formula between the subglottal
boundary and a point s. Since 1D flow models cannot simulate flow separation directly,
the separation point, ssep, is usually set to occur when the area reaches an ad hoc ratio over
the minimum glottal area such as asep/amin = 1.2 [53], where asep is the area at separation
and amin is the minimum glottal area. Other 1D flow models have also been more recently
proposed and can model viscous losses using the mechanical energy equation [71] or allow
for both viscous losses and time dependent behaviour using the 1D Euler equations [69,
72, 73], based upon a model for flow through collapsible tubes by Cancelli and Pedley
[74]. However, separation must still be specified in these more recent models. In general
all the 1D models capture bulk phenomena of the glottal flow, such as the “Bernoulli
effect” (pressure drops as speed increases in the constriction between the VFs), but do not
naturally encode more complicated phenomena such as flow separation and turbulence.
Modelling such phenomena require the addition of ad hoc or experimentally based laws.

Solution procedures for 1D flow models are generally simple due to the single spatial
dimension. In the 1D Bernoulli flow model, the Bernoulli equation can be applied between
the subglottal region and separation point to determine the glottal flow rate. The Bernoulli
equation can then be used to solve for the pressure at any point in the glottal channel before
separation. Past separation, the potential flow assumption no longer applies (Figure 2.9)
and a constant separation pressure must be assumed instead. Slightly more complicated
procedures must be applied for the alternative 1D fluid models, particularly those based
on the 1D Euler equations since these are governed by 1D partial differential equations
(PDEs). As a result, these models must be discretized in space using suitable methods
such as the finite difference method, or FEM. If the flow is unsteady, a suitable time-
discretization can then be applied, such as Runge-Kutta. Examples of solution procedures
for these models are described in [69, 75].

One dimensional fluid models have been used extensively to simulate the glottal flow.
Early attempts used the Bernoulli equation as a fluid model, such as Van den Berg who
proposed it as the driving force behind sustained oscillation of the VFs according to the
myoelastic aerodynamic theory [43]. Later, the Bernoulli model was extensively coupled to
different LMMs [52, 54, 56]. These models were able to capture the mechanism by which
fluid pressures from the glottal flow sustained oscillation of the VFs [56]. The Bernoulli
approach has also been applied as a fluid model when coupled with continuum models of the
VFs, with one of the first examples from Alipour-Haghighi and Scherer [76] whose model
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was able to achieve self-sustained oscillation. Other studies have also coupled the Bernoulli
model with continuum models to investigate a variety of phenomena. For example, Zhang
[21] used linear stability analysis to investigate phonation threshold pressure of a Bernoulli
driven 2D layered model, and Tao and Jiang [77] modelled AP biphonation, where the
anterior and posterior parts of the VF vibrate at different frequencies. More recently,
some authors have investigated alternative 1D flow formulations by solving the 1D Euler
equations [69, 73, 75]. This formulation allows for modelling viscous losses, and unsteady
effects, potentially improving the fidelity of the 1D approach.

One dimensional flow models are computationally inexpensive but are unable to capture
complicated flow phenomena. The Bernoulli model, for example, is easily solved but only
captures general trends in intraglottal pressures. This was shown by Decker and Thomson
[71] who demonstrated that while the Bernoulli model can predict general VF motions that
are similar to those predicted by a NS model, some quantities such as the peak glottal flow
rate were over predicted by up to 50%. Detailed flow phenomena such as flow separation,
formation of turbulence in the glottal jet, and the effect of viscous boundary layers when
the glottis is near closure can contribute to these differences and are not directly encoded
by 1D flow models. These phenomena potentially play a large role in the fluid forcing [62]
and also contribute sources of sound that are not predicted by 1D flow models [78].

2D and 3D Navier-Stokes models

In 2D and 3D models, the incompressible NS equations are typically solved due to the low
Mach number of the glottal flow [35]. An example flow domain for a 2D model is illustrated
in Figure 2.10.
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Figure 2.10: A 2D fluid domain in the coronal plane shown with an example mesh used to
numerically solve the Navier-Stokes equations. A symmetry boundary condition is applied
at the midline to simulate one half of the domain

There are few deviations in governing equations from the NS equations in the majority
of 2D and 3D fluid models (see for example [64, 68, 79, 80]). Alternative 2D and 3D
fluid models have been proposed, however, one notable example being the compressible NS
equations, which also model the propagation of acoustic waves [78, 81]. Some authors have
also proposed using Reynolds-averaged NS or large-eddy simulations that can help model
turbulence without the fine mesh requirements of the NS equations [82].

Solution procedures for 2D and 3D flow models are often complex since discretization
of the NS equations (compressible or incompressible) must be performed in 2D or 3D,
increasing the number of discrete points representing the solution (see Figure 2.10 for an
example discretization). Furthermore, the NS equations are computationally challenging
to solve [35]. As a result, there are a large range of methods used to solve the NS equa-
tions; for a comprehensive review of these techniques, see a review of computational fluid
dynamics [83]. For a few examples of solution methods, see [63, 64, 82].

Higher fidelity 2D and 3D fluid models have been extensively used to simulate the
glottal flow. An early model was studied by Zhao et al. [78] and Zhang et al. [84] who
simulated the compressible NS equations in a 2D static glottis configuration to identify
sources of sound. Later studies coupled NS fluid models with continuum models of the
VFs in order to capture self-sustained oscillations. Examples include Luo et al. [70] who
used an immersed-boundary method to capture the 2D fluid-structure interaction between

24



a NS fluid model and continuum VF model, and Thomson et al. [79] who studied how
energy is transferred from the glottal flow to the VFs, also using a 2D NS simulation
coupled with 2D continuum VFs. More recent works have extended NS fluid models to
3D [64, 68, 82, 85, 86]. These models have captured complex physics of the glottal flow
such as the formation of turbulence and asymmetric attachment of the glottal jet to either
the left or right VF [68].

Two and three dimensional fluid models likely capture most of the pertinent physics of
the glottal flow, but at the expense of high computational cost. Unlike 1D flow models, the
governing equations (NS) naturally encode complex flow phenomena in the glottis, from
flow separation to turbulence [67, 86]. This increased fidelity comes at the cost of increased
computational expense since simulations of NS are typically difficult to conduct because
the NS equations are complex and require a fine discretization to be solved accurately [82].
In addition, NS based fluid models typically represent the dominant cost when compared
to the structural deformation of continuum VFs in coupled VF models [69]. These complex
flow phenomena contribute additional sound sources [78] and also influence the motion of
the VFs although the degree of influence likely depends on the specific case. Some works
have suggested that 1D flow models compare reasonably with 2D NS based models in
terms of VF motion [71]. If resolving such complex flow phenomena is the focus of the
investigation, then high fidelity flow models should be used.

2.2.3 Acoustic models

Models of acoustics have mainly used two approaches: an approximation based on 1D
acoustic waves and approaches from the field of aeroacoustics. These two approaches are
further described in the following sections.

1D Acoustic models

All 1D acoustic models are based on simulation of the 1D acoustic wave equations [50]

∂p

∂s
= −ρair

a

∂q

∂t
,

∂q

∂s
= − a

ρairc2
∂q

∂t
,

(2.7)

where s is the 1D coordinate, p is the acoustic pressure, q the acoustic velocity, a the cross
sectional area, ρair the air density, and c the speed of sound. Numerous boundary conditions

25



are possible, for example, a closed end of the 1D domain corresponds to q = 0 while an
open end of the 1D domain corresponds to p = 0. More commonly, an end of the 1D
domain will neither be perfectly open or closed and and impedance can be used to model
frequency dependent relations between acoustic pressure and velocity at the boundary.
The domain of the acoustic problem is illustrated in Figure 2.11 where the input flow rate
comes from the glottis.

~11 cm2

~4 cm2
~3 cm2

Glottis Mouth

~17 cm

Figure 2.11: A 1D acoustic wave model domain for the supraglottal tract modelled after
the /I/ sound from Fant [87]. The cross-sectional area is denoted by a and a coordinate
along the tract length by s

At least three variations of 1D acoustic models exist, however, differing in the way
the wave equations are solved. These are the electrical transmission line analog, direct
discretization of the 1D acoustic wave equations (with a finite difference method, for ex-
ample), as well as the wave-reflection analog (WRA) [88, pg. 10-20]. In the electrical
transmission line analog method, the fact that governing equations of electrical transmis-
sion lines are analogous with those of 1D acoustic waves in Equation (2.7) (pressure is
analogous to voltage and flow to current) is used to model the acoustics. Specifically,
electrical transmission lines can be modelled using a lumped-element approach where the
line is broken into discrete lengths modelled by “T-sections” consisting of basic electrical
components (capacitors, inductors) [88] that represent the impedance of the given section
of line. The varying area in the acoustic wave equations represents an analogous impedance
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and can be converted to equivalent “T-sections” that model acoustic wave propagation [88];
see [89] for a more detailed description of this approach. The “T-section” approach was
largely used to create physical electrical circuits modelling acoustics, however, can also be
modelled on a computer. In the WRA approach, acoustic wave propagation is simulated
through a system of discrete tubes with varying areas representing the varying area of the
tract. Within each tube, the 1D acoustic wave equations apply (Equation (2.7)) while at
tube junctions, continuity of acoustic pressure and flow applies. Continuity at junctions
results in reflection and transmission of waves between adjacent tubes [88, pg. 16-20]. This
model captures the basic ‘filtering’ effect of the vocal tract where the varying area of the
vocal tract modulates the frequency distribution of the source sound; for further details
of this approach see [88]. Finally, direct discretization of the 1D wave equations simply
involves well known methods such as finite-differences or FEM that can be used to solve
Equation (2.7) on a computer.

The three 1D acoustic model formulations are similar but have specific advantages in
some scenarios. Electrical transmission line analogs were advantageous in early investi-
gations since they can be physically constructed. As computers have become increasingly
prevalent, however, these analogs seem to be employed less. The WRA approach and direct
discretization of the 1D wave equations are both computational methods that have been
employed to model the acoustics and are similar. The WRA approach, however, couples
the number of discrete tubes and length of each tube with the time between reflections [88].
Specifically, if a tract contains N tubes, the length of tract will be Nc∆t. As a result, the
integration time step ∆t cannot be changed without changing the length of the tract. Di-
rect discretization of Equation (2.7) can avoid this problem but involves the solution of a
more computationally expensive system [88]. We note, however, the WRA seems to be the
dominant approach for simulating 1D acoustics, see for example [38, 51, 54, 75, 80, 90].

Early models of acoustics often used the WRA model to simulate vowel sounds using
assumed flow rate inputs [4, 91]. These studies successfully captured the filtering effect
of different ‘area functions’ of the vocal tract and oronasal cavities that lead to different
vowel sounds [4]. In later studies, WRA models were coupled with LMMs of phonation so
that the time varying flow rate was supplied by the model of the glottis [54, 56, 88] thus
simulating the production of sounds from the physical phonation process. Such models
have also been used to determine the glottal flow rate based on measurements of the
output speech waveform (known as inverse filtering) [92–94] (note that the flow rate at the
mouth is modulated by the acoustic pressures in the tract so does not match the flow rate
at the VFs).
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Aeroacoustics

The second approach to acoustics involves modelling it from physical principles using
techniques from the field of aeroacoustics [48]. In contrast to 1D acoustic approaches
where the acoustic source comes from the time varying flow rate, aeroacoustic approaches
aim to predict the generation of sound from all the potential sources of sound in the glottis
such as, movement of the VF walls, turbulence in the glottal jet, and other features in
the glottal flow [48]. Specific models or equations used to predict this include aeroacoustic
analogies and direct numerical simulation of the compressible flow equations [78]. These
models are more complicated than 1D approaches and often require advanced solution
techniques [63, 78, 81, 95].

Aeroacoustic approaches to predicting sound generation in the glottis were first explored
by McGowan [48], who noted that WRA type models only predict a ‘monopole’ source of
sound. McGowan demonstrated that sound is also created through a ‘dipole’ source by
the unsteady forcing of the VFs on the glottal flow. Later authors have further explored
the aeroacoustic approach such as Zhao et al. [78] who calculated acoustic sources in a
static glottal configuration using acoustic analogies and direct numerical simulation of
compressible flow, or Link et al. [63] who used an acoustic analogy to develop a fluid-
structure-acoustic interaction model.

2.2.4 Fluid-Structure-Acoustic coupling

The final aspect needed to describe a complete model of the VFs is the coupling between
the 3 physical phenomena of fluid flow, solid deformations of the VFs, and acoustics. The
coupling between solid and fluid is well-established and is based on the fact that forces and
motions are equal at the interface [66, 67, 70]. Mathematically this is given by

σsolid·nFSI = σfluid·nFSI

usolid = ufluid,
(2.8)

where the conditions are applied at the fluid-solid interface (see ∂Ωmed in Figure 2.8).

Coupling between acoustic and fluid domains or acoustic and solid domains is com-
paratively less established and is still a topic of research (see for example [51, 63, 81,
95]). Theoretically, acoustic wave propagation is directly captured by the compressible
fluid equations [63] meaning there are only two governing equations in phonation, those
for the compressible fluid (capturing the glottal flow and acoustics) and those for the solid
(VFs). As a result, acoustics, fluids, and the solid are simultaneously coupled where the

28



coupling between acoustics and fluids is implicit in the compressible flow equations. Di-
rect simulation of the compressible flow equations to capture acoustics is computationally
infeasible, however, due to the large disparity in scale between acoustic flow variables and
the bulk flow variables [63]. As a result, most studies treat acoustics as a separate physical
phenomena and couple the results with the fluid and/or solid domains. The degree of
coupling between acoustics and the solid/fluid domains depends on the choice of acoustic
model. In the case of 1D acoustic models, early approaches assumed a linear source-filter
assumption meaning that the acoustic pressures have no effect on the source (glottal flow
and VF motion) [88] (a one-way coupling from the glottal flow to the acoustics). Later
works using 1D acoustic models proposed that the acoustic pressures can influence the
source by changing the pressures at the subglottal and supraglottal boundaries of the glot-
tal flow [18]. This coupling condition enforces that acoustic flow variables and bulk flow
variables match at the interfaces (Figure 2.8). In this approach, the influence of acoustic
pressures on the solid is indirectly captured through coupling with the fluid. Coupling
methods using aeroacoustic models are quite complex due to the complexity of the ap-
proach but are likely to capture greater fidelity of the phonation process. For example,
while the 1D wave reflection analog model considers the acoustic domains and glottal flow
domains as distinct regions that interact at surfaces, aeroacoustic approaches involve over-
lapping acoustic and flow domains that interact throughout their shared volume [63]. This
leads to simultaneous interactions between acoustic, fluid and solid domains that is likely
more representative of the underlying physics [63]. We refer the reader to [63, 81, 95] for
examples of this approach.

2.3 Dynamical systems interpretation of numerical

models

A dynamical system is a system that evolves with time and is typically represented by the
general formula for a non-linear ODE

Ẋ = F (X;λ, P ) (2.9)

where X is the state of the system, Ẋ is the state’s time derivative given by F (X;λ, P ), λ
is some forcing parameter, such as the amplitude of an external force, and P is a vector of
system parameters. Figure 2.12 illustrates an example dynamical system for a VF model
consisting of a 1D fluid coupled with a lumped mass model representation of the VFs to
demonstrate this.
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Figure 2.12: Conceptual representation of a vocal fold dynamical system for a two-mass
model [52]

The state,X, consists of displacements and velocities of the VF tissue masses (xu, vu, . . .).
The forcing parameter, λ, is the subglottal pressure, psub. The parameters, P , of the system
consist of any additional parameters, such as the stiffness and damping of the VF tissue
lumped masses (ku, du, . . .). Note that more complicated models, such as those using FEM
representations of the VFs are conceptually identical but usually have higher dimensional
states.

2.3.1 Local bifurcations

An important concept in the study of dynamical systems is the phenomenon of local
bifurcations, wherein an initially static dynamical system becomes unstable as the forcing
parameter, λ, changes leading to a qualitative change in behaviour [96]. Examples of such
phenomena are numerous and have important engineering applications. A classic example
is in the buckling of slender beams. A beam loaded at its ends supports the load with
compressive stresses; however, as the weight of the load increases the static state of the
beam can lose stability resulting in buckling [96]. Another example is the phenomenon of
vortex shedding behind a bluff body. At low flow speeds, fluid moves smoothly around the
body; however, as the flow speed increases and reaches a critical value, the normally smooth
stationary flow loses stability and begins to oscillate. As flow speed further increases, these
oscillations appear as vortices shed behind the cylinder. Local bifurcations thus correspond
to changes in stability of a static state as the system forcing parameter λ crosses a critical
value.
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Mathematically, local bifurcations of dynamical systems can be identified by considering
the stability of a static state, or fixed point. The fixed-point is a static equilibrium state,
X fp, satisfying

0 = F (X fp;λ, P ). (2.10)

The stability of the fixed-point is related to the evolution of small perturbations around
it. This is characterized by the equation governing the linearized dynamics

(Ẋ fp + ˙∆X) ≈ F (X fp;λ, P ) +

(
∂F

∂X

)
Xfp;λ,P

∆X

˙∆X =

(
∂F

∂X

)
Xfp;λ,P

∆X

(2.11)

where ∆X is a small perturbation to the fixed-point. Considering small perturbations of
the form

∆X = A exp((ωr + ωij)t),

where A is a complex amplitude, ω the frequency of the oscillation, and subscripts ()r, ()i
represent real and imaginary parts. Substituting this small perturbation into Equation (2.11)
shows that the behaviour of perturbations with time corresponds to eigenvalues of the lin-
earized dynamics operator ∂F/∂X(X fp;λ, P )

(ωr + ωij)A =

(
∂F

∂X

)
Xfp;λ,P

A. (2.12)

The eigenvector, A, corresponds to the ‘mode’ of the perturbation while the eigenvalue
ωr + ωij determines the mode’s behaviour in time. The real part determines the growth
of the perturbation. Perturbations with ωr > 0 grow exponentially with time while those
with ωr < 0 damp exponentially. The imaginary part determines the frequency of the
perturbation. Perturbations with ωi = 0 have no oscillation while those with ωi ̸= 0 have
an oscillatory frequency of |ωi|.

Local bifurcations are categorized by the type of instability that is triggered. For the
buckling example described previously, the local bifurcation is termed a pitchfork bifur-
cation [96, Section 3.4]. In this type of bifurcation, a single fixed point representing the
straight beam exists when the control parameter, λ, is less than a critical value. When the
control parameter exceeds the critical value, the straight beam static state becomes unsta-
ble and two stable fixed points corresponding to buckling to the left and right appear [96,
Section 3.4]. For the vortex shedding example described previously, the local bifurcation
is termed a Hopf bifurcation [97]. For a Hopf bifurcation, a single stable fixed point exists
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when the control parameter is less than the critical value. When the control parameter ex-
ceeds the critical value, the fixed point becomes unstable to an oscillatory perturbation [96,
Section 8.2], which corresponds to the oscillatory flow seen in vortex-shedding.

2.4 Phonation onset

As described in Section 2.1 vibration of the vocal folds due to the glottal flow leads to the
source sound in phonation; the fact that VFs undergo this self-oscillation can be under-
stood from the perspective of dynamical systems as a type of instability and is known as
phonation onset. Specifically, phonation onset refers to the condition where the subglottal
pressure reaches a critical value such that the VFs begin to self-oscillate under driving
pressures from the glottal flow and corresponds to a Hopf bifurcation [18]. This can be
illustrated for the example VF model shown in Figure 2.12. Phonation onset occurs when
λ reaches a critical value where a neutrally stable oscillatory mode occurs with growth rate
ωr = 0 and frequency ωi. When psub is below the critical value, the growth rate is less
than 0 causing the VFs to remain stable; when psub is above the critical value the growth
rate is positive and the initially static state becomes unstable to an oscillatory instabil-
ity. The critical value λ where the oscillatory instability is neutrally stable is known as
the phonation onset pressure while the frequency of the instability is the phonation onset
frequency.

Phonation onset is important for at least two reasons. Firstly, phonation onset pro-
vides a dynamical systems explanation for why VFs self-oscillate during phonation; a type
of local bifurcation leads to an oscillatory instability (See below for further explanation).
Secondly, phonation onset pressure and phonation onset frequency have important implica-
tions for phonation. Phonation onset pressure is related to the ‘effort’ required to produce
speech (high onset pressures require greater pressure from the lungs) while phonation onset
frequency is closely related to the frequency of speech [18].

2.4.1 Numerical solution of phonation onset

There are numerous methods for solving for the form of the instability and critical value
of the control parameter where a Hopf bifurcation (phonation onset) occurs. Two broad
categories are guess-and-check type iterative methods and augmented equation methods.

In guess-and-check type methods, a guess for the critical value of the control parameter,
λ, is first made. A fixed point is then solved for via Equation (2.10) and the stability of
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the fixed point checked by checking eigenvalues in Equation (2.12). If all eigenvectors
have negative real eigenvalues, then the fixed-point is stable while any eigenvalue having
a positive real part implies the fixed-point is unstable. Based on the stability of the
initial guess for λ, a new guess for the critical λ can be generated until a point where a
single unstable eigenvalue satisfying ωr ≈ 0 is found. This guess-and-check method can
be performed, for example, using a bisection strategy where an unstable λ and stable λ
are iteratively incremented to locate the critical λ. The unstable λ can also be found by
computing stabilities over a range or grid of λ values.

In augmented equation methods, a set of non-linear equations characterizing a Hopf
bifurcation is formulated that can then be solved using standard methods for non-linear
equations. Generally these formulations consist of a coupled set of non-linear equations
that simultaneously characterize the fixed-point, critical value of the control parameter
(λ), unstable mode shape (eigenvector), and unstable mode frequency (eigenvalue). This
is done by combining non-linear equations for the fixed-point, eigenvalue problem, and an
eigenvector normalization condition. There are multiple equations that can be formulated
depending on the specific strategies chosen to represent each condition (stability condition,
fixed-point, etc.), potentially leading to different numerical behaviours. Griewank and
Reddien [98], for example, used two equations to represent conditions on the real and
imaginary parts of the unstable mode shape (eigenvector) while Roose and Hlavaček [99]
combined these two equations into a single equation and also used a different eigenvector
normalization condition. These slightly different formulations are generally equivalent but
can potentially have different numerical behaviour under special conditions such as, when
turning points are near a Hopf bifurcation [99]. Regardless of the specific form of the
resulting non-linear system of equations, solutions can be found using standard methods
such as Newton’s method [98].

2.5 Vocal fold swelling

2.5.1 Physiology of fluid regulation and swelling in vocal folds

Fluid plays a critical role in many tissues of the body including the VFs, (with VF tissue
consisting of about 80% water [100]) and is regulated by fluid exchange between capillaries
(blood), interstitial tissue (the spaces in the tissue), and the lymphatic system [101, Section
20.3] as shown schematically in Figure 2.13.
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venule arteriole

lymph capillary

capillary

Figure 2.13: Schematic illustration of the micro-circulation system [102]. Directions of flow
across the capillary boundary are denoted by lines with small arrowheads

The amount of fluid in tissue is kept constant by balancing the net inflow from the
capillaries to the interstitial tissue with the net outflow from the interstitial tissue to the
lymphatic network. Fluid exchange from the capillaries to the interstitial tissue happens
due to a balance of mechanical (hydrostatic) and osmotic pressure differences between the
capillary and interstitial fluid [101, Section 20.3]. While osmotic pressure differences tend
to draw fluid from the tissue into the capillary to reduce the concentration of proteins in
capillary fluid, hydrostatic pressure tends to drive flow from the capillary to the tissue
since the capillary hydrostatic pressure exceeds that of the interstitial fluid. At the arterial
end of the capillaries, the net hydrostatic pressure difference exceeds the osmotic pressure
difference so net flow from the capillary to the tissue occurs. At the venous end of the
capillaries, the net osmotic pressure difference exceeds the hydrostatic pressure difference
so net flow from the tissue to the capillary occurs. The reversal in driving pressures
at the venous end of the capillaries, is faciliated by loss of fluid as blood flows through
the capillary that decreases capillary hydrostatic pressure and increases capillary osmotic
pressure [101, Section 20.3]. The net direction of flow is from capillary to tissue since the
flow from capillary to tissue at the arterial end exceeds the flow from tissue to capillary at
the venous end 1. The lymphatic system serves to drain this excess flow, estimated at about

1This description of reversed capillary flow rate directions at the arterial and venous ends of the capillar-
ies is common in textbooks; however, recent evidence strongly suggests that this description is incomplete
and that usually flow rate is directed outwards over the entire capillary length [103].
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4L d−1 [103]. This system consists of a network of thin walled lymph tubes that channel
the fluid away from the tissue; fluid is passively drained through these tubes through the
action of smooth muscle contractions while flow back into the tissue is prevented by one
way valves [101, Section 20.3].

The relation governing fluid transport between capillaries and interstitial tissue is given
by Starling’s equation [29, 104, 105]

Q = K(pcap − pisf − σ(πcap − πisf)), (2.13)

where Q is the fluid flux per unit area through the capillary wall into the interstitial fluid,
p and π are the hydrostatic and osmotic pressures, respectively, and subscripts (·)isf and
(·)cap represent interstitial and capillary quantities, respectively. Osmotic pressures, π,
are related to concentration of solute (such as proteins, sugars) in the fluid. Material
parameters are hydraulic conductivity, K, representing the resistance of the membrane to
flow, and the reflection coefficient, σ, where σ < 1 accounts for imperfect semi-permeability
of the membrane to solutes.

While the amount of fluid in tissue is constant under homestatic conditions, accumula-
tion of fluid in the tissue, or swelling, can occur when the fluid flow rate balance between
capillaries and interstitial tissue overcomes the normal lymphatic drainage rate [105]. From
the perspective of Equation (2.13), swelling can be triggered through any process that varies
one or more of the governing parameters K, σ, p, π. Different triggering factors (type of
injury, disease) often induce swelling through different mechanisms (that is, changes in
parameters of Starling’s equation) [105]. For example, in the case of venous obstruction,
capillary pressure, pcap, is raised, increasing the flow from capillary to interstitial tissue
thus causing swelling. In the case of inflammation, swelling is caused by increased capillary
permeability (K, σ) that is facilitated by a breakdown in the endothelial barrier [105, 106].
In several inflammatory reactions Reed et al. [107] notes that a lowering of interstitial fluid
pressure, pisf , contributes to swelling. These processes cause transient increases in flow
to the tissue but a steady state volume is eventually achieved in swelling through self-
regulating mechanisms that balance the flow from the capillaries to the interstitial tissue
and from the interstitial tissue to the lymphatic system. For example, as interstitial fluid
volume increases, interstitial osmotic pressure drops due to lowered solute concentration
while hydrostatic pressure increases due to compression by the surrounding tissue, both of
which tend to limit further swelling [107, Section 6].
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2.5.2 Mechanical effects of swelling

Swelling of tissues leads to altered mechanical properties, particularly tissue elasticity and
viscosity. In the case of VFs, swelling results in softening of the material, as studies
have shown that stiffening occurs with dehydration [108, 109]. The precise reason for
the softening behaviour with swelling likely depends on the specific material; however,
an explanation for softening with swelling in the context of rubbers can be explained by
the statistical theory of the long chain molecules constituting rubber [110], and likely
partially applies to biological materials that similarly contain fibrous proteins in the extra-
cellular matrix [24, 111]. In rubbers, swelling decreases the number of molecular chains
per unit volume and stretches them; further deformation from the swollen state then
reduces the relative amount of energy stored in a unit volume by these molecular chains
since there are fewer chains, thus resulting in a decrease in elasticity. Similarly, swelling
changes viscous properties of the tissue although the precise reason why is not completely
understood. Biphasic models suggest one reason is due to the changing fluid/solid fraction
of the material [112], while other studies have suggested that changes in the organization
of extracellular molecules with swelling may also influence the viscosity [113]. Regardless
of the physical mechanisms, the quantitative change in elastic and viscous properties can
be significant. For example, Chan and Tayama [108] reported tissue stiffness and viscosity
increase by 4 to 7 times with dehydration in a hypertonic solution of 25% sucrose. Lastly,
swelling has an obvious effect on local mass and volume of the swollen area due to the
influx of fluid that can alter the dynamics of moving tissues.

2.5.3 Continuum models of swelling

Models of swelling should capture the change in volume induced by fluid accumulation
as well as the resulting changes in material properties. Modelling swelling directly from
the framework of Starling’s equation is a formidable task [29] and there are few contin-
uum models that use this approach; instead, models of swelling typically capture simpler
physical mechanisms or employ phenomenological approaches.

One physics-based model of swelling captures swelling induced by osmotic pressure gra-
dients through a triphasic model [114] that includes mechanical, fluid, and electro-chemical
effects. In this approach, solid, fluid, and ion phases (representing charged particles) form
a set of coupled partial differential equations in a continuum. Swelling in this approach
then results from fluid accumulating within the solid phase due to chemical and electri-
cal effects from the ion phase. While this approach captures the physical mechanism of
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swelling driven by osmotic pressure effects, the resulting equations are complex and have
thus been relegated to models of geometrically simple problems [115].

An alternative phenomenological approach to modelling swelling was proposed by Tsai
et al. [116] that avoids modelling the mechanisms that lead to swelling and instead pre-
scribes the amount of swelling directly. This approach involves modifying a hyperelastic
strain energy function w(F ), describing the original material, where F is the deformation
gradient tensor, such that the new material ‘prefers’ a state that corresponds to the pre-
scribed swelling, v, where v is the desired ratio of swollen to original volume. Assuming F
is measured with respect to an unstrained and unswollen reference configuration, the origi-
nal strain energy is minimized when F = I, corresponding to a zero deformation state. To
ensure the swollen material’s strain energy prefers equiaxial expansion (corresponding to
swelling) as its minimal strain energy state, Tsai et al. [116] proposed the modified strain
energy

w̄(F ) = m(v)w(v−1/3F ),

where m(v) is a monotonic function satisfying m(1) = 1 that controls change in material
stiffness with swelling. This extension ensures that the minimal strain energy state of the
modified strain energy, w̄, is F = v1/3I, which corresponds to equiaxial expansion with
volume change v. While this approach no longer captures the physical mechanisms driving
swelling, it allows prescription of swelling based on phenomenological observations and
exploration of the resulting impacts of swelling on the system.
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Chapter 3

Sensitivity of phonation onset
pressure to vocal fold stiffness
distribution 1

3.1 Introduction

This chapter explores the sensitivity of onset pressure to stiffness distributions to elucidate
what stiffness distributions tend to increase onset pressure, and thus phonatory effort and
risk for developing PVH. A sensitivity analysis using a 2nd order Taylor model of onset
pressure as a function of stiffness distributions is developed using a coupled VF model that
predicts onset pressure. This Taylor model is then analyzed to determine what stiffness
distributions have the greatest effect on onset pressure, and thus risk for developing PVH.

The chapter is organized as follows. Section 3.2 discusses the coupled VF model, the
numerical method for computing phonation onset and the sensitivity analysis of phonation
onset and frequency. Section 3.3 presents the results of the sensitivity analysis. Section 3.4
discusses the sensitivity analysis results and interprets the relative importance of BC and
non-layered stiffness variations. Finally Section 3.5 summarizes the main conclusions and
limitations.

1This work was co-authored by Sean D. Peterson. I developed the code, performed the simulations,
analyzed data, generated figures, and wrote the first draft of the manuscript. SDP contributed to concep-
tualization, supervised the work, and reviewed the manuscript.
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3.2 Methods

The implementation described herein is available online at the author’s GitHub page and
the lab GitHub page https://github.com/jon-deng/vf-fem or https://github.com/
UWFluidFlowPhysicsGroup/vf-fem and https://github.com/jon-deng/vf-onset-sensitivity
or https://github.com/UWFluidFlowPhysicsGroup/vf-onset-sensitivity.

3.2.1 Vocal fold and glottal flow models

The VF model consists of a two-dimensional (2D) finite-element method (FEM) based
representation coupled with a 1D Bernoulli-based glottal flow model, as illustrated in
Figure 3.1. Such a model configuration has been extensively used in past studies for both
investigating the onset behaviour of the VFs [20–22] as well as for studies of transient VF
motion [66, 117, 118]. The VF external geometry is based on the M5 geometry [119] and

symmetry plane/1D fluid domain

Figure 3.1: Schematic of the coupled vocal fold and glottal flow models. A dashed line
delineates the typical body-cover layers

is shown in Figure 3.1 in the reference configuration with coordinates X = (x, y) and a
surface coordinate along the medial surface s. Left-right symmetry about the medial plane
at Ymid is assumed, thus reducing the computational domain to a single fold.

The governing equations for the VF model are derived from the weak form of the con-
servation of linear momentum for small deformations using the standard approach for the
displacement-based formulation (see [65, Section 4.2] for a detailed example). Displace-
ment, u, and velocity, v, as well as their time derivatives, (u̇, v̇), are approximated in a
vector-valued piecewise linear function space, V 2(Ω), while the stiffness field, E, is approx-
imated in a cellwise constant function space, W (Ω), where Ω and ∂Ω are the VF domain
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and boundary (see Figure 3.1). The infinitesimal strain tensor and deformation gradient
are given by ϵ = 1/2(∂u/∂X + ∂u/∂X⊺) and F = I + ∂u/∂X, respectively, where I is
the identity tensor. The medial surface pressure p ∈ V (Ω) is given by the glottal flow.
The resulting residual equations for the conservation of linear momentum are given by

fu(u,v, v̇, p, E; δu) =

∫
Ω

ρv̇·δu+ σ(ϵ, ϵ̇;E):δϵ dX

−
∫
∂Ωmed

−p detFF−⊺n·δu ds,
(3.1a)

fv(v, u̇; δv) =

∫
Ω

(u̇− v)·δv, (3.1b)

where δu ∈ V 2(Ω) and δv ∈ V 2(Ω) are test functions, δϵ = 1/2(∂δu/∂X + ∂δu/∂X⊺) is
the virtual strain, and n is the medial surface outward pointing normal vector. Solution of
these equations for an unknown (u̇, v̇) with known remaining parameters requires finding
(u̇, v̇) such that (fu, fv) = 0 for all δu, δv ∈ V 2(Ω). For the Cauchy stress tensor, σ, we
assume a Kelvin-Voigt viscoelastic material [67, 120] resulting in the constitutive equation

σ(ϵ, ϵ̇;E) =
Eν

(1 + ν)(1− 2ν)
(Trϵ)I +

E

1 + ν
ϵ+ ηϵ̇,

where Tr(·) is the tensor trace, ν is Poisson’s ratio, and η is viscosity. The combined set
of two equations form a non-linear residual representing an ordinary differential equation
governing the dynamics of the VFs through a relationship between the state (u,v) and
the state’s time derivative (u̇, v̇).

The glottal flow is given by a Bernoulli-based model with a prescribed separation point.
The Bernoulli pressure, pb, and flow rate, qb, are given by

pb(s, psub) =

{
psub +

ρair
2
q2
(
a−2
sub − a(s)−2

)
s < ssep

psep s ≥ ssep
, (3.2)

q2b =
2

ρair
(psub − psep)

(
a(ssep)

−2 − a−2
sub

)−1
, (3.3)

where a is the channel cross-sectional area (see Figure 3.1), ρair the air density, psub the
subglottal pressure, psep the pressure at the location of prescribed flow separation, ssep (a
fixed vertex shown in Figure 3.1), and asub = ∞ is the subglottal area.
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3.2.2 Numerical solution

Equation (3.1a) and Equation (3.1b), are discretized into a matrix form by a FEM assembly
procedure using coefficients of the functions with respect to a basis, which we implemented
using the FEM library FEniCS [121, 122]. Let a basis of hat functions for V 2(Ω) be given
by {ϕi}2ni=1, where n is the total number of vertices (two hat functions associated with
each 2D vector component are present for each vertex), and a basis for W (Ω) be given
by {ψi}mi=1, where m is the total number of cells (one function is associated with each cell
centre). The functions are then represented as u =

∑2n
i=1 U [i]ϕi (with similar definitions

for the velocity), p =
∑n

i=1 P [i]ϕi, and E =
∑m

i=1E[i]ψi, where (·)[i] denotes the ith entry
of the vector. The discretized residual then corresponds to a column vector with one entry
for each test basis function and depends on coefficients of the state and stiffness

FU [i] = fu(u,v, v̇, p, E;ϕi) (3.4a)

F V [i] = U̇ [i]− V [i]. (3.4b)

Similar to the VF model, we can derive a matrix representation of the glottal flow
equation residuals. Because the Bernoulli equations can be solved explicitly for the pressure
at every medial surface node, the residual form simply involves evaluating Equation (3.2)
and Equation (3.3) at vertices

F P [i] = P [i]− pb(si, psub), (3.5)

FQ = Q− qb. (3.6)

where Q,P are vectors of coefficients for the discretized flow rate and pressure. In the case
of flow rate, which is a single scalar, Q is a vector with a single entry.

Combining the residuals for both VF and glottal flow results in a dynamical system for
the coupled model with a combined state, X, represented in block form as

F (X, Ẋ;E, psub) =
(
FU F V FQ F P

)⊺
, (3.7)

X =
(
U V Q P

)⊺
. (3.8)

The glottal flow and VF residual are coupled through the glottal area, a, and glottal flow
pressure, p, respectively.

Fixed parameters for the model were chosen based on past studies and physiological
measurements [66, 123], and are summarized in Table 3.1. The symmetry plane location,
Ymid, results in a prephonatory gap of 1mm and was chosen to reduce the effects of the
separation point model as further described in Appendix A.2.
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Table 3.1: Constant parameters for the coupled model

Parameter Value

ρ 1 g/cm3

ν 0.45
η 5 poise

Ymid 0.55 cm (see Figure 3.1)
psep 0Pa
ρair 1.293× 10−3 g/cm3

3.2.3 Taylor model of phonation onset pressure

To determine when phonation onset occurs, the system residual (Equation (3.7)) is aug-
mented by the system of equations proposed by Griewank and Reddien [98], henceforth
referred to as the Griewank-Reddien equations. This approach has been applied in past
studies to investigate Hopf bifurcations in physical phenomena such as vortex shedding [97,
124]. Here we outline the final equations from the sensitivity model; further details on how
we computed these are given in Appendix A.1.

Using the Griewank-Reddien equations we compute a second-order Taylor approxima-
tion of onset pressure with respect to stiffness distribution [125],

pon ≈ pon(E0) +
∂pon
∂E

(E − E0) +
1

2
(E − E0)

⊺∂
2pon
∂E2

(E − E0), (3.9)

where E0 is the stiffness linearization point, pon is the onset pressure, ∂pon/∂E is the first
order sensitivity to stiffness and ∂ 2pon/∂E

2 is the second order sensitivity. We further
decompose this Taylor model using an eigenvalue decomposition of ∂ 2pon/∂E

2 and by
locating a minimum onset pressure. The Taylor model can then be expressed in the form

pon ≈ pon
∗ +

n∑
i=1

Λi (∆Ei
⊺(E − E∗))2 + Λ0∆E0

⊺(E − E∗), (3.10)

where ∆Ei and Λi (i ≥ 1) are eigenvectors and eigenvalues of ∂ 2pon/∂E
2, ordered by

descending absolute value, respectively, and a superscript (·)∗ indicates the critical point
where (∂pon/∂E)E∗ = 0 (see Appendix A.2 for details). Eigenvectors are normalized such
that ||∆Ei||2 =

√∑n
k=1(∆Ei[k])2 = 1. The terms ∆E0 and Λ0 denote a normalized gra-

dient, (∂pon/∂E)/||∂pon/∂E||2, and its norm, ||∂pon/∂E||2, (see Appendix A.2 for details).
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Eigenvectors corresponding to eigenvalues with large absolute values represent stiffness
perturbations that have large quadratic effects on onset pressure.

To compare the effects of smooth non-layered stiffness variations against idealized lay-
ered stiffness variations on onset pressure, we project the onset pressure sensitivity results
onto various subspaces as illustrated in Figure 3.2. The three considered subspaces then
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Figure 3.2: Structured basis vectors representing different idealized stiffness variations
commonly used to represent vocal fold stiffnesses. The structured basis vectors capture
changes in bulk stiffness (E1), body-cover stiffness differences (E2), and inferior-superior
stiffness gradients in the cover (E3), and body (E4) layers, respectively

consists of spans of different sets of basis vectors, as summarized in Table 3.2. For each
subspace we determine the restricted sensitivity by considering projected gradients and
Hessians with the orthogonal projector for the subspace

P = AA⊺,

where A is a matrix with columns consisting of orthogonal vectors spanning the subspace.
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Table 3.2: Summary of layered stiffness subspaces

Name Basis vectors Description

BC (E1, E2) variable body and
cover stiffness

BC-C (E1, E2, E3) variable body and
cover stiffness with
an IS gradient in
the cover

BC-CB (E1, E2, E3, E4) variable body and
cover stiffness with
IS gradients in the
cover and body

non-layered full dimensional
subspace with vari-
able stiffness for
each cell

The projected gradient and Hessian are given by

∂G

∂E P
=
∂G

∂E
P,

∂ 2G

∂E2 P
= P

∂ 2G

∂E2
P,

where (·)P denotes the projected version of a sensitivity. These represent the sensitivities
when stiffness perturbations are constrained to a subspace.

Comparing the effect of different stiffness perturbations on onset pressure also depends
on the stiffness perturbation’s magnitude, which depends on the norm being used. Con-
sider travelling along an eigenvector, α∆̂Ei, with step size α, where the eigenvector is
normalized such that ∆̂Ei = ∆Ei/||∆Ei|| = 1 and || · || is a generic norm. Substitution
into Equation (3.10) results in

pon − pon
∗ ≈ (Λi)

(
∆Ei

⊺α∆̂Ei

)2
+ Λ0∆E0

⊺α∆̂Ei

=
Λi

||∆Ei||2
α2 + Λ0∆E0

⊺∆̂Eiα.
(3.11)
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Along this direction, the curvature with respect to α then appears to be

Λi/||∆Ei||2. (3.12)

Therefore, to illustrate the effect of different norms, we compute these norm-adjusted
eigenvalues for two norms defined by

||∆E||l2(Ω) =

√√√√∫
Ω

(
m∑
i=1

E[i]ψi

)2

dX (3.13)

||∆E||∞ = max
i

|∆E[i]|. (3.14)

The former represents an integral of squared stiffnesses over the VF, while the latter is the
largest created stiffness difference.

3.3 Results

3.3.1 Onset pressure sensitivity models for non-layered stiffness
variations

This section presents sensitivity models for onset pressure at two different linearization
points. Each linearization point, E0, consists of discrete moduli in the body and cover
regions (Eb, Ec). A total of 4 body to cover stiffness ratios of 1:1, 2:1, 3:1, and 4:1 were
considered for Eb = 6kPa. Only the 1:1 and 2:1 cases are shown herein for brevity, as
other cases showed similar qualitative features.

Figure 3.3 shows the 2nd order Taylor model described in Equation (3.10) at the 1:1 lin-
earization point E0 = (Eb, Ec) = (6 kPa, 6 kPa). Figure 3.3 A shows the resulting quadratic
contours in onset pressure as a function of stiffness. Stiffness changes are represented by
perturbations along the most significant eigenvectors, ∆E1,∆E2 (Figure 3.3 B), about the
critical point E∗ (Figure 3.3 C), which are determined as explained in Appendix A.1. The
larger the associated eigenvalue, the greater the curvature apparent in the onset pressure
contours. The linear trend in onset pressure with stiffness change is given by ∆E0,Λ0 but
is not captured in the contours since the two dimensions both illustrate quadratic effects.
Perturbations in stiffness along the ∆E0 direction would simply shift each pictured pres-
sure contour by a constant value. Finally, the linearization point, E0, is also shown as a
point in the onset pressure contours and the corresponding stiffness distribution shown in
Figure 3.3 C.
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Figure 3.3: Taylor model of onset pressure for the linearization point (Eb, Ec) =
(6 kPa, 6 kPa). Columns depict, (A) contours of onset pressure along significant orthogonal
stiffness perturbations (B) orthogonal stiffness perturbations, and (C) the linearization and
critical points

The two smooth eigenvectors, (∆E1,∆E2), pictured were found to have the strongest
effect on onset pressure, with remaining eigenvectors having smaller associated eigenvalues
(low curvature) and high spatial frequencies in stiffness. These were deemed to be non-
physical as further described in Appendix A.2. Interestingly, although we did not a priori
prescribe the stiffness to vary in any particular manner, the eigenvectors qualitatively re-
semble reported variations in VF stiffness. The most impactful direction, ∆E1, roughly
creates stiffness differences between a ‘body’ and ‘cover’ region along with smooth gradi-
ents in stiffness in the IS and ML directions. As such, this eigenvector is referred to herein
as BC-like. The second most impactful direction, ∆E2, roughly creates stiffness differences
between the inferior and superior aspects of the ‘body’. Such a stiffness gradient has not
been reported in literature although could exist since internal stiffness variations are diffi-
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cult to measure in practice. Because both the eigenvectors have positive eigenvalues, the
Taylor model shows that the critical point, E∗, minimizes onset pressure.

Figure 3.4 shows a similar Taylor model but for the 2:1 linearization point E0 =
(Eb, Ec) = (6 kPa, 3 kPa). While small differences exist compared to Figure 3.3 due to
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Figure 3.4: Taylor model of onset pressure for the linearization point (Eb, Ec) =
(6 kPa, 3 kPa). Columns depict, (A) contours of onset pressure along significant orthogonal
stiffness perturbations (B) orthogonal stiffness perturbations, and (C) the linearization and
critical points

the different linearization point, the two cases share many qualitative similarities. For
example, the two eigenvectors show similar stiffness distributions (BC-like and IS-like) and
have associated positive curvatures. Quantitatively, eigenvalue magnitudes are reduced
compared to those in Figure 3.3, indicating lower sensitivity of the critical value to the
eigenvector directions. Finally, there are obvious differences in the linearization and critical
points between the two cases.

Similarly, for both linearization points, the linear effect on onset pressure consists of

47



qualitatively similar stiffness perturbations along ∆E0 (comparing ∆E0 between Figure 3.3
B and Figure 3.4 B, both stiffness perturbations roughly involve increasing stiffness by
about 0.1 kPa throughout the VF). For either linearization point, the linear effect direction
roughly represents a uniform increase in stiffness. Since increasing the stiffness of a material
tends to increase natural frequency, this linear increase in onset pressure along uniform-
like stiffnesses is linked to associated increases in onset frequency. Uniform-like stiffness
variations can be roughly related to increases in tension through the entire VF, such as by
cricothyroid muscle activation which tenses and lengthens the entire VF [3].

The largest difference between the two linearization points is in the critical stiffness,
E∗, which minimizes onset pressure. While Figure 3.3 C shows a smooth critical dis-
tribution, Figure 3.4 C shows a layered discontinuity in the critical stiffness, due to the
layered linearization point. Additionally, while the critical point in Figure 3.3 A involves
perturbations along both ∆E1 and ∆E2, the critical point in Figure 3.4 A involves a per-
turbation primarily along ∆E2 (E0 is approximately located at E∗ along the ∆E2 axis).
This is likely due to the shifted linearization point. The Taylor model for the uniform
linearization point (Figure 3.3) shows that a body to cover stiffness ratio of roughly 2:1
(in an average sense) is required to minimize onset pressure from the uniform stiffness
distribution. This is qualitatively seen since E∗ in Figure 3.3 has a stiffness of about 8 kPa
in the core body region, and a stiffness of about 5 kPa in the outer cover region. Since the
second linearization point (Figure 3.4) already achieves this ratio, no BC stiffness change
is required and so no perturbation along ∆E1 arises. Similarly, for the 3:1 linearization
point, E0 = (Eb, Ec) = (6 kPa, 2 kPa) (not shown), we found the critical distribution re-
quired stiffening the cover and loosening the body by moving along the ∆E1 direction,
consistent with the finding that a 2:1 stiffness ratio minimizes onset pressure.

3.3.2 Onset pressure models for layered stiffness variations

Figure 3.5 shows the onset pressure Taylor model at the linearization point E0 = (Eb, Ec) =
(6 kPa, 6 kPa) when stiffness perturbations are projected to the layered subspace. Although
sensitivity models for all subspaces in Table 3.2 were computed, only the model for BC-CB
is shown since results for all subspaces were qualitatively similar. Similar to the sensitivity
models for the unrestricted stiffness variations (Figure 3.3), Figure 3.5 A shows contours of
onset pressure, albeit with different axes. Whereas Figure 3.3 A has axes (∆E1,∆E2) (both
associated with quadratic effects on onset pressure), Figure 3.5 A has axes (∆E0,∆E1)
(associated with one linear and one quadratic effect on onset pressure, respectively). This
is because only a single significant eigenvector was found for the layered subspaces, as
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Figure 3.5: Taylor model of onset pressure for the linearization point (Eb, Ec) =
(6 kPa, 6 kPa). Columns depict, (A) contours of onset pressure along significant orthogonal
stiffness perturbations (B) orthogonal stiffness perturbations, and (C) the linearization and
critical points The stiffness variations are constrained to vectors in the subspace ‘BC-CB’

shown in Figure 3.5 B. Figure 3.5 C presents the linearization and critical points. Due to
the subspace restriction, these points show purely layered stiffnesses.

There are a few qualitative similarities between the Taylor model in Figure 3.5 and
the one for arbitrary stiffness variations (Figure 3.3). In both cases, the linear trend in
onset pressure, ∆E0, involves a nearly uniform increase in stiffness. The most significant
eigenvector, ∆E1, is also similar between the two. In both cases perturbing stiffness along
this eigenvector creates a BC stiffness difference with gradients in stiffness along the IS
direction. Finally, in both cases, the critical point, E∗, clearly corresponds to a stiffer body
and looser cover along with an IS gradient in the body and cover layers, where stiffness
decreases towards the superior end.

There are notable differences between the sensitivity models for arbitrary stiffness (Fig-
ure 3.3) and layered stiffness variations (Figure 3.5), however. The most obvious difference
is that eigenvectors and critical points for the layered subspace show only layered varia-
tions, which is a consequence of the subspace choice. Furthermore, while the case with
a non-layered basis (Figure 3.3) showed two eigenpairs with significant eigenvalues, when
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stiffness variations are restricted to a layered subspace, we find that only one eigenpair
is significant. The reason this occurs is likely because the layered subspace cannot repre-
sent the IS-like stiffness perturbation (∆E2 in Figure 3.3) which contains stiffness changes
within the body layer. As a result the minimum onset pressure at the critical point also
changes for the layered subspace.

Table 3.3 summarizes differences in eigenvalues and the minimum onset pressure achiev-
able for each of the subspaces given in Table 3.2. As seen in Figure 3.5 only a single eigen-

Table 3.3: Comparison of eigenvalue magnitudes and minimum onset pressures when
stiffness is constrained to different subspaces, for the linearization point (Eb, Ec) =
(6 kPa, 6 kPa). Note the onset pressure at this linearization point is 358Pa

Basis Λ1 Λ2 pon
∗ [Pa] pon,0 − pon

∗ [Pa]

unstructured 10.0 2.6 328.5 29.8
BC-CB 3.1 345.2 13.1
BC-C 1.6 336.1 22.2
BC 0.8 337.3 21.0

pair is significant for the layered subspace. The most notable difference is that a priori
layered subspaces have greatly reduced eigenvalue magnitudes. This indicates that vari-
ations in onset pressure are decreased when stiffness is restricted to idealized layers; for
example, for the same magnitude step along an eigenvector direction, a smooth distribu-
tion decreases onset pressure over 10 times more compared to a pure BC perturbation (the
ratio of Λ1 for the unstructured subspace to the BC subspace). Correspondingly, Table 3.3
also shows that the minimum achievable onset pressure for layered subspaces is greater
than for the non-layered smooth variations.

How quickly a smooth BC-like stiffness distribution impacts onset pressure compared
to layered BC stiffness distributions also depends on how the “magnitude” of the stiffness
distributions are measured. To illustrate this, different norms of ∆E1 are given in Table 3.4.
A summary of effective eigenvalues (Equation (3.12)) for each norm is given in Table 3.5.
Since the 2-norm and l2 norm have similar magnitudes across all subspaces, the relative
sensitivities in these cases are similar; that is smooth BC-like stiffness changes will result in
larger onset pressure changes compared to layered ones. The ∞−norm shows the greatest
disparity across subspaces and as a result relative sensitivities change; however, smooth
BC-like stiffness changes still result in larger onset pressure changes compared to layered
ones but only by a factor of 364/260 = 1.4.

To better illustrate the difference in sensitivity of onset pressure based on eigenvalues
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Table 3.4: Comparison of eigenvector norms when stiffness is constrained to different
subspaces, for the linearization point (Eb, Ec) = (6 kPa, 6 kPa)

Basis ||E1||2 ||E1||l2(Ω) ||E1||∞
unstructured 1.000 0.028 0.141
BC-CB 1.000 0.026 0.125
BC-C 1.000 0.024 0.121
BC 1.000 0.025 0.070

Table 3.5: Comparison of norm-adjusted eigenvalues for different norms (shown in paren-
theses) when stiffness is constrained to different subspaces, for the linearization point
(Eb, Ec) = (6 kPa, 6 kPa)

Basis Λ1 (|| · ||2) Λ1 (|| · ||l2(Ω)) Λ1 (|| · ||∞)

unstructured 10.0 12892.0 497.9
BC-CB 3.1 4488.6 195.2
BC-C 1.6 2678.6 109.0
BC 0.8 1265.4 164.9

in Table 3.3, Figure 3.6 shows the onset pressure variation as stiffness perturbs along ∆E1.
Considering the point −15∆E1, for example, the change in stiffness has the same size
(||∆E1||2 = 1 for each subspace) for each subspace but onset pressure varies greatly. While
onset pressure for the layered subspaces is typically decreasing (along the −∆E1 direction)
at this point, the onset pressure for the unstructured subspaces begins to rapidly increase
again.

3.4 Discussion

3.4.1 Utility of the Taylor model

The second order Taylor model for onset pressure decomposes the generally complicated
effects of VF stiffness on onset pressure into three important stiffness variations, mak-
ing the effect of stiffness variations easier to interpret. Stiffness changes correlated with
the directions (∆E1,∆E2) (Figure 3.3) result in quadratic increases in onset pressure and
resemble a smooth BC-like stiffness change and a smooth IS-like stiffness change, concen-
trated in the body layer, respectively. Stiffness changes correlated with the direction ∆E0
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Figure 3.6: Onset pressure predicted by the Taylor model when stiffness is perturbed along
∆E1 for each subspace

result in a linear increase in onset pressure. Equation (3.10) shows that the combined ef-
fect of simultaneous changes along all three directions is simply the sum of each individual
effect, making it easy to interpret the end result. While the linear direction roughly results
in a uniform increase in stiffness, changes along the quadratic directions involve reduced
changes in average stiffness since stiffness is increased in some regions and decreased in
others. Since the average stiffness does not change for the quadratic directions these have
a minor impact on the frequency of oscillation. This gives the qualitative picture that
increasing average stiffness of the VFs increases onset frequency and the onset pressure,
whereas changing the BC-like and IS-like stiffness distributions about this average stiffness
can raise or lower the onset pressure for the given frequency. For the case of an average
stiffness of 6 kPa, Figure 3.3 shows a smooth distribution with a looser cover, stiffer body,
and gradual changes in stiffness throughout can reduce onset pressure by about 30Pa
compared to a uniform BC distribution (Table 3.3).
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The Taylor model also allows us to interpret the combined effects of previously reported
stiffness variations, specifically, the IS cover stiffness gradient and BC stiffness. While
previous studies have shown that changes in either one independently tends to reduce
onset pressure [18, 21, 25] the Taylor model (Figures 3.3 and 3.5) shows that both changes
can be interpreted as projections of the same quadratic effect due to stiffness changes along
∆E1. Perturbing either the IS cover stiffness gradient or BC stiffness difference alone will
only capture part of the change in onset pressure given by ∆E1. Instead, perturbing both
together (to correlate with the distribution ∆E1) will result in a greater change in onset
pressure for a similar magnitude of stiffness change. This is important since it is likely that
IS stiffness gradients and BC stiffness differences are correlated in real VFs.

3.4.2 Effect of different linearization points on the Taylor model

While the Taylor model shows that a smooth BC-like, IS-like, and uniform stiffness change
have the strongest effects on onset pressure, this only applies to ‘small’ deviations about
the linearization point. As stiffness distributions change significantly from this lineariza-
tion point, non-linear behaviours could become significant, potentially resulting in smooth
stiffness distributions different from the BC-like and IS-like distributions reported having
the strongest effects on onset pressure. To determine if this is a strong limitation, we tested
several linearization points. Four linearization points consisting of body to cover stiffness
ratios of 1:1, 2:1, 3:1, and 4:1 were tested with the 1:1 and 2:1 cases shown in Figures 3.3
and 3.4. Although the eigenvalue magnitudes changed with linearization point, we found
qualitative similarities in the eigenvectors across all the linearization points, which sug-
gests these stiffness perturbations capture some global effect of stiffness on onset pressure.
This could be due to stiffness changes along these eigenvectors playing a role in the onset
instability; for each linearization point, we found that onset involved the commonly seen
mode synchronization between a ML vibration and a mucosal wave vibration [21] so we
hypothesize that the eigenvectors affect onset through altering the physics of interaction
between these modes. If a linearization point involved different onset physics, for example
through synchronization of more than two modes or different modes, then it is likely the
eigenvectors found here would change.
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3.4.3 Importance of non-layered stiffness on onset pressure and
frequency

Comparing sensitivity models for non-layered versus layered stiffness variations illustrates
the limitations of using idealized layered variations to study onset pressure in real VFs.
Consider varying stiffness along the first eigenvector, ∆E1, which resembles a BC-like
stiffness change for both the non-layered and layered subspaces (see Figures 3.3 and 3.5).
For the same unit step along ∆E1, onset pressure changes by over 3 times more along
the smooth BC-like stiffness compared to the layered BC-like stiffness change (Table 3.3)
despite the fact the two stiffness distributions look qualitatively similar. This shows that
the smooth gradations in stiffness, present for the unstructured subspace eigenvector, play
an important role in the onset physics. Considering that stiffness in the VFs can be roughly
linked to muscle activation, this implies, for example, that smooth stiffness variations can
model large changes in onset pressure with small changes in stiffness. This could mean
that smaller muscle activations are needed to decrease onset pressure with smooth VFs
stiffness, which would be beneficial for preventing muscular fatigue. Similarly, allowing
stiffness variations along the smooth unstructured subspace eigenvectors results in a lower
minimum achievable onset pressure (Table 3.3). While the difference in minimum onset
pressure is relatively small (approximately 10%), these differences could play a large role
in voicing over sustained periods and may also be larger at different voicing conditions not
investigated here.

One limitation of this comparison is that the difference in onset pressure models between
the non-layered and layered subspaces is not necessarily the same as the difference between
‘physiological’ and layered stiffness variations. As mentioned previously, while smooth
gradations in material properties are known to occur in VFs, what these variations exactly
are is unclear due to the numerous difficulties in measuring VF properties. The eigenvectors
obtained for the non-layered subspace represent the smooth variations in stiffness that
have the greatest impact on onset pressure and therefore are a best case comparison. If
physiological smooth variations in stiffness are well correlated with those obtained for the
non-layered subspace (see ∆E1 Figures 3.3 and 3.4) then our findings show that idealized
BC stiffness distributions, despite their qualitative resemblance to smooth reported VF
stiffness distributions, will be a poor model for exploring the effect of stiffness changes on
onset pressure in real VFs.
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3.4.4 Relation to other findings on effects of stiffness

Our results provides an alternative interpretation for those of Titze [18], who found that
the higher the mucosal wave velocity, the higher the onset pressure. Assuming that mu-
cosal wave velocity increases with cover stiffness suggests that decreasing cover stiffness
consistently decreases onset pressure. Our results somewhat agree with this as we find
that lower cover stiffness generally decreases onset pressure; however, this is decomposed
into two effects. Along a direction where cover stiffness decreases while body stiffness
increases, we find onset pressure has a quadratic effect with large positive curvature (Fig-
ure 3.3) which means onset pressure can either increase or decrease depending on where
the stiffness is located along the quadratic curve. Along a direction where average stiff-
ness decreases, onset pressure decreases approximately linearly due to the linear trend in
our Taylor model. Purely decreasing cover stiffness changes the body to cover ratio while
also decreasing the average VF stiffness which would generally decrease onset pressure.
Our model suggests the possibility, however, that quadratic increases in onset pressure
(from changing the BC stiffness difference) can potentially exceed linear decreases in onset
pressure (from decreasing the average stiffness), which would result in increases in onset
pressure with decreasing cover stiffness.

Our results also mostly agree with those from Zhang [21]. In the case of decreasing both
body and cover stiffness, Zhang [21] found that onset pressure generally decreases, which is
also predicted in our study from the uniform linearization point (Figure 3.3). Contours in
Figure 15 b from [21] show a negative curvature for high body to cover stiffness ratios along
a BC stiffness change (increasing body stiffness with decreasing cover stiffness). Using our
model to explore onset pressure for high body to cover stiffness ratios, we found similar
behaviour. For body to cover stiffness ratios near 1:1 we found a positive curvature which
suggests that an optimal body and cover stiffness minimizes onset pressure. This curvature
is not as apparent in [21, Figure 15 b], but could be related to differences in modelling
approaches, model parameters, or VF geometry, to name a few. For example, Zhang [21]
used a constant flow boundary condition while a constant pressure boundary condition
was used herein. To test if the constant flow boundary condition could account for the
difference in results, we implemented a subglottal flow driven Bernoulli fluid model and
found similar contours for 1:1 body to cover stiffness ratios which suggests this could be
the reason for the discrepancy. We employed the constant pressure boundary condition
since this more closely resembles the constant subglottal pressure provided by the lungs.

Finally our results extend those of Geng et al. [25] who used a 3D continuum model
to investigate the effect of an IS stiffness gradient (where the superior side is softer than
the inferior side). Geng et al. [25] found that increasing the IS gradient increased sound
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intensity and peak flow rate while lowering onset pressure. Our results suggest that chang-
ing the IS stiffness gradient while not changing the BC ratio has a quadratic effect on
onset pressure due to the positive curvature shown in Figure 3.5. Starting from the uni-
form linearization point shown in Figure 3.5, increasing the IS gradient (travelling along
the +∆E1 direction) would tend to initially decrease onset pressure, as found by Geng
et al. [25], until the critical stiffness, E∗, is reached where a minimum in onset pressure is
achieved. Continually increasing the IS gradient past this point will increase onset pressure
again provided non-linear effects do not become dominant.

3.4.5 Limitations

Our study has a few important limitations. The sensitivity analysis is local so it is likely
that the behaviour of onset pressure at different linearization points can change. We
attempted to ameliorate this by computing sensitivities over a variety of reasonable lin-
earization points and found similar qualitative patterns, which suggests that our analysis
applies somewhat globally. Nevertheless, it is possible that other linearization points could
exhibit different sensitivities, for example, under changes in the VF geometry or layer
shapes.

We employed a finite-difference method to approximate the action of the Hessian for
computing eigendecompositions. This method is subject to numerical error due to the
finite-difference step size which could influence the predicted eigenvectors. We experi-
mented with different step sizes and found that the eigenvectors with largest eigenvalues
were minimally affected, suggesting these are accurate (see Appendix A.3); however, eigen-
vectors with small absolute eigenvalues could still be impacted.

We used a 1D Bernoulli glottal flow with an ad hoc imposed separation point. As
shown in Appendix A.2, the 1D Bernoulli flow and imposed separation point can lead to
strong discontinuities in sensitivities for large IS stiffness ratios. To illustrate that this
is a numerical effect, we showed that moving the imposed separation point location does
not changes the form of the smooth Hessian eigenvectors, which suggests that the smooth
eigenvectors are affected by the bulk coupled forcing between glottal flow and VF, rather
than the specific separation point location. Future studies, however, should employ a more
physical separation point model to avoid this effect.

We used a 2D VF model for simplicity which can affect the dynamical behaviour of
the coupled VF model. For long VFs where the plane strain condition is approximately
satisfied, we expect our results may be minimally affected. However, three-dimensional
VFs can also incorporate transversely isotropic properties and may have anterior-posterior
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mode variations which could introduce different structures compared to the sensitivity
analysis presented here. Future work should therefore aim to use 3D VF models.

3.5 Conclusions

This work presented the results of a sensitivity analysis of onset pressure resulting in a
low-dimensional model that showed the complicated effects of stiffness variations on onset
pressure can be decomposed into just three core components: a quadratic change in on-
set pressure from stiffness changes along BC-like and IS-like stiffness perturbations, and
a linear increase in onset pressure due to uniform increases in stiffness. These three core
stiffness variations represent the stiffness perturbations with the greatest impact on onset
pressure and consist of smooth gradients in stiffness (Figure 3.3) that resemble reported
stiffness variations from histology. Considering that increases in average stiffness are asso-
ciated with increases in natural frequency, the Taylor model roughly suggests that uniform
stiffness increases result in increased onset pressure associated with increased onset fre-
quency, and that for a given onset frequency a particular BC-like and IS-like stiffness
change can minimize onset pressure. Using this Taylor model also facilitates extending
results from past studies on the effects of different stiffness variations. For example, previ-
ous studies have found that increasing the BC stiffness difference (making the cover softer)
and increasing the IS stiffness gradient tends to reduce onset pressure; the Taylor model
shows that these two effects are projections of a quadratic change in onset pressure along
a stiffness perturbation direction that combines aspects of both changes.

Comparing onset pressure sensitivity models when stiffness is allowed to vary smoothly
and arbitrarily to onset pressure sensitivity models where stiffness varies according to
an a priori layered structure shows that layered stiffness changes might not capture the
magnitude of onset pressure variability seen for smooth stiffness changes in real VFs.
Perturbing stiffness with smooth spatial distributions, as observed histologically, results in
larger changes in onset pressure compared to perturbing with discretely layered stiffness
distributions, as commonly done in computational studies. Lower minimum onset pressures
(of about 10Pa for the considered case) are also achievable when stiffness variations are
smoothly varying compared to layered. This makes modelling smooth physiological stiffness
variations important because these variations increase the variability in onset pressure with
changes in stiffness. By relating muscle activation to stiffness change, for example, this
suggests small muscle activations could produce large changes in onset pressure which
would be important for vocal fatigue.
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Chapter 4

Examining the influence of
epithelium layer modeling
approaches on vocal fold kinematics
and kinetics 1

4.1 Introduction

This chapter presents the development and analysis of a thin-structure model for the
epithelium layer of the VFs. The development of a thin-structure model for the epithelium
layer is important for reducing computational cost since a large number of small mesh
elements is required otherwise, thus increasing computational cost. While the epithelium
and superficial lamina propria are commonly modeled as a lumped cover, this chapter
uses the developed epithelium layer model to compare this approach against modeling the
layers separately. Accurate modeling of the cover layer is important for the investigation
of swelling in Chapter 5 since swelling is primarily observed in the cover layer. In fact,
due to the significant difference between modeling separate layers and modeling a lumped
cover, the developed model is subsequently used in Chapter 5.

1This work was co-authored by Sean D. Peterson. I developed the code, performed the simulations,
analyzed data, generated figures, and wrote the first draft of the manuscript. SDP contributed to concep-
tualization, supervised the work, and reviewed the manuscript. Part of this chapter was published as an
article in Biomechanics and Modeling in Mechanobiology [1].
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The chapter is organized as follows. Section 4.2 outlines the FEM VF model and epithe-
lium treatments, as well as the numerical solution strategy and study design. Section 4.3
discusses the membrane epithelium model and its validation. Sections 4.4 and 4.5 report
and discuss the results, including study limitations. Finally, Section 4.6 summarizes the
main conclusions of the study.

4.2 Methods

4.2.1 Vocal fold model

The two-dimensional VF model employed herein is based upon the medial surface of the M5
geometry [119, Figure 1], see Figure 4.1. Note that the medial-lateral dimension is smaller
(when scaled) than that of the physical full M5 model used by Scherer et al. [119]. Internal
layers correspond to the body and cover histological layers. Treatment of the epithelial
layer varies, as described in Section 4.2.3. A Cartesian coordinate system is defined with
the x-axis pointing in the superior direction and the y-axis pointing medially. A curvilinear
coordinate s is also defined along the VF surface. The origin of the coordinate system is
at the tracheal wall at the inferior margin of the VF, as shown in Figure 4.1.

Assuming small displacements and plane-strain, the governing conservation of linear
momentum equation for the VF dynamics can be written in the weak form as∫

Ω

(ρü(X, t)·δu(X, t) + σ(X, t):ϵ(δu(X, t))) dX

=

∫
∂Ωn

t(X, t)·δu(X, t) ds for all δu ∈ V 2(Ω), (4.1)

where X = (x, y) is a position vector in the material domain Ω with boundary ∂Ω, t
is time, ρ is the material density, V (Ω) is the space of scalar valued piece-wise linear
functions over Ω equal to 0 on ∂Ωd with nodal basis functions ϕi(X) i ∈ 1, 2..., N , V 2(Ω)
is the associated vector valued function space, u ∈ V 2(Ω) is the displacement vector,
δu ∈ V 2(Ω) is a test vector, ϵ(u) = 1/2 (∂u/∂X + ∂u/∂X⊺) is the infinitesimal strain
tensor with superscript (·)⊺ indicating transposition, σ is the Cauchy stress tensor, and

t is the surface traction. The operator ˙( ) indicates differentiation with respect to time.
Note that the domain boundary is decomposed into two regions, the fixed region ∂Ωd and
the medial surface ∂Ωn, as shown in Figure 4.1. Assuming linear, isotropic (due to the 2D
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BC configurationBLE configuration

Figure 4.1: Schematic of the vocal fold geometry comprising body and cover internal
layers and the discretization (dcov = 0.075 cm case shown). Layers consist of uniform
depth projections from the medial surface. Two variations of the internal layer geometry
are shown as the body-SLP-epithelium (BLE) and body-cover (BC), the former of which
is used to model the epithelium as a distinct layer of finite thickness, and the latter used
for all other epithelium treatments

model), Kelvin-Voigt viscoelastic media, the Cauchy stress tensor can be written as [67]

σ =
Eν

(1 + ν)(1− 2ν)
Tr(ϵ)I +

E

1 + ν
ϵ+ ηϵ̇, (4.2)

where E and ν are Young’s modulus and Poisson’s ratio, respectively, η is a viscous damping
coefficient, and I is the identity tensor. In general the material properties change between
layers, with Ebody, Ecover, Eslp, and Eepi corresponding to the Young’s moduli of the body,
cover, SLP, and epithelium layers, respectively. This subscript notation for the various
layers will be used for the remainder of the manuscript.

Surface traction consists of a contact component, modeled by the penalty method [60,
Section 6.3.2], and an external pressure due to the glottal flow, given by

t = −p detFF−⊺n− pconncon, (4.3)

pcon(X) = kcon

(
max{g(X), 0}

2

)3

, (4.4)

g(X) = y(X)− Ycon, (4.5)

where p is the applied aerodynamic pressure, pcon is the pressure arising due to collision
between the opposing folds, n is the unit outward-pointing normal vector from ∂Ωn, F =
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I+∂u/∂X is the deformation gradient tensor, kcon is the penalty spring constant, and ncon

is the contact plane normal vector. Herein, symmetric VFs and oscillations are assumed
such that only one VF need be considered (see Figure 4.1) and thus the contact plane
orientation is ncon = (0, 1). Note that g(X) is positive when the folds are colliding.

4.2.2 Glottal flow model

Glottal aerodynamics are modeled using one-dimensional Bernoulli flow with an ad hoc flow
separation criteria, see for example, Story and Titze [54], Alipour-Haghighi et al. [66], and
Decker and Thomson [71]. Prior studies have shown that Bernoulli flow reasonably captures
the first-order fluid loading effects driving VF motion [71]. As the current study focuses
on modeling the epithelium, a higher fidelity fluid model and the associated computational
expense is eschewed.

The aerodynamic pressure p and glottal flow rate q are given by

p(s) =

{
psub +

ρair
2
q2
(

1
a2sub

− 1
a(s)2

)
s < ssep

psep s ≥ ssep
(4.6)

q2 =
2

ρair

(
1

a2sep
− 1

a2sub

)−1

(psub − psep) (4.7)

where ρair is the air density and a(s) = 2(Ymid − y(s)) is the glottal area (per unit-length)
at location s. Subscripts (·)sub and (·)sep denote subglottal and separation quantities,
respectively. The flow separation condition is prescribed a priori via separation area ratio,
rsep. The minimum glottal area and its position are determined as

amin = min
s
a(s),

smin = argmin
s

a(s)
(4.8)

from which the area and location of separation are found as

asep = rsepamin

ssep = argmin
s≥smin

|a(s)− rsepamin|. (4.9)

Following Anderson et al. [72], in practice a “safe” area is employed to prevent negative
areas that can occur due to the penalty collision method. As such, a(s) in Equation (4.6)
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is replaced by asafe(s), where

asafe(s) =

{
a(s) a(s) > alb

alb a(s) ≤ alb
(4.10)

and alb = 2(Ymid − Ycon) is a small value separating the midplane from the collision plane,
see Figure 4.1.

4.2.3 Epithelium models

Two epithelium treatments are considered, denoted as Integrated and Distinct. For In-
tegrated, the epithelium and SLP are combined into a single cover layer, whereas with
Distinct, the epithelium and SLP are modeled as separate layers. For each epithelium
treatment, two models are developed as summarized in Table 4.1 and described below.

Table 4.1: Summary of epithelium model treatments and the four models used in this
study

Treatment Description Model Description

Integrated epithelium and SLP inte-
grated into a single cover
layer

AE weighted average of the ep-
ithelium and SLP proper-
ties for the cover

NE use only SLP properties for
the cover

Distinct epithelium and SLP
treated as distinct layers

FTE epithelium meshed as a fi-
nite thickness layer

ME epithelium treated using a
membrane approximation

The Integrated treatment yields the No Epithelium (NE) and Averaged Epithelium
(AE) models. In the former, the epithelium is neglected and the cover stiffness is set
as the SLP stiffness, Ecover = Eslp. For the latter, the cover layer stiffness is set as the
layer thickness-weighted average of the epithelium and SLP Young’s moduli, Ecover =
(depiEepi + dslpEslp) /dcov, where dcov = depi + dslp.

The Distinct treatment yields the Finite-Thickness Epithelium (FTE) and Membrane
Epithelium (ME) models. For the FTE model, the epithelial layer has non-zero thickness
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depi and stiffness Eepi, while the SLP layer has stiffness Eslp. The ME model treats the
epithelium with the membrane model (introduced in Section 4.3) with stiffness Emem =
Eepi, dmem = depi, and the cover layer stiffness is given by Ecover = Eslp.

4.2.4 Solution method and analysis

The coupled system described in Sections 4.2.1 and 4.2.2 is solved as follows. The domain
Ω is discretized using triangular elements as shown in Figure 4.1. The figure introduces
two internal layer configurations, the body-cover (BC) and body-SLP-epithelium (BLE).
The BLE configuration, which is used in the FTE model, contains ‘epi’, ‘slp’, and ‘body’
layers representing the epithelium, SLP and body, respectively. On the other hand, the BC
configuration contains only a ‘cov’ and ‘body’ layer, representing the cover and body layers,
respectively, and is used for all other epithelium models (AE, NE, and ME). The ‘epi’ layer
of the BLE configuration allows an epithelium to be explicitly modeled by prescribing
appropriate material properties of the ‘epi’ layer but at the cost of a high mesh density.
In contrast, the BC configuration can only model the effects of an epithelium layer using
a membrane model as described later in Section 4.3, but generally requires a lower mesh
density.

With the domain discretized, Equation (4.1) is solved in discrete form using the FEM
library FEniCS [121]. The fluid and solid domains are coupled by treating the pressure on
the boundary ∂Ωn as piece-wise linear with nodal values evaluated from Equation (4.6).
The VF is coupled explicitly in time with the glottal flow [67]. Equation (4.1) is integrated
in time using Newmark’s method [126] with parameters γ = 0.5 and β = 0.25 for 2nd order
accuracy and unconditional stability.

Parameter values for the model are summarized in Table 4.2. The VF density was that
of water and Poisson’s ratio was set such that the VF was nearly incompressible. The
damping coefficient, η, was chosen based on previous studies [62, 66]. The body layer
and SLP stiffnesses were based on past studies and experimental measurements [19, 66,
81, 127–129]. Two SLP stiffnesses are considered, denoted herein as stiff (Eslp, psub) =
(4 kPa, 1.5 kPa), and soft (Eslp, psub) = (0.5 kPa, 0.8 kPa). Note that psub varies across
the two cases to ensure reasonable VF displacements. The three epithelium moduli were
chosen to cover a wide range centered on the reported value of 100 kPa [130]. The three
cover depths, dcov, were chosen based on ranges from previously reported data [17] and
computational studies [85]. The collision penalty parameter, kcon, was chosen to balance
increasing ill-conditioning of the stiffness matrix with minimization of over-penetration
during contact [60]. The separation area ratio rsep was chosen based on previous studies [54,
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Table 4.2: Summary of model parameter values. Top block: vocal fold properties; middle
block: contact and mid-plane properties; bottom block: fluid model properties

Parameter Units Value(s)
Ebody kPa 15
Eslp kPa 0.5, 4
Eepi kPa 50, 100, 200
dbody cm 0.5 - dslp
dslp cm 0.025, 0.05, 0.075
depi cm 0.005
η poise 5
ρ g/cm3 1
ν - 0.45
Ymid cm 0.505
Ycon cm Ymid - 1× 10−5

kcon Pa/cm3 1× 1016

ρair g/cm3 1.225× 10−3

psub kPa 0.8 (soft SLP), 1.5 (stiff SLP)
psep kPa 0
rsep - 1.2
alb cm 1× 10−5

57, 131]. Table 4.3 presents the resulting cover stiffness employed for the AE model for each
considered case. Note that for the range of epithelium stiffness and cover depth considered,
the resulting cover stiffness for the AE model is tabulated in Table 4.3. The resulting cover
stiffnesses are large due to the high epithelium stiffness contribution in the average. For
example, for dcov = 0.05 cm, the epithelium occupies 10% of the cover and it follows that
Ecover ≥ 0.1× 100 kPa = 10 kPa at Eepi = 100 kPa.

To explore the impact of epithelium model selection, the ME model (Distinct) was
compared against the AE and NE models (Integrated) over all variations in cover depth
(dslp), stiffness (Ecover), and epithelium stiffness (Eepi) for a total of 18 conditions 2. Vari-
ations in epithelium stiffness and cover thickness were explored to elucidate the effects of
differing epithelium-to-SLP thickness and stiffness. Specifically, as the epithelium stiffness
or relative depth in the cover increases, its effect on the cover dynamics is expected to
increase.

2With a soft SLP the NE model did not self-oscillate, so only the ME and AE models are compared in
these cases.
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Table 4.3: Summary of Ecover values for the AE model for varying dcov and Eepi for the
stiff/soft conditions

Eepi[kPa]

dcov[cm] 50 100 200

0.025 10.4 kPa/13.2 kPa 20.4 kPa/23.2 kPa 40.4 kPa/43.2 kPa
0.050 5.5 kPa/8.6 kPa 10.5 kPa/13.6 kPa 20.5 kPa/23.6 kPa
0.075 3.8 kPa/7.1 kPa 7.1 kPa/10.4 kPa 13.8 kPa/17.1 kPa

To compare results, a combination of modal analysis and time domain simulations were
used. For modal analysis, the generalized eigenvalue problem

MB =
1

ω2
KB

was solved, where B is a mode vector of nodal values such that b =
∑

i ϕiBi,xêx+ϕiBi,yêy

is the associated function where subscripts (·)x and (·)y denote x and y components and
ê is a unit vector. Matrices M and K are mass and stiffness matrices (derived from
Equation (4.1) with nodal basis functions ϕ), respectively, and ω is the modal frequency.
Mode shapes were normalized such that their maximum displacement component was
0.2 cm. For quantitative comparison of mode shape errors, a relative error is defined as

err (b1, b2) =
||b1 − b2||l2(Ω)

||b1||l2(Ω)

(4.11)

where || · ||l2(Ω) indicates the L2 norm.

Time dependent simulations were conducted over a total of 1.0 s with the first 0.5 s
using a time step of ∆t = 2× 10−5 s to resolve the initial transient behavior and the final
0.5 s using a model-dependent time step. Only the final 0.5 s was used for analysis. To
compare transient simulations we compute the glottal width defined by

ygw = min
s
asafe(s), (4.12)

which represents the area between the vocal folds. A number of clinically relevant measures
were also computed from ygw to compare the models. The open quotient (OQ; percentage
of T during which the glottal width is nonzero), speed quotient (SQ; ratio of opening to
closing time of the folds), and maximum area declination rate (MADR; maximum slope
of the glottal width waveform during the VF closing phase) [132], were extracted from
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the glottal area waveform. In addition, inferior-superior displacement, contact pressure,
viscous dissipation, and the average von Mises stress in the SLP layer, given by

uinf-sup = max
X

ux(X, t), (4.13)

pcoll =

∫
∂Ωn

pconds∫
∂Ωn

ds
, (4.14)

wvisc =

∫
Ωslp

ηϵ̇:ϵ̇dX, (4.15)

σvm =

∫
Ωslp

√
3 det(σdev)dX∫
Ωslp

dX
, (4.16)

respectively, were computed, where σdev = σ − (Tr(σ)/3)I is the deviatoric part of the
stress tensor. To summarize these quantities, we also compute means and maxima over
time and denote them by (·) and max (·), respectively. In the case of contact pressure, pcoll,
the mean over time only includes times during which contact occurs. Finally we computed
the mucosal wave phase difference, ∆Φinf−sup, and wave speed, cmucosal, based on computed
phases from the discrete Fourier transform of vertical displacements at predefined inferior
and superior points on the medial surface (see Figure 4.1) and following formulae given
by Titze et al. [133].

The mesh sizes and time steps used in the discretized equations were based on mesh
and time step independence studies. Figure 4.2 illustrates a mesh independence study
(Eslp, dcov) = (4 kPa, 0.05 cm) comparing the ME and FTE models through modal frequen-
cies as a function of uniform mesh cell size refinement. Errors were generally less than 2%
at our chosen mesh refinement level (level 1). Figure 4.3 shows a time step independence
study comparing the AE, NE, and ME models for (Eepi, dcov) = (100 kPa, 0.05 cm) for two
pertinent measures wvisc and ∆Φinf−sup. A time step of 1× 10−5 s results in less than 2%
error for the NE and AE models while a time step of 2.5× 10−6 s (refinement factor of 4)
is required to achieve a similar level of error for the ME model. Therefore ∆t = 1× 10−5 s
was used for the NE and AE models while ∆t = 2.5 × 10−6 s was used for the FTE and
ME models.

4.3 Membrane epithelium model

The epithelium, which ranges from 50µm to 80µm in thickness [130], generally comprises
less than 10% of the cover layer. In this section we present the Membrane Epithelium
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Figure 4.2: Modal frequency dependence on mesh cell size factor for (Eepi, dcov) =
(100 kPa, 0.05 cm) for the (a) FTE, and (b) ME models. A mesh refinement factor of
1 corresponds to mesh densities similar to those shown in Figure 4.1. For the nominal cell
size h0 and refinement factor f , the corresponding cell size is h0/f

framework, which reduces the layer in the FEM model to zero thickness (that is, the FEM
epithelium layer is a one-dimensional surface). For very thin structures, in-plane tangential
stresses dominate [134] so that structures obey the plane-stress assumption [135]. Given
the small epithelial layer thickness, it is hypothesized to behave as a membrane, which
allows the plane-stress assumption to be applied. In this section the ME model will be
introduced and validated against a direct approach that models the epithelium using a fine
mesh (the FTE model).

4.3.1 Membrane model development

Following the approaches of Hansbo and Larson [136] and Delfour and Zolésio [137, 138],
the membrane epithelium is implemented as an additional strain energy over the VF surface
∂Ωmem, see Figure 4.1 (note that the membrane surface ∂Ωmem here is equivalent to ∂Ωn).
The strain tensor in the membrane consists of in-plane and normal components (due to
Poisson’s ratio) with negligible shear strain and is given by

ϵmem = N⊥ϵ(u)N⊥ + ϵ̂nnN

= ϵpp + ϵ̂nnN , (4.17)

where N = nn⊺ and N⊥ = I −N are normal and in-plane projectors with n being the
membrane surface normal vector [136], ϵ̂nn is the normal strain component in the normal
direction, and ϵpp = N⊥ϵN⊥ is the in-plane strain. The unknown ϵ̂nn is determined by
applying the plane-stress assumption to the normal component of stress, which yields

ϵ̂nn =
−λ

λ+ 2µ
Tr(ϵpp). (4.18)
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Figure 4.3: Viscous dissipation and mucosal wave phase shift dependence on time step
refinement. A refinement factor f corresponds to a time step ∆t = 1× 10−5 s/f

The constitutive relation for a thin plane-stress membrane then becomes

σmem = 2µϵpp +
2µλ

λ+ 2µ
Tr(ϵpp)N

⊥ (4.19)

where µ = Emem/(2(1 + νmem)), λ = Ememνmem/((1 + νmem)(1− 2νmem)), and Emem and
νmem are the Young’s modulus and Poisson’s ratio used to parameterize Equation (4.19).
The strain energy contribution of the membrane is finally given by∫

∂Ωmem

σmem:ϵpp(δu)dmem ds (4.20)

where dmem is the thickness of the membrane. To incorporate the effect of the membrane,
Equation (4.20) is added to the left hand side of Equation (4.1).

Note that the membrane/plane-stress assumption reduces a 3D state to effectively 2D
within the plane of the membrane. Further application of the plane-strain approximation
results in an effectively 1D state for the membrane. In the discussion above, the stresses
and strains (ϵ, σ) follow the plane-strain assumption (effectively 2D) so the membrane
approximation reduces the epithelium to a 1D effect.

68



4.3.2 Membrane model validation

The membrane model is validated against the FTE model, considered herein as the “ground
truth”. Validation simulations were conducted for dcov = 0.025 cm, 0.05 cm, and 0.075 cm,
Eslp = 4kPa and Eepi = 100 kPa. Figure 4.4 compares the mode shapes for the ME and
FTE models for dcov = 0.05 cm, and Table 4.4 presents quantitative data on the modal
frequencies for all cases. Agreement between the FTE and ME models is excellent,
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Figure 4.4: Modes (a) 1, (b) 2, (c) 3, and (d) 4 for the FTE and ME epithelium models at
(Eslp, Eepi, dcov) = (4 kPa, 100 kPa, 0.05 cm). Mode shapes overlap each other so as to be
nearly indistinguishable. Note that only positive eigenmode shapes are shown for clarity

with frequency differences typically less than 2Hz for Mode 1 and indistinguishable mode
shapes. A steady-state oscillation simulation was also conducted and resulted in similar
glottal width waveforms (omitted here for brevity). Frequencies derived from the FTE and
ME glottal width signals for the steady-state oscillations with dcov = 0.05 cm were both
270Hz, which aligns well with the modal analysis results.

As a comparison of computational time improvement, on a Ryzen Threadripper 2950x
processor with 125GB of RAM, solution of the FTE model took approximately 3200min
while the ME model took approximately 240min. The ME model improves simulation
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Table 4.4: Modal frequency comparison for the FTE and ME epithelium models for
(Eslp, Eepi, dcov) = (4 kPa, 100 kPa, 0.05 cm)

dcov[cm] Units Mode 1 Mode 2 Mode 3 Mode 4

FTE 0.025 Hz 118.3 238.9 268.2 375.8
ME 118.6 239.7 269.5 377.0
FTE 0.050 Hz 113.4 231.7 258.7 364.7
ME 113.6 232.1 259.5 365.3
FTE 0.075 Hz 108.1 222.0 246.4 342.5
ME 108.4 222.5 247.2 343.5

times due to lower mesh density requirements at the epithelium layer, so the exact speedup
will depend on the specific mesh used and geometry of the problem.

4.4 Results

Herein we present results on the influence of epithelium treatment on VF kinematics and
kinetics. An exemplar case is first considered to compare modeling strategies, followed
by a parametric study considering a range of epithelium stiffness and thickness values.
Specifically, in the first section a detailed comparison of all three epithelium treatments
(AE, ME, NE) is presented. The second and third sections present changes between the AE
and ME models over parameter variations in terms of kinematic and kinetic quantities for
the stiff and soft SLP conditions, respectively. We note that the ME model is employed in
lieu of the more computationally expensive FTE model when considering discrete treatment
of the epithelium since it was found previously that these two frameworks agree well (see
Section 4.3).

4.4.1 Comparison of epithelium modeling strategies

In this section we compare the ME, AE, and NE epithelium models for a single case with
(Eepi, dcov) = (100 kPa, 0.05 cm) for the stiff SLP (Eslp = 0.5 kPa) condition. Figure 4.5
shows results from modal analysis, comparing the Distinct representation (ME model) with
the Integrated representations (NE and AE models). While the first mode shape is very
similar across models, higher modes tend to deviate more. Qualitatively, the AE and ME
models show greater similarity than the NE and ME models, which is unsurprising, as
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the NE model completely neglects the epithelium and thus has considerably lower overall
system stiffness.
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Figure 4.5: Modes (a) 1, (b) 2, (c) 3, and (d) 4 of the ME, AE, and NE models. Note that
only positive eigenmode shapes are shown for clarity

Table 4.5 summarizes modal frequencies and the relative error between mode shapes
of the models, which confirm the trends of Figure 4.5. In terms of both mode shapes and
frequencies, the AE model generally compares reasonably well with the ME model, with
the first two modes having errors of under 8%. The mode shapes of all three models also
qualitatively agree with modes seen in previous studies, with the first mode showing an
inferior-superior motion, the second mode a medial-lateral motion, and the third mode a
converging-diverging motion [66].

Figure 4.6 shows phase-aligned period-normalized glottal width signals of the three
models during steady-state oscillations3. While all three cases have qualitatively similar
glottal width waveforms, fundamental frequencies and waveform shapes differ. Specifically,
the AE model has the highest fundamental frequency, followed by ME then NE, which
agrees with the results from modal analysis.

3The signals are aligned such that the cross-correlation between signal pairs is maximized.
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Table 4.5: Modal frequencies and nodal errors between mode shapes.

Units Mode 1 Mode 2 Mode 3 Mode 4

ME Hz 113.6 232.1 259.5 365.3
AE Hz 114.6 233.9 262.5 375.4
NE Hz 103.8 214.3 245.3 355.9
err (bME, bAE) % 3.7 7.8 9.6 11.7
err (bME, bNE) % 12.3 40.1 32.2 15.0
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Figure 4.6: Comparison of the glottal width signals for the ME, AE, and NE models over
two oscillation cycles, where T is the oscillation period

Table 4.6 quantitatively compares salient glottal width waveform features and kinetic
quantities for the ME, AE, and NE models. Evident from Figure 4.6 and borne out in the
quantitative results, all three models have similar glottal width amplitudes. In terms of
kinematics, however, Figure 4.6 shows that the NE model has the shortest open time. The
ME model has the smallest speed quotient, which differs from the other two models by
about a factor of two. This also influences MADR, for which the ME model has the lowest
magnitude. The inferior-superior excursion of the models, max uinf-sup, is considerably
more pronounced for the NE model. Values for OQ are roughly comparable with normative
values observed in past studies while SQ is noticeably smaller for all models, and the ME
model in particular [132]. In terms of medial surface motion, the mucosal wave phase shift
is smallest for the ME model, followed by the AE, then NE models. The mucosal wave
speed follows the reverse trend with ME having the highest mucosal wave speed, followed
by AE, then NE. Values for mucosal wave phase difference agree with the range of phase
differences reported for canine larynges in past studies [133]. In contrast, values for mucosal
wave speed are generally larger than reported values from the same study; however, mucosal
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wave speed generally increases with increasing fundamental frequency and the fundamental
frequencies in this study exceed those observed for the reported values [133].

Measures associated with VF kinetics generally differ across the three models. Viscous
dissipation, wvisc, is considerably lower for the AE model, whereas mean contact pressure
and von Mises stresses are the highest for this model.

Table 4.6: Common clinical measures and other kinematic and dynamic quantities com-
puted from the self-oscillating simulations. Normative values for OQ, SQ represent the
range of values between the average male and female speaker in [132, Table A1 and Table
A2]. Normative values for ∆ϕinf−sup, cmucosa represent the range between minimum and
maximum values in Titze et al. [133, Table 1] for canine larynges

Unit ME AE NE Normative values

OQ - 0.552 0.508 0.432 0.6 – 0.76
SQ - 0.792 1.4 1.5 1.65 – 1.82
MADR cm s−2 98.1 126.0 141.8 -
amplitude cm 0.087 0.084 0.087 -
∆ϕinf−sup ° cm−1 326.6 352.2 494.5 245 – 610
cmucosa cm s−1 297.6 278.0 179.1 58.7 – 217.7
max uinf-sup cm 0.089 0.099 0.131 -
wvisc erg 13624 8349 16098 -
pcoll kPa 1.7 2.3 1.4 -
σvm kPa 0.492 1.0 0.575 -

4.4.2 Parametric study of epithelium stiffness and cover depth
for a stiff SLP

In this section we compare behaviors of the ME and AE models, the latter of which is
commonly employed in FEM simulations of the VFs, across a range of epithelium stiffness,
Eepi, and cover thickness, dcov, values for Eslp = 4kPa (stiff SLP).

Kinematic quantities are summarized in Figure 4.7. Figure 4.7(a) shows that funda-
mental frequency, Fo, increases with epithelium stiffness and decreases with cover layer
thickness for both models. The AE model exhibits a larger increase in Fo with Eepi and
has higher Fo for the same dcov in comparison with the ME model. Figure 4.7(b) presents
the open quotient, which generally increases with epithelium stiffness for both models. The
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open quotient for the AE model is more sensitive to cover layer thickness than is the ME
model, as evidenced by the greater spread in open quotient for a given epithelial stiffness.
For the thickest cover, dcov = 0.075 cm, the AE model exhibits a smaller open quotient
than the ME model for all stiffnesses. Notably, across both (a) and (b), the AE model
with (Eepi, dcov) = (200 kPa, 0.025 cm) diverges from the trends of other cases, exhibiting
by far the highest Fo and an open quotient near unity due to lack of self-oscillation in this
case.

Figure 4.7(c) shows the maximum inferior-superior displacement of the VFs. For both
ME and AE models, increasing cover depth consistently leads to larger inferior-superior
displacements, while increasing epithelial stiffness decreases the excursions. Displacements
between the two models are similar, with the largest departure occurring for the afore-
mentioned lack of self-oscillation of the AE model when (Eepi, dcov) = (200 kPa, 0.025 cm).

Figure 4.7(d) shows the mucosal wave phase differences. Similar to the inferior-superior
displacement, increasing cover depth increases the mucosal wave phase difference while in-
creasing epithelium stiffness decreases the phase difference. Medial surface profile snapshots
through one oscillation cycle for varying epithelium stiffness are also shown in Figure 4.8.

Figure 4.9 summarizes dynamic quantities. Figure 4.9(a) presents average contact
pressure over the duration of contact. Differences between the ME and AE models in
terms of contact pressure are generally consistent, with the ME model typically exhibiting
lower contact pressures for a given parameter set. The noted exception is for (Eepi, dcov) =
(200 kPa, 0.025 cm), for which the contact pressure of the AE model is nearly zero, in line
with the near unity open quotient for this case shown in Figure 4.7(b). Figure 4.9(b)
shows the ME model consistently has higher average viscous dissipation, indicating that
more energy is damped in the SLP layer. Interestingly, viscous dissipation decreases with
increasing epithelium stiffness for the AE model, while remaining relatively unchanged for
the ME model. Figure 4.9(c) shows the average von Mises stress in the SLP also follows a
consistent trend where values from the AE model are larger and more strongly dependent
on cover thickness than those for the ME model.

4.4.3 Parametric study of epithelium stiffness and cover depth
for a soft SLP

Analogous to Figure 4.7, Figure 4.10 presents kinematic quantities for the ME and AE
models, but for the soft SLP case (Eslp = 0.5 kPa). General trends and relations between
the ME and AE models are similar to those identified for the stiff SLP in Figure 4.7. For Fo,
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increasing epithelium stiffness generally increases Fo, and Fo for the AE model is greater
than for the ME model, except at (Eepi, dslp) = (50 kPa, 0.075 cm). In this case the vocal
folds did not self-oscillate resulting in deviations in trends for the other measures as well.
Similar to the stiff SLP condition, open quotient generally increases with increasing Eepi,
and greater spread between dcov values for the AE model is observed. Inferior-superior
displacement and mucosal wave phase difference also tend to decrease with increasing
epithelium stiffness or decreasing cover depth for both ME and AE models.

Figure 4.11 shows dynamic quantities for the soft SLP case, analogous to Figure 4.9
for the stiff SLP. Dynamic trends are likewise similar to those in Figure 4.9. For pcoll
(Figure 4.11(a)) increasing epithelium stiffness or decreasing cover depth tends to increase
mean collision pressures. In addition, for a given epithelium stiffness, the AE model tends
to have a higher contact pressure, as also seen in Figure 4.9(a). In the case of wvisc,
Figure 4.11(b) shows that the ME model has greater viscous dissipation than the AE
model (similarly seen in Figure 4.9(b)). Interestingly, Figure 4.11(b) does not show a
spread in viscous dissipation for the AE model with cover depth as seen in Figure 4.9(b),
which could be a product of the lower subglottal pressure used in the soft SLP condition.
For the mean von Mises stress (Figure 4.11(c)), the AE model again has greater stress
magnitudes compared to the ME model, as also seen in Figure 4.9(c).

4.5 Discussion

Treating the epithelium as an infinitesimally thin layer using the membrane model results
in nearly identical mode shapes and modal frequencies as arise with a thin-but-finite ep-
ithelial layer (see Figure 4.4 and Table 4.4). The FTE treatment is more computationally
expensive, as it requires small elements to resolve the epithelial layer and is thus susceptible
to shear-locking [65, Section 5.4]. Modeling thin structures as plates/shells is a common
strategy in solid mechanics, including, for example, Kirchhoff-Love and Reisnner-Mindlin
plate models [134], which include both bending and membrane type effects in the plate.
Application to VF modeling enables a computationally efficient manner in which to in-
clude a discrete epithelium. We note that there does exist a small geometric discrepancy
between the membrane approximation and a finite epithelium thickness. While this can
be ameliorated by moving the membrane mid-surface away from VF surface, we chose the
current treatment to ensure identical external geometries between the ME and AE/NE
models to facilitate quantitative comparison between mode shapes. The FTE treatment,
by virtue of a finite-yet-small epithelium thickness, has a slightly thinner SLP layer, which
may contribute to the minor differences between the two models in Table 4.4.
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Neglecting the epithelium entirely (NE model) significantly alters the VF dynamics.
The NE model exhibits consistently lower frequencies in both modal analysis and the
glottal width signal compared to the Distinct models (see Figure 4.6 and Table 4.5), likely
due, in part, to the reduction in overall system stiffness. Furthermore, the mode shapes
are notably different from the ME model, particularly for the higher modes, as noted by
the NE modal errors in Table 4.5. Likely due to the lower system stiffness, it exhibits
the most significant levels of inferior-superior excursion, shows the greatest mucosal wave
phase difference, and lowest mucosal wave speed (see Table 4.6). These results agree with
prior studies using silicone VF models, wherein incorporating an epithelium was found to
reduce inferior-superior motion and increase glottal closure [139–142].

Accounting for the epithelium by integrating it into the cover layer (Integrated; AE
model) results in mode shapes and modal frequencies that better align with the Distinct
ME model behavior (Figure 4.5 and Table 4.5). The modal frequencies are slightly higher
(about 1.0% for modes 1 to 3) and the error in the first three mode shapes is less than
10%. The frequency of the glottal width signal in Figure 4.6 is 1% higher for the AE
model while amplitudes are similar. The inferior-superior excursion for the AE model is
within 11% of the ME model (Table 4.6). Contact pressure and viscous dissipation for the
AE model are significantly different (an increase of 35% and decrease of 39% respectively
compared to the ME model), however. Mean von Mises stress for the AE model is also
different, with an increase of 100% compared to the ME model. These parameters are
associated with details of the strain and stress fields within the SLP (see Equations 4.15
and 4.16), which are impacted by the change in SLP stiffness associated with the AE
model. Thus, while the global dynamics are similar with the Distinct representation, the
Integrated methodology does alter local details, which may have implications in certain
scenarios, such as stress-induced fluid migration within the folds [143], and dose measures
for VF damage, including collision and dissipation dose [144–146].

Though the Distinct and Integrated epithelium methods yield similar modal analysis
results, details of the kinematics and kinetics of the ME (Distinct) and AE (Integrated)
models differ with epithelium stiffness and cover thickness. As expected, fundamental
frequency in both frameworks generally increases with epithelium stiffness, but the effect
is more pronounced for the AE model (Figure 4.7(a) and Figure 4.10(a)). The thinner
cover layer cases have higher overall stiffness due to a shift in the relative contribution
of the epithelium in the weighted average, thus also increasing fundamental frequency.
Interestingly, the same does not occur for the ME model, despite the same nominal overall
stiffness. Mucosal wave phase differences for the ME and AE models generally appear
similar for most conditions, although this effect is also mediated by cover depth and SLP
thickness. For the thickest cover layer and soft SLP condition, the ME model demonstrated

76



a noticeably larger inferior-superior displacement (see Figure 4.10(c)), likely due to the
extreme pliability of the SLP in this condition.

Consistent differences in kinetic quantities further differentiate the AE and ME models
and are hypothesized to be the result of the difference in SLP stiffness between the ME
and AE models. Specifically, due to the averaging in the AE model, it has a stiffer SLP
than the ME model and the difference increases as the epithelium becomes stiffer and the
cover thins. The ME model has consistently lower contact pressures than the AE model,
which is consistent with the findings of Gunter [147] that lower SLP stiffness led to lower
contact force. This suggests SLP stiffness could play a role in VF injury risk [147].

The von Mises stress in the SLP (Figure 4.9(c) and Figure 4.11(c)) for the MEmodel was
also lower than for the AE model, which is consistent with the findings of Gunter [147]. The
ME model had greater viscous dissipation in the SLP (Figure 4.9(b) and Figure 4.11(b))
than the AE model due to the softer SLP leading to larger deformations under similar
external forces. These results suggest that modeling a discrete epithelium is important
when considering internal stresses and strains, and surface contact pressures.

Comparing predicted values to normative values reported in the literature in Table 4.6,
we observe reasonable agreement in terms of OQ, but predict consistently lower SQ for all
models, with the ME model having the lowest value. One reason for this is the lack of
acoustics in our model which can prolong the opening phase and shorten the closing phase
to increase the speed quotient by delaying the peak of the flow pulse [51]. This could also
indicate our selection of model parameters and geometry resulted in a non-ideal modal
voice. Lastly while the SQ in our studies is lower than reported physiological ranges, some
silicone VF studies conducted with an epithelium have also shown low speed quotients
([141, Figure 5] and [140, Figure 11]) suggesting this could be a feature of modeling an
epithelium for some model parameter/geometry combinations.

There are a few limitations of the current work worth noting. (i) Acoustics were not
included in this study. Preliminary studies conducted using a wave-reflection-analog ap-
proach (not shown) found that acoustic coupling effects were sensitive to fundamental
frequency of the flow waveform. Since the discrete SLP/epithelium and integrated cover
models display consistent differences in frequencies, this often led to larger discrepancies
between the models. Acoustics were not included here so as not to obscure the influence of
the epithelium modeling approach. (ii) The choice of model used here was also limited. A
2D model with 1D glottal flow was selected for simplicity. Notably, 3D geometries will have
different mode shapes from similar 2D geometries. This could impact our results if, for
example, a 3D geometry led to different qualitative mode shape motions between the ME,
AE, and NE models. In the current study, each mode number corresponded to the same
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qualitative motion (for all of the ME, AE, and NE, mode 1 was an inferior-superior mode,
mode 2 a medial-lateral mode, etc). For example, Xue et al. [148] found that changes in
cover thickness for a 3D model based on the M5 geometry could lead to changes in the
mode order, which suggests similar changes could also happen for variations in layer stiff-
ness between the ME, AE, and NE models. The resulting differences between the three
models in these conditions requires further investigation. (iii) A single VF geometry (M5)
was investigated. A silicone VF study found model geometry can significantly impact the
resulting dynamics [127, 149]. As a result, it is likely that for specific parameter sets and
geometries there could be large differences between the epithelium models due to, for exam-
ple, a bifurcation where a Distinct model converges to a qualitatively different oscillation
from Integrated models. For modal oscillations where the different epithelium modeling
approaches all experience typical modal oscillations, we expect the models to reflect the
general trends here since they are mostly related to the difference in SLP stiffness rather
than the particular motion of the VF. However, more physiologically-representative motion
may be obtained for a given epithelium model by considering an alternate VF geometry,
and as such the robustness of the findings herein to VF geometry should be considered
in future studies. (iv) We found increasing contact pressure with increasing epithelium
stiffness; however, this is likely not a general observation since contact pressure depends
on numerous factors, including VF internal layer shapes, surface geometry, and material
properties, to name a few. This is shown, for example, by Zhang [150] who noted that
contact pressure can either increase or decrease with decreasing glottal gap depending on
VF cover thickness, glottal angle, and subglottal pressure. For different model parameters
contact pressure trends may vary.

4.6 Conclusions

Vocal fold models that include the SLP and epithelium as distinct layers of the cover have
important differences compared to those that integrate the two layers into a single cover.
When the epithelium stiffness is neglected in the single cover, fundamental frequency tends
to be lower, inferior-superior motion higher, and significant qualitative changes in kinemat-
ics are also apparent. In contrast, when the epithelium and SLP are averaged into a single
cover, fundamental frequency, inferior-superior motion and qualitative kinematics show
greater agreement with the distinct layer models. However, clinically relevant parameters,
including contact pressure and internal SLP stresses, tend to differ depending on epithe-
lium treatment, with the integrated epithelium models tending to predict larger internal
stresses and contact pressures. Differences between integrated and distinct epithelial mod-
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els can also be exacerbated by changes in epithelial stiffness and cover depth. Thus, if
the aim of a finite element study is to explore or utilize internal stresses/strains in the
vocal folds, as for vocal dose measures, care should be taken in treating the epithelium.
When considering a distinct epithelium treatment, the membrane model introduced in the
manuscript can be employed with minimal additional computational cost.
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Figure 4.7: Comparison of (a) fundamental frequency, (b) open quotient, (c) maximum
inferior-superior displacement, and (d) mucosal wave phase difference over the range of
epithelium stiffness and cover thickness values for the ME and AE models for Eslp = 4kPa
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Figure 4.10: Comparison of (a) fundamental frequency, (b) open quotient, (c) maximum
inferior-superior displacement, and (d) mucosal wave phase difference over the range of
epithelium stiffness and cover thickness values for the ME and AE models for Eslp = 0.5 kPa
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Figure 4.11: Comparison of average (a) contact pressure, (b) viscous energy dissipation in
the SLP, and (c) von Mises stress over a range of epithelium stiffness and cover thickness
values for the ME and AE models for Eslp = 0.5 kPa
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Chapter 5

The effect of swelling on vocal fold

kinematics and dynamics 1

5.1 Introduction

This chapter presents the development of a finite element VF swelling model and its anal-
ysis to explore the effects of fluid retention in the VFs on phonotrauma and voice outputs.
The developed model is used to study how swelling changes voice outputs and phono-
trauma to gauge whether and how swelling could incur a vicious cycle that leads to PVH.
Specifically it is hypothesized that if swelling increases phonotrauma and results in detri-
mental voice output changes, then a vicious cycle can form through mutually reinforcing
compensatory adjustments for voice output changes and increased phonotrauma with the
resulting swelling.

The chapter is organized as follows. Section 5.2 discusses the model setup, study
design, and swelling model implementation; further details on the derivation of the swelling
model are given in Appendix B.1. Section 5.3 presents the simulation results. Section 5.4
discusses the significance of the results, analyzes why swelling leads to the observed results,

1This work was co-authored by Sean D. Peterson (my advisor), Byron D. Erath, and Mat́ıas Zañartu. I
developed the code, performed the simulations, analyzed data, generated figures, and wrote the first draft
of the manuscript. BDE and MZ contributed to conceptualization and reviewed the manuscript. SDP
contributed to conceptualization, supervised the work, and reviewed the manuscript. Part of this chapter
was published as an article to Biomechanics and Modeling in Mechanobiology [2].
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and discusses study limitations. Finally, Section 5.5 summarizes salient findings from this
work.

5.2 Methodology

Herein we consider a two-dimensional (2D) representation of the VFs, as shown in Fig-
ure 5.1, discretized with the finite element method (FEM), which has been shown to com-
pare well with experimental silicone VF studies [118]. The VF geometry is based upon the
M5 model [119] (note the VF thickness is 5mm, which is shorter than the physical model
shown in [119]) and left-right symmetry is assumed, such that only one VF need be con-
sidered. The internal VF structure is divided into body, cover, and epithelium layers [40],
each with distinct nominal Young’s moduli given by Ebody, Ecover, and Eepi, respectively.
This subscript convention is used throughout the remainder of the manuscript. All layers
share the same nominal density ρvf . The internal VF domain is denoted Ω with boundary
∂Ω. The body and cover domains are denoted Ωbody and Ωcover, respectively, such that
Ω = Ωbody ∪ Ωcover. The epithelium is treated as a membrane and thus has zero area [1].

body

cover

epithelium/

symmetry plane/1D fluid domain

contact plane

Figure 5.1: Schematic of the vocal fold geometry in the reference configuration with repre-
sentative finite-element discretization. Two finite thickness layers are indicated by ‘body’
and ‘cover’ whereas the ‘epithelium’ layer is treated as a membrane (infinitesimally thin)
along the surface ∂Ωmed. Material coordinates X = (X, Y ) and s indicate 2D coordinates
and medial surface/1D fluid domain coordinates, respectively; i denotes nodal indices along
the medial surface. The glottal area is denoted by a (half the glottal area is shown due to
symmetry)
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A Cartesian coordinate system for the reference configuration, X ∈ R2, is defined with
origin on the tracheal wall at the inferior margin of the VF as shown in Figure 5.1. An
additional surface coordinate, s ∈ R, is defined along the VF boundary that is contact
with the fluid, denoted as ∂Ωmed (note, this corresponds to the surface comprising the
epithelium membrane). The fixed (Dirichlet) VF boundary region at the interface with
the tracheal wall is denoted ∂Ωdir such that ∂Ω = ∂Ωdir ∪ ∂Ωmed.

Aerodynamic loading on the VF assumes the driving flow to be inviscid, incompressible,
quasi-steady, and one-dimensional (1D) such that Bernoulli’s equation can be computed
along the centerline streamline then imposed upon the VF surface. The influence of acoustic
loading on the VF dynamics is assumed negligible, i.e., only level 1 interactions [51] are
considered.

Models for the glottal flow and VFs were chosen as a balance of fidelity and compu-
tational simplicity, to make parametric studies feasible with available resources. A 2D
model, while it will not capture 3D effects, has been shown to compare well with experi-
mental silicone VF studies [118] and likely is applicable to situations with long VFs where
the plane-strain assumption approximately applies. Similarly, 1D models of the glottal
flow are computationally simple but compare qualitatively well with more complicated 2D
Navier-Stokes based models [71]. These simplifications were considered reasonable since
the focus of our study is to determine if general effects of swelling can trigger a vicious
cycle, rather than to make accurate quantitative predictions.

5.2.1 Finite element formulation

Let the reference configuration (Figure 5.1) with coordinatesX correspond to the unswollen,
unstressed state of the VFs. While deformations of the VFs are normally small enough to
justify the small strain assumption, the constitutive model for swelling (described in detail
in Appendix B.1) results in pre-stress for the material constitutive response in the reference
configuration, which invalidates the small-strain assumption. As a result, we assume large
deformations for the material strain energy (which includes the effect of swelling) and small
deformations for remaining terms; the weak form of conservation of linear momentum for
the solid domain Ω then follows from the principle of virtual work, see Bathe [65, Chapter
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4 and Chapter 6], for example. In the present case this yields∫
Ω

ρ(v)ü·δu+ S(E, v):δE + ηϵ̇:δϵ dX

+

∫
∂Ωmed

σepi:δϵepidepi ds

=

∫
∂Ωmed

t·δu ds for all δu ∈ V 2(Ω),

(5.1)

where V (Ω) is the space of scalar piece-wise linear functions over a triangular mesh (shown
in Figure 5.1) equal to 0 on ∂Ωdir, u,v,a ∈ V 2(Ω) are the displacement, velocity, and
acceleration vectors, respectively, and δu ∈ V 2(Ω) is a virtual displacement. Strain tensors
E = 1/2(F TF − I) and ϵ = 1/2(F + F T ) − I are the Green strain and the small
strain tensor, respectively, where F = ∂u/∂X + I is the deformation gradient. Similarly,
virtual strains are given by δE = 1/2

(
δF TF + F T δF

)
and δϵ = 1/2(δF + δF T ), where

δF = ∂δu/∂X is the virtual deformation gradient. The corresponding stress tensors are
the second Piola-Kirchhoff stress tensor, S, and the Cauchy stress tensor, σ.

The strain energy terms
∫
Ω
S(E, v):δE+ηϵ̇:δϵ dX are based on an ad hoc modification

of the Kelvin-Voigt model to account for swelling. The classical Kelvin-Voigt model gives
the Cauchy stress as σ = Kϵ + ηϵ̇ [64, 120], where Kϵ is the elastic stress and K is the
elasticity tensor, and ηϵ̇ is the viscous stress and η is the viscosity. Using the approach
developed in [29, 116, 151], swelling is modelled for hyperelastic materials by modifying
the hyperelastic constitutive equation. As a result, we replace the elastic stress in the
Kelvin-Voigt model by a hyperelastic material stress with swelling effects while keeping
the unmodified viscous term, resulting in

σ = (detF )−1FS(E, v)F ⊺ + ηϵ̇,

where S(E, v) is dependent on the swelling field, v, and Green strain, E, through the
swelling constitutive equation introduced in Section 5.2.2. Note v = 1 implies no swelling
(no volume change), while v = 1.2 represents a 20% increase in the free volume (volume
with no external loading). In the virtual work statement, the viscous stress is a Cauchy
stress work-conjugate with the virtual small strain, while the hyperelastic stress is a second
Piola-Kirchhoff stress work-conjugate with the the virtual Green strain [152].

The material density ρ in Equation (5.1) requires special consideration in the case of
swelling. Since swelling introduces additional mass into the system, ρ is given by

ρ = ρ0 + (v − 1)ρv, (5.2)
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where ρ0 is again the nominal density in the absence of swelling (that is, at v = 1) and ρv
is the density of the incoming material causing the swelling, which is assumed to be water.
Per unit volume in the reference configuration, the first term of Equation (5.2) represents
the original mass of material and the second term represents the additional mass due to
the influx of fluid with swelling. Note that Equation (5.2) considers density in the reference
configuration; the density in the deformed configuration will be approximately ρ0 as the
VF volume will increase with swelling.

The first three terms in the first integral of Equation (5.1) represent the virtual work
due to inertial forces, material strain energy, and viscous effects. The second integral
term in Equation (5.1) represents the strain energy contribution due to an epithelium over
the medial surface, where σepi and ϵepi are the membrane stress and strain tensors, re-
spectively [1, 136]. A separate epithelium was included because past studies found the
epithelium to significantly influence VF dynamics [1, 131, 140–142]; furthermore, the ep-
ithelium herein acts as an outer barrier that constrains internal swelling, thus affecting
the shape of the swollen material. The third term in Equation (5.1) represents the surface
traction on ∂Ωmed due to aerodynamic loading and VF collision. In this term t represents
the surface traction, which is discussed in further detail in Section 5.2.3.

5.2.2 Swelling generalized constitutive equation

Following the approach laid out in Gou and Pence [29], Tsai et al. [116], and Pence and
Tsai [151], the constitutive equation employed herein is based on a generalized form for a
hyperelastic material. Briefly, the generalized form for swelling of a hyperelastic material
with strain energy function w(F ), is given by w̄(F , v) = m(v)w(v−1/3F ), where w̄ is
the swelling-generalized strain energy, and m is a monotonic scalar function satisfying
m(1) = 1 [116, Equation 3]. In the modified strain energy, m̄(v) = m/v controls the change
in stiffness of the swollen material (see Appendix B.1), where its slope governs whether the
material stiffness increases or decreases with swelling; if, for example, m̄′ = dm̄/dv < 0,
modulus softening of the swollen material occurs [151, 153]. For a Saint Venant-Kirchhoff
material, this results in

S =(m̄′(v − 1) + 1) v1/3
(

Eν

(1 + ν)(1− 2ν)
(TrĒ)I +

E

1 + ν
Ē

)
,

Ē =
1

2
(F̄

⊺
F̄ − I) = v−2/3E +

1

2
(v−2/3 − 1)I,

(5.3)

where E and ν are Young’s modulus and Poisson’s ratio, respectively. The term (m̄′(v − 1) + 1)
represents the linearized effect of m̄(v) about v = 1. The swelling-modified Green strain
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tensor, Ē, contains an additional strain term 1/2(v−2/3 − 1)I that creates a hydrostatic
pressure that results in the swelling (see Appendix B.1).

5.2.3 Fluid and contact models

The surface traction t results from fluid pressures based on the Bernoulli equation and
contact [1]. Contact was modeled by a penalty method [60] and the collision pressure is
given by

pcon = kcon

(
max{g(X), 0}

2

)3

, (5.4)

g(X) = Y − Ycon, (5.5)

where kcon is the contact spring stiffness and g is the contact gap. Note that the term
max{g(X), 0} ensures that the contact gap is positive when the VFs are contacting and
0 otherwise. A cubic contact spring is employed to ensure continuity of first and second
derivatives of pcon at contact.

The Bernoulli equation is given by

p(si) =

{
psub +

ρair
2
q2
(

1
a2sub

− 1
a(si)2

)
s < ssep

psep s ≥ ssep
(5.6)

q2 =
2

ρair

(
1

a2sep
− 1

a2sub

)−1

(psub − psep)

asep = rsepamin

amin = min
si

a(si)

a(si) = max{2(yi − Ycon), alb},

where p is pressure, q is flow rate, ρair is the air density, rsep is the separation area ratio,
and a is the cross-sectional area of the glottis (see Figure 5.1). Subscripts ‘sep’ and ‘sub’
denote quantities at the separation point and subglottal region, respectively. Areas amin

and alb represent the minimum glottal area and a lower bound on the glottal area function.
Specifically, alb is used to define a “safe” area [72], which is employed in practice to prevent
negative areas that can occur from the penalty contact method. As a result, instead of
a(s) in Equation (5.6), the safe area

asafe(s) =

{
a(s) a(s) > alb

alb a(s) ≤ alb
, (5.7)
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is used.

The final surface traction term is then due to both contact and fluid pressures and is
given by

t = −p detFF−⊺n− pconncon, (5.8)

where ncon is the contact normal. Due to left-right symmetry of the VFs the contact
normal is constant and given by ncon = (0, 1).

5.2.4 Numerical solution

To integrate Equation (5.1) in time, we used the Newmark-beta method [126] to approxi-
mate v,a at time step n+ 1 using

vn+1 =
γ

β∆t
(un+1 − un)−

(
γ

β
− 1

)
vn −∆tan

(
γ

2β
− 1

)
(5.9)

an+1 =
1

β∆t2
(un+1 − un −∆tvn)−

(
1

2β
− 1

)
an (5.10)

where superscripts n denote time indices (for example, an = a(X, tn)), γ = 1/2 and
β = 1/4 were chosen for stability, and ∆t = 1.25 × 10−5 s. The choice of ∆t and mesh
size were based on an independence study described in Appendix B.2. Substituting Equa-
tions (5.9) and (5.10) into Equation (5.1) yields a set of recursive relations for the state
un+1,vn+1,an+1 from known conditions at n. The initial state n = 0 is set as the static
equilibrium state from Equation (5.1) without external loads (no Bernoulli pressure) but
with swelling. External loads are applied for all remaining time steps. The system of
equations were solved using the FEniCS library [121, 122].

A parametric study over varying swelling values v = 1.0, 1.05, . . . , 1.25, 1.3 and m̄′ =
0.0,−0.4,−0.8,−1.2,−1.6 was performed. The range of swelling parameter, v, was cho-
sen based on an extreme level of systemic dehydration for children of 10% [100, 154];
since local hydration changes are likely larger than systemic levels, a maximum swelling
level of 30% was employed. Swelling was restricted to the cover layer based upon clinical
observations which found fluid retention primarily occurred in the superficial lamina pro-
pria [30]. Swelling-induced stiffness change, m̄′, was chosen based on the study by Yang
et al. [109] where they measured force-displacement curves as a function of dehydration.
Equation (5.3) implies a 1D modulus for a uniaxial stress test of k(v) = (m̄′(v − 1) + 1)E
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so that k(v)/k(1) = m̄′(v − 1) + 1, where k(v) denotes the 1D modulus for swelling level
v. Rearranging yields

m̄′ ≈
(
k(v)

k(1)
− 1

)
/(v − 1). (5.11)

Using 1D modulus values from Yang et al. [109, Tables 2 and 3] we computed m̄′ according
to different values of k(v) formed from the average of reported loading/unloading modulus
values. Dehydration levels were converted to swelling levels assuming an initial water
content by volume of 80%. Over the varying dehydration/swelling levels, we found swelling-
induced stiffness change varied from m̄′ ≈ −0.4 to − 1.6 (with more negative values at
higher dehydration), so values from 0.0 to −1.6 centered around a nominal value of −0.8
were chosen.

All remaining model parameters were fixed and chosen based on past studies and ex-
perimental values, as summarized in Table 5.1. Elastic moduli were chosen based on values
used in Chhetri et al. [19], Alipour-Haghighi et al. [66], and Miri [155] and Poisson’s ratio
ν was chosen to model near incompressibility while avoiding numerical instability due to
volumetric locking [65, Section 4.4.3]. Epithelium properties were chosen based on previous
experimental studies [130, 142]. The contact spring value was chosen to balance minimizing
the contact overlap while preventing ill-conditioning of the stiffness matrix [60]. Subglottal
and separation pressures were chosen based on physiological ranges during speech [156],
and rsep = 1.2 was chosen based on usage in past studies [71, 131].

5.3 Results

In this section, we present results for static parameters (volume and VF geometry changes
induced by swelling), acoustic and kinematic outputs (fundamental frequency, SPL, and
glottal width amplitude), and measures of VF damage (von Mises stress, viscous dissipa-
tion rate, and collision pressure) for varying levels of swelling and swelling-induced stiffness
change. We also present results showing the impact of separate swelling-induced effects,
specifically, swelling-induced mass, stiffness, and prephonatory gap changes, on the mea-
sures of VF damage.

5.3.1 Static parameters

We first consider the influence of swelling on the shape and mass of the VF without external
fluid loading (expansion under swelling only). Generalized swelling throughout the cover
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Table 5.1: Summary of fixed model parameter values

Parameter Value
ρ0, ρv 1 g/cm3

Ecover 2.5 kPa
Ebody 5.0 kPa
Eepi 50 kPa
ν, νepi 0.4
η 5 poise
depi 50 µm
Ymid 0.53 cm (see Figure 5.1)
Ycon 0.525 cm (see Figure 5.1)
kcon 1× 1015 Pa/cm3

psub 300Pa
psep 0Pa
rsep 1.2
ρair 1.2× 10−3 g/cm3

alb 2(Ymid − Ycon)

was considered to represent phonotraumatic damage distributed throughout the cover after
normal voice usage as seen in experimental studies [30]. Figure 5.2 compares the nominal
VF geometry with that of a VF with 30% swelling in the cover layer (v = 1.30) and
swelling-induced relaxation (m̄′ = −0.8). Swelling leads to an outwards expansion of the
medial surface due to the increase in volume of the cover layer. The remainder of the cover
layer also experiences swelling, though to a lesser degree due to the fixed constraint at the
intersection with ∂Ωdir. The body layer remains nearly fixed when swelling occurs except
for a slight expansion adjacent to the medial surface that arises because of the expansion
of the cover.
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Figure 5.2: Vocal fold geometry for the swollen (v = 1.3, dash-dotted lines) and original
(v = 1.0, solid lines) states for intermediate swelling-induced softening (m̄′ = −0.8). Dis-
placements due to swelling are exaggerated by two times for clarity

The increase in VF volume with swelling is shown quantitatively in Figure 5.3. The
actual volume increase is smaller than the prescribed swelling (close to 20% for 30%
swelling) due to the action of external forces on the cover layer and the slight compressibility
of the cover. The corresponding mass increase is linearly related to the prescribed swelling
based on the linear relationship given in Equation (5.2).
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Figure 5.3: Vocal fold cover volume as a function of swelling level, v, for intermediate
swelling-induced softening (m̄′ = −0.8). The left abscissa shows the absolute cover volume
(solid line). The right abscissa shows the change in cover volume relative to the total vocal
fold volume (dotted line) and the change relative to the initial cover volume (dash-dotted
line)

5.3.2 Acoustic and kinematic outputs

Figure 5.4 presents the effect of swelling on kinematic and acoustic outputs. To compute
the effect of swelling on fundamental frequency (Fo) we detect peaks of the glottal width
waveform (amin(t)) and measure the average period between peaks. To compute SPL we
use the flow rate (q(t) from Equation (5.6)) and the piston-in-baffle approximation [50,
Section 7.4] at 1m; this model gives the radiated pressure from an idealized piston sound
source. The drop in frequency is about 10Hz while the reduction in SPL is about 0.5 dB
over the range v = 1.0 to 1.3. A small increase in SPL is present for small amounts of
swelling despite consistently decreasing amplitudes of motion (Figure 5.4) likely due to
slight changes in the frequency content of harmonics. Both SPL and Fo also vary with
swelling-induced stiffness change (m̄′). Greater swelling-induced softening corresponds to
larger Fo and SPL decreases for the same level of swelling.
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Figure 5.4: Fundamental frequency (Fo), SPL at 1m, and glottal width waveform ampli-
tude as a function of swelling level (v) and swelling-induced stiffness change (m̄′). The
right abscissa shows the percent change from the initial value

5.3.3 Vocal fold damage measures

We consider three candidate metrics to assess potential VF damage (phonotrauma), namely
von Mises stress, viscous dissipation, and collision pressure, defined as follows. The von
Mises stress is given by σvm =

√
3/2σdev : σdev, where σdev = σ − 1/3(Trσ)I is the

deviatoric part of the Cauchy stress. Spatial fields of viscous dissipation are defined by
wvisc = ηϵ̇ : ϵ̇ and spatial fields of collision pressure, pcon, are given in Equation (5.4).

To quantitatively compare these spatially and temporally varying variables, we compute
the spatial and temporal averages as follows. For a function f(X, t) (representing von
Mises stress or viscous dissipation), the spatio-temporal average and temporal average, are
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denoted by f̂ and f̃ , respectively, are defined as

f̂ = avg
X,t

f(X, t) =

∫ 0.5

0.25

∫
Ωcover

f(X, t) dXdt∫ 0.5

0.25

∫
Ωcover

dXdt
, (5.12)

f̃ = avg
t
f(X, t) =

∫ 0.5

0.25
f(X, t) dt∫ 0.5

0.25
dt

, (5.13)

where the time integration limits of (0.25, 0.5) represent the last half of the time series.

In the case of contact quantities, we compute similar averages but only count instances
where contact occurs. These averages are given by

f̂ = avg
s,t

f(s, t) =

∫ 0.5

0.25

∫
∂Ωmed

H(g(s, t))f(s, t) dsdt∫ 0.5

0.25

∫
∂Ωmed

H(g(s, t)) dsdt
, (5.14)

f̃ = avg
t
f(s, t) =

∫ 0.5

0.25
H(g(s, t))f(s, t) dt∫ 0.5

0.25
H(g(s, t)) dt

, (5.15)

where H is the Heaviside step function and g(s, t) is the contact gap from Equation (5.4);
note H(g(s, t)) is 1 when contact occurs and is 0 otherwise.

Figure 5.5 shows time-averaged von Mises stress fields (σ̃vm) for the no-swelling condi-
tion (first column) and as differences relative to the no-swelling condition as swelling in-
creases (subsequent columns). In the inferior portion of the cover layer, increasing swelling
causes a slight decrease in the von Mises stress (for example v = 1.10, m̄′ = −0.8) although
this decrease is less severe at higher swelling levels. In the medial and superior portions
of the cover layer, increasing swelling consistently increases the von Mises stress. Within
the body increasing swelling causes minimal changes. Greater swelling-induced softening
(negative m̄′) tends to mitigate increases in von Mises stress at higher levels of swelling
(see, for example, v = 1.30 for the different m̄′ values).
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Figure 5.5: Time averaged (over the last 0.25 s) von Mises stress fields (σ̃vm) as a function
of swelling level (v) and swelling-induced stiffness change (m̄′). The first column shows the
absolute von Mises stress while the remaining columns show changes in von Mises stress
relative to the no-swelling condition (first column v = 1). Regions with ∆σ̃vm = 0 are
indicated by a solid dark contour for clarity

Figure 5.6 summarizes the spatio-temporally averaged trends of von Mises stress (σ̂vm).
Mean von Mises stress initially drops with increasing swelling (v) due to the decrease in
von Mises stress in the inferior part of the cover. This is followed by a more substantial
rise with further increases in swelling due to the effects of increasing von Mises stress in
the superior and medial parts of the cover. As seen in Figure 5.5, greater swelling-induced
softening tends to mitigate the rise in von Mises stress induced by swelling; for the greatest
swelling-induced softening (m̄′ = −1.6), this effect is strong enough to slightly decrease
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von Mises stress for all swelling conditions.
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Figure 5.6: Spatio-temporally averaged von Mises stress in the cover (σ̂vm) as a function
of swelling level (v) and swelling-induced stiffness change (m̄′). The right abscissa shows
the percent change from the initial value

Figure 5.7 presents time-averaged viscous dissipation fields (w̃visc) for the no-swelling
condition (first column) and as differences compared to the no-swelling condition (sub-
sequent columns). Greater degrees of swelling increases viscous dissipation in the cover,
which tends to be concentrated within the medial region of the cover where contact oc-
curs. Greater swelling-induced softening (negative m̄′) also results in increased viscous
dissipation for the same level of swelling.
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Figure 5.7: Time averaged viscous dissipation rate fields (w̃visc) as a function of swelling
level (v) and swelling-induced stiffness change (m̄′). The first column shows absolute values
of viscous dissipation rate; subsequent columns to the right show changes relative to the
first column. Solid line contours indicate zero viscous dissipation change for clarity

Analogous to Figure 5.6, Figure 5.8 shows the spatio-temporally averaged viscous dis-
sipation rate in the cover (ŵvisc). Clearly, viscous dissipation is affected by both swelling
magnitude (v) and swelling-induced stiffness change (m̄′). Greater swelling and/or swelling-
induced softening both result in increased viscous dissipation.
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function of swelling level (v) and swelling-induced stiffness change (m̄′). The right abscissa
shows the percent change from the initial value

Figure 5.9 shows the time averaged collision pressure during VF collision (p̃c). As
swelling increases, so does collision pressure and contact area. Greater swelling-induced
softening (negative m̄′) reduces the magnitude of collision pressure and slightly reduces the
contact area.
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Figure 5.9: Time averaged (over the contacting duration) collision pressure distributions
(p̃c) as a function of swelling level (v) and swelling-induced stiffness change (m̄′)

Figure 5.10 illustrates the temporal and spatial statistics of contact quantities over
the contacting duration and areas. For the spatio-temporally averaged collision pressure
(p̂c), Figure 5.10 shows that increasing swelling (v) generally increases collision pressure
(both average and maximum), except for a small dip in spatio-temporally averaged contact
pressure for slight swelling (v = 1.1), which is exacerbated with increasing swelling-induced
softening (m̄′). In general, greater swelling-induced softening (m̄′) reduces the increase in
collision pressure with swelling. Contact area (Ãc) is similarly affected with more swelling
leading to larger contact areas. Swelling-induced stiffness change has a small mediating
effect where greater softening results in a slightly smaller contact areas.

5.3.4 Isolating the impact of swelling-induced effects on
damage measures

In this section we aim to isolate the influence of various swelling-induced effects on VF
damage measures. Specifically, we decompose swelling into four constituent effects; namely,
swelling-induced changes in:

1. mass, arising from Equation (5.2),

102



2. stiffness, arising from the term (m̄′(v − 1) + 1) in Equation (5.3)

3. VF geometry from the hydrostatic pressure generated by the swelling-modified Green
strain (Ē) in Equation (5.3), and

4. prephonatory gap (the minimum distance between the symmetry plane and VF sur-
face in Figure 5.1); the gap change is related to the static deformation from swelling
and a fixed symmetry plane.

To explore the isolated effects of swelling-induced changes in mass, stiffness, and prephona-
tory gap, we conducted simulations wherein the chosen parameters was held constant. For
mass, this was accomplished by leaving the density constant; for stiffness this coincides
with setting m̄′ = 0; for the gap change this involves shifting the symmetry plane (Ymid

in Table 5.1) to ensure the prephonatory gap remains fixed. To examine the effect of
VF geometry change, we removed the other effects (mass, stiffness, and prephonatory gap
change) and observed how the damage quantity changed with increasing swelling (which
induced a VF geometry change). This was made possible because when these three effects
are removed, only the swelling-induced VF geometry change effect remains. By then com-
paring against results with all influences included, the impact of the selected component
could be assessed.

Figure 5.11 shows that each damage measure is affected by different swelling-induced
changes. Spatio-temporally averaged von Mises stress (σ̂vm) is primarily affected by swelling-
induced VF geometry changes and stiffness changes (m̄′), as seen in Figure 5.11 since the
‘no stiffness change’ trend differs significantly from the ‘all swelling effects’ trend. When
only the VF geometry change effect is present (‘no stiffness, mass, or gap change’) von
Mises stress increases with swelling (v), thus showing the effect of swelling-induced VF
geometry change on von Mises stress. Swelling-induced mass, stiffness, and prephonatory
gap all tend to increase spatio-temporally averaged viscous dissipation (ŵvisc). Removing
these three effects (‘no stiffness, mass, or gap change’) results in little variation of vis-
cous dissipation with swelling, indicating that swelling-induced VF geometry changes have
little impact. Swelling-induced softening (the ‘no stiffness change’ trend is above the ‘all
swelling effects’ trend) tends to decrease spatio-temporally averaged collision pressure (p̂c),
whereas swelling-induced mass and gap changes tend to increase collision pressure (the ‘no
mass change’ and ‘no gap change’ trends are below the ‘all swelling effects’ trends). When
these three effects are removed collision pressures vary only slightly with swelling, again
indicating that swelling-induced VF geometry change has little effect.
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5.4 Discussion

As expected, swelling clearly alters the shape and mass of the VFs. Mass change follows
the linear relationship prescribed in Equation (5.2). For the volume change, the medial
surface predictably bulges outwards (Figure 5.2); furthermore, because the body layer
does not swell, the expansion of the cover layer also slightly expands the body by pulling
it outwards. The slight expansion of the body layer is a result of the small but non-zero
compressibility of the system.

As seen in Figure 5.4, fundamental frequency (Fo) decreases with increasing swelling
(v) and swelling-induced softening (m̄′). Considering a spring-mass-damper analogy for
the VF, swelling increases mass and decreases stiffness, both of which reduce frequency.
Swelling-induced softening results in a larger stiffness reduction for the same degree of
swelling, leading to a drop in fundamental frequency. Swelling has a small effect on SPL,
where increasing swelling and/or swelling-induced softening tends to reduce SPL. We
hypothesize this is due in part to the reduced prephonatory gap with swelling due to
the bulging cover. Reduced prephonatory gap is associated with diminished vibration
amplitudes (Figure 5.4), leading to smaller flow rate waveform amplitudes and thus SPL.
The changes in SPL were on the order of 0.5 dB, however, which is likely insignificant
considering variations in SPL for a speaker between utterances have been measured at
over 1 dB [157]. The observed changes in SPL and Fo herein are qualitatively similar to
changes in these quantities found in a recent study exploring the effect of dehydration-
induced stiffness changes [34] (the reverse of swelling-induced softening studied herein) of
8.6Hz and −0.4 dB, respectively, at 10% systemic dehydration.

5.4.1 Damage measures

Swelling has differing effects on the various damage measures explored herein, with some
showing propitious effects of swelling and others exhibiting detrimental trends, depending
on the degree of swelling. As swelling increases, von Mises stress in the cover (σ̃vm) is
affected differently depending on the region. In the medial and superior parts of the
cover, increased swelling consistently increased von Mises stress (Figure 5.5), while in
the inferior portion of the cover it experienced a slight decrease. The spatio-temporal
average of von Mises stress over the cover (σ̂vm shown in Figure 5.6) exhibits a slight
decrease with low degrees of swelling followed by a rapid rise as swelling increases further.
Similarly, average contact pressure (p̂c seen in Figure 5.10), though increasing initially with
swelling, exhibits a plateau over a range of modest swelling. That is modest swelling may be
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beneficial, at least in terms of these particular damage measures, which is aligned with the
clinical impression of the protective benefits of vocal warm up exercises in mitigating vocal
fatigue and potentially vocal injury [158]. In contrast, spatio-temporally averaged viscous
dissipation (ŵvisc) and maximum collision pressure (Figures 5.8 and 5.10, respectively) both
exhibited detrimental effects with swelling.

The selected damage measures are primarily affected by different aspects of swelling (see
Figure 5.11) likely due to differing physical mechanisms that drive them. The von Mises
stress, for example, is primarily affected by VF geometry changes and swelling-induced
stiffness change (Figure 5.11) likely due to the mechanism of cover deformation induced by
swelling (v). This is supported by differences in the von Mises stress distribution between
the inferior part of the cover and the remainder. In the inferior portion of the cover,
swelling acts to expand the cover while air pressure in the glottis tends to compress it,
thus leading to less distortion and lower von Mises stress. Over the medial and superior
surfaces, however, fluid pressures are negligible due to flow separation so the swelling-
induced VF geometry change leads to distortions that purely increase von Mises stress.
Under greater swelling-induced softening, distortions induced by VF geometry change will
likewise directly result in smaller stresses.

Swelling-induced mass, stiffness, and prephonatory gap changes were all found to in-
crease viscous dissipation (Figure 5.11) due to its dependence on tissue strain rates. Low-
ering stiffness, for example, tends to increase tissue deformations which would increase
strain rates and thus increase viscous dissipation. Increasing mass tends to increase VF
momentum which would also lead to higher viscous dissipation, particularly during con-
tact, when the additional momentum is dissipated. Similarly, as swelling reduces the
prephonatory gap, the VFs tend to collide with greater momentum, as evidenced by colli-
sion pressure [159, 160], which would lead to higher internal strain rate and greater viscous
dissipation.

Effects of swelling-induced changes on collision pressure (p̂c) are explained by the mo-
mentum of the VFs at contact. The effect of swelling-induced softening on lowering colli-
sion pressure arises because the softer cover layer increases the time and area over which
contact force is distributed. Swelling-induced mass variation tends to increase collision
pressure (Figure 5.11) likely due to the increase in momentum of the VFs, which was
found to increase with increasing swelling. Similarly, swelling-induced prephonatory gap
tends to cause increased collision pressure, as seen for smaller prephonatory gaps in past
studies [159, 160], likely due to an increase in the pre-collision momentum.

All damage measures appear concentrated in the medial and superior portions of the
cover (Figures 5.5, 5.7, and 5.9). If von Mises stress (σ̃vm) plays a dominant role in damage
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then swelling would be broadly distributed throughout the medial and superior portions of
the cover (Figure 5.5). In contrast, if collision pressure (p̃c) and viscous dissipation (w̃visc)
drive damage, then swelling would likely concentrate at local regions on the medial surface,
(Figures 5.9 and 5.7).

Our results also suggest how swelling could play a role in initiating a vicious cycle that
leads to PVH. The first aspect of the vicious cycle is a hyperfunctional response induced
by changes in acoustic outputs from swelling. Our study shows that moderate amounts
of swelling (30%) induce relatively small changes in SPL (about 0.5 dB) and moderate
changes in fundamental frequency (about 10Hz) which suggests that hyperfunctional ad-
justments for voice changes induced by swelling would likely compensate for fundamental
frequency rather than loudness. Increases in fundamental frequency could be facilitated by
compensatory hyperfunctional increases in muscle tension and subglottal pressure. Higher
subglottal pressures would likely then trigger further swelling due to the damage induced
by swelling as discussed previously. This could potentially lead to a vicious cycle and the
development of PVH. We note, that the simulations presented herein were performed at
very low subglottal pressures, which was necessary to ensure self-sustained oscillations over
the entire range of swelling parameters considered. We suspect that the impact of swelling
on SPL and Fo would be more significant at higher subglottal pressures, but confirming
this will require significant modifications to the methodology that are beyond the scope of
this preliminary effort.

5.4.2 Study limitations

There are several important limitations in our study. First, three-dimensional (3D) effects
are inherently omitted by virtue of the 2D model. Given the aspect ratio of fully adducted
VFs, we expect that 3D simulation findings would be similar to the present results in a
mid-coronal plane. That said, protuberances in the mid-membranous region evident in
structural pathologies and their influence on VF dynamics cannot be accurately explored
with a 2D model. Similarly, swelling localized to this region would require a full 3D
simulation.

The third term in the first integral of Equation 1 represents viscous effects through a
simple Kelvin-Voigt model, which is assumed herein to be unaffected by swelling. Hydra-
tion of the VFs is known to affect VF viscosity, with experiments finding that dehydration
increases viscosity [108]. This suggests that swelling, which increases water content, should
lower viscosity. We expect that incorporating this effect will not significantly influence our
results except for the viscous dissipation rate, since this measure is directly affected by vis-
cous stresses. We hypothesize that modelling this effect will increase the viscous dissipation
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with swelling, w̃visc, since the reduced viscosity will facilitate larger strain rates for the same
external forcing. In addition, the Kelvin-Voigt model is a simple viscoelastic model that
does not capture some viscoelastic behaviour of VFs, such as shear-thinning [128, Figure
6]. We opted to omit more complicated viscoelastic models and swelling effects on viscos-
ity in order to focus our study on the change in shape and stiffness induced by swelling.
More sophisticated viscoelastic models, like biphasic models, are more suited to investigate
hydration-induced changes in viscosity and potentially capture viscoelastic phenomena like
shear-thinning. Coupling stress-driven fluid flux and swelling is left for future work.

Importantly, the present model does not incorporate physical mechanisms that cause
swelling, such as chemical concentration differences leading to osmotic pressure gradients.
Our model considers swelling that is purely related to mechanical trauma; however, swelling
is mediated and caused by numerous factors, such as presence of disease, changes in lymph
drainage, and increases in capillary pressure [105]. While the current approach allows us
to prescribe the level of swelling a priori, modeling the physical mechanisms that cause
swelling is necessary for future studies examining the the progression of phonotrauma. For
example, in swelling induced by damage, the swelling profile would likely be concentrated
near regions of local damage in contrast to the uniformly distributed swelling considered
here. Consideration of physical mechanisms that cause swelling will be the subject of future
work.

The subglottal pressure used in our model (300Pa, Table 5.1) is lower than the typical
value of about 1000Pa used in many computational studies (see, for example, [54, 68, 70]).
In our simulations, we observed the hyperelastic material model predicted the VFs would
adopt a static “blown apart” configuration at subglottal pressures above about 500Pa
while the VFs would self-oscillate for intermediate pressures above the onset pressure but
below this value. While this subglottal pressure is lower than the typical value employed
in previous studies, it is within the lower end of the physiological range [156]. Another
study employing a different hyperelastic material model (Mooney-Rivlin) for the VFs [117]
coupled with a Bernoulli-based glottal flow used a subglottal pressure value of 2000Pa
but also modeled the VFs as three-dimensional and employed a different VF geometry.
Extending the current model to three-dimensions along with modifications to VF geometry
and constitutive models might allow for similarly high subglottal pressures to be employed
while maintaining self-oscillation of the VFs. These higher subglottal pressures could also
increase the effects of swelling on SPL and frequency seen here.

Our model does not include acoustic feedback effects (level 2 interactions [51]) which
could influence the VF dynamics with swelling. Given that the effects of swelling without
acoustics induced relatively small changes, we suspect that acoustic coupling effects would
likewise be minor. In special cases where the fundamental frequency is near a formant
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frequency, however, the changes in frequency induced by swelling could lead to dramatic
changes in behavior due to resonance effects. Such acoustic feedback requires further
investigation.

Finally, in the broader context of quantifying phonotrauma, there remains debate as
to the most appropriate damage measure, with several having been proposed in the litera-
ture, including dissipation dose, contact pressures, and internal stresses [144–146, 160–162],
which inspired the viscous dissipation metric employed herein [144, 146]. Furthermore, it
remains unclear whether localized damage or more distributed measures are most impor-
tant and how these translate to swelling. The process leading from mechanical trauma
to swelling involves a complex bio-chemical response at the cellular level which ultimately
disturbs the normal fluid exchange through tissue [29]. Whether localized or distributed
measures of damage are more important then, would require detailed knowledge of how
tissue damage affects these cellular mechanisms that control the fluid balance, which is
incompletely understood [29]. The measures explored herein were selected to canvas some
of the parameters considered in prior literature for quantifying phonotrauma, but we make
no claim that these are the best, nor even necessarily the most appropriate, measures to
consider. As additional clinically-validated measures are identified the influence of swelling
should be reconsidered through their lens.

5.5 Conclusions

In this manuscript we presented a first investigation into the impact of swelling distributed
throughout the VF cover layer on VF kinematics and selected damage measures. At modest
levels of swelling the impacts were marginal, but grew as the degree of fluid accumulation
increased. For example in terms of voice outputs, swelling consistently reduced fundamen-
tal frequency and SPL (a swelling value of 30% induced around a 0.5 dB drop and 10Hz
drop in SPL and frequency, respectively). Such changes in voice outputs would lead to
compensatory adjustments that could trigger the development of PVH.

Damage measures (von Mises stress, viscous dissipation, and collision pressure) were
affected by swelling in different ways. In the case of von Mises stress, small values of
swelling reduced average stresses in the cover due to a protective effect in the inferior
portion of the cover while larger values of swelling increased von Mises stress depending
on the amount of swelling-induced stiffness change (by about 40% at swelling of v = 1.3
and swelling-induced softening of m̄′ = −0.8). Viscous dissipation consistently increased
with increasing swelling and with greater swelling-induced stiffness change exacerbating
the effect (by about 50% at v = 1.3 and m̄′ = −0.8). Similarly, swelling tended to increase
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collision pressure (by about 75% at v = 1.3 and m̄′ = −0.8) with increasing swelling,
whereas greater swelling-induced stiffness change ameliorated the effect.

Swelling was decomposed into constituent effects to examine the factor that most con-
tributed to observed trends in damage measures. Von Mises stress in the VFs was primarily
affected by the swelling induced shape and stiffness changes. In the inferior part of the
cover, swelling induced volume increases balanced with the compressive effects of the fluid
loading resulting in decreases in von Mises stress. In the medial and superior portions
of the cover, however, the flow accelerates or separates resulting in little fluid loading
and therefore von Mises stress increased under the effect of swelling. In contrast to the
von Mises stress, viscous dissipation and collision pressures were affected primarily by
swelling-induced mass, stiffness, and prephonatory gap, and not the VF geometry change
(Figure 5.11). In the case of swelling-induced stiffness, for example, we hypothesized the re-
duced stiffness tended to increase the magnitude of deformations which increased viscous
dissipation; for collision pressure, the reduced stiffness would tend to distribute contact
forces over longer times and areas, thus reducing average collision pressures.

Future work will aim to connect the distribution and magnitude of swelling with mea-
sures of damage. This will then be used to model the progressive effects of swelling with
repeated voice usage due to the feedback of swelling-induced voice output changes leading
to compensatory changes in the VFs that further increase swelling. To capture the im-
portant effects of swelling on viscoelastic parameters, coupling of swelling with biphasic
models will also be pursued. Incorporating these two mechanisms will allow investigation
of the etiology of PVH from phonotrauma.
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Figure 5.10: Statistics of contact quantities over the contacting duration and area consisting
of spatio-temporally averaged collision pressure (p̂c), maximum collision pressure, and time
averaged contact area (Ãc) as a function of swelling level (v) and swelling-induced stiffness
change (m̄′). In each case, the right abscissa shows the percent change from the initial
value
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Figure 5.11: Comparison of spatio-temporally averaged von Mises stress (σ̂vm), viscous
dissipation (ŵvisc), and collision pressure (p̂c) trends versus swelling (v) with different
swelling-induced effects removed and/or present for the intermediate swelling-induced soft-
ening (m̄′ = −0.8). In the case ‘no stiffness, mass, or gap change’, only swelling-induced
geometry change remains. The right abscissa shows the percent change from the initial
value
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Chapter 6

Conclusions and recommendations

6.1 Conclusions

The thesis investigated physical mechanisms in the etiology of VH using computational
models. Vocal hyperfunction is a disorder wherein excessive or abnormal (hyperfunctional)
muscular adjustments occur in speech due to compensation for some underlying issue [9,
10], and it is estimated to occur in 40% of all voice disorders [8]. Despite VH being
a highly prevalent and impactful disorder, its etiology is poorly understood [9, 13]. A
wide range of hypothesized etiologies have been proposed ranging from psychological to
biomechanical factors [13]. The basic computational model employed consists of a 2D FEM
based representation of the VFs with a 1D Bernoulli based representation of the glottal
flow. Three studies were conducted where modifications and additions to this core model
were made in order to explore different hypothesized physical mechanisms, summarized
and reiterated here as (see Chapter 1):

1. Explore the sensitivity of phonation onset pressure to stiffness distributions within the
VFs to uncover if particular stiffness distributions have larger impacts on increasing
onset pressure and thus risk for developing PVH.

2. Investigate how modelling separate epithelium and LP layers differs from modelling
a single cover layer and develop a membrane model of the epithelium to reduce
computational cost of modelling the epithelium.

3. Develop a model of VF swelling to investigate if/how swelling induced changes in the
VFs can trigger a hyperfunctional response and vicious cycle, and thus if swelling
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can trigger the development of PVH.

In Chapter 3 the role of stiffness distributions of the VFs in increasing risk for devel-
oping PVH was studied. The computational VF model was treated as a dynamical system
in order to compute onset pressure, and to obtain a second-order Taylor model of these
quantities with respect to stiffness distributions. The results showed that three stiffness
variations are of primary importance in controlling onset pressure: a BC-like variation
with smooth gradients in the IS and ML directions, a IS stiffness difference in the interior
region of the VFs, and a roughly uniform stiffness increase. The BC-like and IS stiffness
distributions had positive quadratic effects on onset pressure, which implies that these
stiffness variations have specific values which minimize onset pressure. The uniform stiff-
ness increase, on the other hand, was associated with a linear increase in onset pressure.
Because increases in average stiffness are associated with increases in natural frequency,
this gives the interpretation that linear increases in onset pressure due to uniform stiffness
increases are associated with increases in frequency of speech. Conversely, the BC-like and
IS-like stiffnesses have little effect on average stiffness so represent stiffness distributions
that vary onset pressure for a given phonation frequency. This suggests that BC-like and
IS-like stiffness differences play an important role in minimizing risk for developing PVH.
For a given phonation frequency (average stiffness) a critical BC-like and IS-like stiffness
distribution is needed to minimize onset pressure which reduces phonatory effort and would
minimize risk for developing PVH. This finding improves on previous results which consid-
ered simplified stiffness distributions that do not reflect actual stiffness variations in the
VFs [19, 23, 24, 163], and previous studies which predicted monotonic effects of BC-like
variations [18] (that is, the greater the BC variation the better). This result identifies the
two stiffness distributions of greatest importance in governing onset pressure, and hence
vocal effort and risk for PVH, which can help focus future research into prevention and
treatment of the disorder.

In Chapter 4, effects of the epithelium were modelled as a preliminary step and re-
quirement for the modelling of swelling. Specifically, while VFs have a well-known layered
structure that is commonly grouped into body and cover layers, the cover actually consists
of a stiff thin epithelium on top of a thicker loose lamina propria. Experimental studies
exploring the effects of modelling epithelium and lamina propria layers separately found
that the distinct layers behaved differently from a lumped cover, and thus distinct layers
would likely play an important role on swelling in the VFs. To model the epithelium and
lamina propria separately, a FEM implementation of the epithelium as a membrane was
created and added to the basic BC FEM VF model. Testing of the model showed that while
modeling a lumped cover results in qualitatively similar glottal area waveforms compared
to modelling the epithelium and lamina propria separately, details of internal dynamics
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and kinematic measures (for example, IS displacement, internal stresses, and viscous dis-
sipation) were markedly different. This suggests modelling the layers separately rather
than together in a lumped cover is important to capture the difference in dynamics and
kinematics. This result improves on previous models which incorporated an epithelium by
discretizing the thin layer with elements [131] (which increases computational complexity)
and also agrees with past experimental studies that found the epithelium has significant
impacts on VF motion (such as in reducing IS displacement).

In Chapter 5, the role of swelling in triggering a vicious cycle that leads to PVH was
studied. To do this, the epithelium BC FEM model described in Chapter 4, was augmented
with a developed model of swelling [29, 116]. This swelling model consists of a modified hy-
perelastic constitutive equation which causes swelling through a hydrostatic pressure given
by a prescribed swelling field. The swelling model captures shape changes induced during
swelling as well as changes in stiffness and density of the swollen material. The developed
model was used to conduct parametric studies on the effects of swelling on voice outputs
(Fo and SPL) and measures of VF damage (von Mises stress, viscous dissipation, contact
pressure). Results showed that increasing swelling consistently lead to increased measures
of VF damage, moderated by swelling induced softening. In addition, increasing swelling
reduces Fo albeit with negligible changes in SPL. These two findings suggest swelling could
play a role in triggering the vicious cycle in PVH in the following manner. Initial swelling
reduces output frequency which results in compensatory increases in subglottal pressure
and muscle tension. Under these compensatory adjustments measures of VF damage tend
to increase because forces are higher with increase subglottal pressure, which leads to fur-
ther swelling. With increased swelling, measures of VF damage also increase so that a
positive feedback process may be triggered. This result suggests the physical mechanism
through which a vicious cycle in PVH can be triggered (through compensatory adjust-
ments for Fo) and thus could inform future research and clinical treatment of PVH. The
result also improves on previous work by introducing a swelling model for VFs which has
previously not been considered.

6.2 Recommendations for future work

The onset study considered the effect of changes in elasticity on onset pressure; however
there are additional factors that affect onset pressure. The onset study aimed to see what
stiffness distributions are most important to maintain a low onset pressure, and thus avoid
high phonatory effort that could lead to PVH. While such changes are an important factor
in controlling the onset pressure there are other factors, namely, shape of the VF medial
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surface and changes in VF posture through muscle activation. Shape changes have largely
not been studied, but likely play a role in the dynamics of the VFs and onset pressure.
Similarly, muscle activations create active stresses in the VFs [117] which creates pre-
stresses and strains and changes the prephonatory shape of the VFs, ultimately affecting
the mechanical response and onset pressure. Muscle activation is particularly important
because modulation in frequency of the VFs is accomplished with muscle activation [3],
not stiffness of the VFs as was considered in this study. A similar study of the effects of
muscle activation on onset pressure could illustrate what types of muscle activation have
the least phonatory effort (lower onset pressure) for a target frequency, which is more
useful physiologically since muscle activation is physiologically controlled, rather than VF
stiffness. A potential approach to study this is to develop a model of muscle activation
as done in past studies [117] and study the sensitivity of onset pressure with respect to
muscle activation rather than stiffness.

The swelling study only considered a parametric study of how swelling changes voice
outputs and damage measures to investigate if they can trigger a vicious cycle, but did
not model the vicious cycle itself. A next step would be to modelling the vicious cycle
directly by modelling the compensatory response and by linking measures of phonotrauma
to resulting swelling. Linking measures of phonotrauma to swelling is a particularly im-
portant and complicated aspect of this since, physiologically, swelling occurs through a
complex biochemical process (Section 2.5). Modelling this will thus involve phsyiological
and biochemical factors that could also vary between individuals. Nevertheless, modelling
the vicious cycle is important because it would inform details of how the vicious cycle leads
to PVH, such as the time required, and resulting severity.

The epithelium membrane model considered a small-deformation assumption which
should be extended to a large deformation membrane. For the range of swelling consid-
ered, deformations of the membrane were small and so the small strain assumption was
likely sufficient; however, large strains in the VFs can occur during loud voicing and notably
during VF posturing movements induced by muscle activation. Modelling such scenarios
with an epithelium will require a large deformation model. Large deformation thin-shell
models are available in many off-the-shelf finite element method software packages, how-
ever, such a model does not exist in FEniCS so must be implemented under the constraints
of the FEniCS library. Potential formulations that could be used to accomplish this were
given in a “intrinsic” formulation [138, 164].

Models used across the different studies relied on a 2D plane-strain representation but
3D effects are likely important in some scenarios. The 2D plane strain representation
is a useful simplification due to lower computational cost and is likely reasonably accu-
rate for some scenarios such as for long VFs (AP dimension in the coronal plane) which
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would ensure accuracy of the 2D strain assumption. In many situations, however, these
assumptions are invalidated and thus necessitate a 3D model. For example, VFs undergo
posturing changes through muscle activations which involve changes in shape of the VFs
and so involves 3D effects. Similarly VFs have transversely isotropic properties where the
properties in the AP direction are different from those in the coronal plane (the plane
considered in the simplified 2D representations). When VFs are tensed or loosened, these
properties may play a large role in the mechanical response necessitating modelling of 3D
effects.

Models used a simplified 1D Bernoulli flow which should be extended to higher fidelity
flow models. Past studies have commonly used the 1D Bernoulli flow approximation be-
cause of its simplicity, and some studies have shown that 1D Bernoulli type models give
qualitatively similar results to those based on the NS equations. However, the 1D Bernoulli
flow model cannot capture complex physical phenomena such as flow seperation, and for-
mation of boundary layers in the thin glottal channel (viscous effects become important
when the VFs are near closure). These more complicated flow effects can play an impor-
tant role; for example, flow separation plays a large role in the pressure distribution on
the VF surface and so must be specified in an ad-hoc manner for 1D flow models. One
promising approach that could balance the fidelity of complicated models and simplicity
of 1D models are more recent 1D flow models for collapsible flow channels [72, 74] that
attempt to capture 3D flow phenomena using additional terms.

Models also did not include acoustic effects, which can play an important role in certain
situations. For example, acoustic effects are theorized to play a large role on VF dynam-
ics when the acoustic tract opening above the glottis is small, or when the frequency of
formants is close to the frequency of VF vibration [51]. These voice situations may oc-
cur when producing particular vowel sounds and pitches. Future work could employ 1D
acoustic models, such as the wave-reflection analog approach, to capture these effects.
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82P. Šidlof, J. Horáček, and V. Řidký, “Parallel CFD simulation of flow in a 3D model of
vibrating human vocal folds”, Comput. Fluids 80, 290–300 (2013).

83J. D. Anderson and J. Wendt, Computational fluid dynamics, Vol. 206 (Springer, 1995).

84C. Zhang, W. Zhao, S. H. Frankel, and L. Mongeau, “Computational aeroacoustics of
phonation, Part II: Effects of flow parameters and ventricular folds”, J. Acoust. Soc.
Am. 112, 2147–2154 (2002).

85W. Jiang, X. Zheng, and Q. Xue, “Influence of vocal fold cover layer thickness on its
vibratory dynamics during voice production”, J. Acoust. Soc. Am. 146, 369–380 (2019).
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Appendix A

Sensitivity of phonation onset
pressure to vocal fold stiffness
distribution

A.1 Sensitivity of phonation onset pressure

To solve for Hopf bifurcations, we use the Griewank-Reddien equations, given by

FHopf =


F

∂F/∂X∆Xr + ω∂F/∂Ẋ∆X i

∂F/∂X∆X i − ω∂F/∂Ẋ∆Xr

Z⊺∆Xr

Z⊺∆X i − 1

 , (A.1)

XHopf =
(
X ∆X i ∆Xr psub ω

)⊺
, (A.2)

where ω is frequency of the neutrally stable oscillation, ∆X = ∆Xr + ∆X ij is the mode
of the oscillation (with real part ∆Xr and imaginary part ∆X i; j =

√
−1), and Z is a

constant vector used to normalize the real and imaginary modes [98]; herein we chose all
components of Z to equal 1 (Z[i] = 1 for all i). We employ a Newton method to iteratively
determine the phonation onset state from an initial guess by finding the state, XHopf , that
satisfies the residual

FHopf(XHopf ;E) = 0, (A.3)
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for a known distribution of stiffness, E.

To generate an initial guess for the iterative solution of Equation (A.3), we compute
fixed points and stabilities of the fixed points over a range of subglottal pressures, psub =
0Pa to 800Pa in 100Pa increments. Fixed-points in Equation (3.7) correspond to a static
state and are found by solving

F (X fp, 0) = 0, (A.4)

using an iterative Newton method, where X fp denotes the fixed-point state. Stability of
the fixed points was assessed by solving an eigenvalue problem for small perturbations,
∆X = ∆Xr +∆X ij, about the fixed point given by [96, 97]

(ωr + ωij)

(
∂F

∂Ẋ

)
Xfp

(∆Xr +∆X ij) =

(
∂F

∂X

)
Xfp

(∆Xr +∆X ij). (A.5)

A positive ωr corresponds to an unstable mode with angular frequency ωi. We locate
a pressure interval where a mode transitions from stable to unstable and use conditions
at the midpoint of this interval as an initial guess for XHopf . At the midpoint, we com-
pute the fixed point and stability of the system for the midpoint pressure, psub, to find
X fp,∆X i,∆Xr, ωr, ωi. We normalize the modes to satisfy the normalization conditions in
the Griewank-Reddien equations using

∆Xr +∆X ij = (a+ bj)(∆Xr +∆X ij),

a =
∆X⊺

i Z

(∆X⊺
i Z)

2 + (∆X⊺
rZ)2

,

b =
∆X⊺

rZ

(∆X⊺
i Z)

2 + (∆X⊺
rZ)2

,

where ∆Xr +∆X ij can be seen to satisfy the the final two blocks of Equation (A.1). This
results in the initial guess

XHopf =
(
X fp ∆X i ∆Xr psub ωi

)⊺
,

where the quantities are obtained at the midpoint as described.

While Hopf bifurcations can also be located by iteratively testing subglottal pressures
and determining the stability of the fixed points (for example, by testing stability of in-
tervals as described previously), solution of Hopf bifurcations by the Griewank-Reddien
equations has at least two key benefits. Firstly, the nonlinear system of equations char-
acterizes the conditions for a Hopf bifurcation to occur so can be solved to high accuracy
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with an iterative method (Newton’s method), and thus locates phonation onset with high
accuracy. Secondly, the nonlinear system of equations form a differentiable relationship
characterizing onset which allows computation of the sensitivity of onset to stiffness for
deviations about a linearization point. This strategy is employed to characterize the sensi-
tivity of onset pressure and frequency with respect to stiffness, as outlined in Section A.1
below.

Sensitivity analysis of the Hopf bifurcation system

To characterize the gradient of onset pressure to arbitrary stiffness distributions, we use
an adjoint approach to compute these sensitivities from the Griewank-Reddien equations,
which has a computational cost similar to solving the Griewank-Reddien equations them-
selves. Consider an arbitrary non-linear functional of the Hopf state, Ĝ(XHopf), and the

same non-linear functional viewed as a pure function of E, G(E) = Ĝ(XHopf(E)), where,
XHopf(E), involves the implicit solution of the Griewank-Reddien equations at the given

stiffness distribution, and where (̂·) is used to distinguish between the functionals. The
respective gradients are then related by

∂G

∂E
= − ∂Ĝ

∂XHopf

(
∂FHopf

∂XHopf

)−1(
∂FHopf

∂E

)
, (A.6)

where solving (∂FHopf/∂XHopf)
−⊺∂Ĝ/∂X⊺

Hopf corresponds to the adjoint problem and has
a similar cost to a single iteration of the Newton method when solving Equation (A.3).
For the case of onset pressure, the functional is given by

p̂on(XHopf) =
(
0 0 0 1 0

)
XHopf = psub, (A.7)

and Equation (A.6) is used to compute their gradients (∂pon/∂E, ∂fon/∂E) with respect
to stiffness.

To characterize the Hessian of onset pressure with respect to arbitrary stiffness distri-
butions, we use a finite-difference method to approximate the action of the Hessian along
a given direction, ∆E, and couple this with the Krylov-Schur method of SLEPc [165] to
compute an eigenvalue decomposition of the Hessian

∂ 2G

∂E2
∆Ei = Λi∆Ei (A.8)

where ∆Ei,Λi are the eigenvectors and eigenvalues, respectively, and i is the index. To
compute the Hessian vector products needed by the Krylov-Schur method, we use the
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strategy for computing gradients described previously and a finite difference approximation

∂ 2G

∂E2
∆E ≈

||∆E||l2(Ω)

h

((
∂G

∂E

)
E+h∆̂E

−
(
∂G

∂E

)
E

)
, (A.9)

∆̂E =
∆E

||∆E||l2(Ω)

, (A.10)

where ||∆E||l2(Ω) =
√∫

Ω
(∆E)2dX (the norm over the function, ∆E, corresponding to ∆E)

and h are chosen to scale the perturbation to avoid the effects of numerical error. The step
size, h, in the finite difference approximation must be chosen sufficiently large so that nu-
merical round-off error is mitigated while simultaneously being small enough to accurately
approximate the derivative. We tested a range of step sizes h = (1×10−2, 1×10−3, 1×10−4)
(see Appendix A.3), and found the eigenvalue decomposition was not affected over this
range; as such, we select h = 1× 10−3 moving forward.

A.2 Effect of separation point location

As mentioned in Section 3.3, sensitivities of onset pressure can be strongly affected by
the ad hoc separation point prescription used in the Bernoulli equation. The separation
point model enforces flow separation at a fixed vertex location (Equation (3.3) and Equa-
tion (3.2)), and therefore displacement of the separation point impacts pressures over the
entire medial surface. By using discontinuous changes in stiffness around the separation
point, the point can be made to move nearly independently of the remainder of the medial
surface and greatly impact the onset conditions. This is illustrated in Figure A.1. For
the first column of Figure A.1, the first eigenvector has a discontinuity situated close to
the separation point location. The second eigenvector, which is smooth, has only a weak
discontinuity. Similarly, for the second column and second eigenvector the discontinu-
ity is situated close to the shifted separation location. This suggests the discontinuity is
associated with moving the location of the separation point.

We note that placing the separation point further upstream resulted in instability of the
Griewank-Reddien equations, so only the two pictured separation points were considered.

While the separation point model results in discontinuities in eigenvectors for certain
linearization points, the ‘smooth’ eigenvectors have physical meaning that are not a product
of the specific separation point model. This can be partly seen in the qualitative similarities
between ‘smooth’ eigenvectors in Figure A.1 which resemble the BC-like eigenvectors in
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Figure A.1: Eigendecomposition of the Hessian for the linearization point (Eb, Ec) =
(6 kPa, 2 kPa) with varying separation point, indicated by a circle. Eigenvectors are sorted
in descending order by the largest absolute value of the eigenvalue from top to bottom and
are also normalized by the max-min difference, max(∆Ei)−min(∆Ei)

Figure 3.3. Figure A.2 further illustrates this using the eigenvector decomposition of the
Hessian for the linearization (Eb, Ec) = (6 kPa, 6 kPa), where separation point induced
discontinuities did not occur. As the separation point moves, the first eigenvector shares
qualitative characteristics, although the associated eigenvalue does change. The fact that
the eigenvector appears similar across different separation points suggests this eigenvector
is a product of bulk flow forcing, rather than the separation model.

Preliminary experiments showed that discontinuities are particularly prevalent when the
medial surface stiffness is loose and/or when the prephonatory gap is small. This is likely
the ability of glottal flow pressures to drive motion increases under small prephonatory
gaps and/or low medial surface stiffnesses. When the VFs are nearly closed, for example,
small motions of the separation point can drastically change the area ratios, a(s)/asep,
over the medial surface, which results in dramatic pressure predictions from the Bernoulli
equation for small displacements; these large pressures can induce significant motion of
the VFs. Low medial surface stiffnesses also result in larger displacements of the medial
surface for the same surface pressure. This could be why separation point discontinuities
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Figure A.2: Eigendecomposition of the Hessian for the linearization point (Eb, Ec) =
(6 kPa, 6 kPa) with varying separation point, indicated by a circle. Eigenvectors are sorted
in descending order by the largest real value of the eigenvalue from top to bottom and are
also normalized by the max-min difference, max(∆Ei)−min(∆Ei)

are seen for the (Eb, Ec) = (6 kPa, 2 kPa) linearization point (Figure A.1) and not the
(Eb, Ec) = (6 kPa, 6 kPa) linearization point (Figure A.2).

Taylor model of onset pressure

To better interpret the quadratic approximation from Equation (3.9) (for both projected
and non-layered sensitivities), the Taylor approximation is further decomposed based on
eigenvalues of the Hessian and the critical point of the quadratic approximation. To illus-
trate this, four schematic cases are illustrated in Figure A.3 for the case where stiffness,
E = (Ec, Eb), varies only in the cover and body layers, which allows for plotting in 2D.
In all cases we see that elliptical contours are present representing either a quadratic or a
saddle surface with a critical point where the gradient is zero. Figure A.3 A illustrates the
case where the Hessian has two positive eigenvalues, Λ, therefore indicating a minimum in
onset pressure for a particular combination of E∗ = (Eb, Ec). The larger the eigenvalue,
the faster the onset pressure varies along the associated eigenvector and thus the more
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Figure A.3: Schematic second order Taylor models for onset pressure for a two-layer body
cover stiffness variation. Eigenvectors and values of the quadratic surface are illustrated
at the critical point, E∗, while the gradient, ∂pon/∂E, is shown at the linearization point,
E0. The subplots represent: (a) two non-negligible eigenvalues, (b) one positive and one
negative eigenvalue, (c) one non-negligible eigenvalue (d) one non-negligible eigenvalue
with a linear change in the direction of 0 curvature.

compressed contours are along the direction. Figure A.3 B illustrates the case of one posi-
tive and one negative eigenvalue resulting in a saddle surface. Figure A.3 C illustrates one
positive eigenvalue and one 0 eigenvalue; in this case the dependence of onset pressure on
stiffness is one-dimensional along the eigenvector with non-zero eigenvalue since variations
in onset pressure along directions with 0 curvature are negligible. Figure A.3 D illustrates
the same eigendecomposition as Figure A.3 C, but with a linear increase along the 0 curva-
ture direction; the dependence of onset pressure on stiffness here is two-dimensional with
quadratic increases in the direction of the eigenvector and linear increases orthogonal to
it.

To compute this Taylor model for onset pressure, we find a subset of n eigenpairs of the
Hessian that have the most significant effect on onset pressure and use these to determine
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the critical point, E∗. For our case, we found that only one or two eigenpairs had significant
impacts on onset pressure. The eigenvectors forms a matrix of basis vectors

Aeig =
[
∆E1, . . . ,∆En

]
,

where each eigenvector is normalized such that ||∆Ei||2 = 1. We find the critical point E∗

in the low-dimensional basis by solving for the point where the gradient is zero

A⊺
eig

(
∂ 2pon
∂E2

)
E0

AeigB = A⊺
eig

(
∂pon
∂E

)⊺

E0

E∗ = E0 − AB,

(A.11)

where B is a vector of coefficients in the basis Aeig (note that Aeig diagonalizes the Hessian
making the solution straightforward). The predicted onset pressure at this critical point
is found by substitution into Equation (3.9)

pon
∗ = pon(E0)−

1

2

(
∂pon
∂E

)
E0

AB. (A.12)

Finally, to compute any linear effect (as in Figure A.3 D), we remove any components of
the gradient along the eigenvector basis

∆E0 =
∂pon
∂E

(1− A⊺
eigAeig), (A.13)

where ∆E0 denotes the direction of linear increase in onset pressure. The Taylor model
then gives a low-dimensional interpretation of the dependence of onset pressure on stiffness
based on stiffness changes around the critical point, as given in Equation (3.10).

A.3 Mesh density and hessian-vector product step

size independence

To assess the dependence of our results on mesh density and the step size approximation
used in Equation (A.9), the Hessian of onset pressure was computed for a range of coarse-to-
fine meshes and step sizes as shown in Figure A.4. Figure A.4 shows that changing mesh
density or step size within the chosen range has minimal effects on the first eigenpair.
Eigenvectors are qualitatively similar while eigenvalues, adjusted for the norm ||(·)||l2(Ω)

(see Equation (3.12)), change only slightly. Adjusting eigenvalues for the norm ||(·)||l2(Ω) is
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Figure A.4: The first eigenpair of the Hessian of onset pressure for the linearization point
(Eb, Ec) = (6 kPa, 6 kPa) and for varying step size, h, (see Equation (A.9)) and mesh den-
sity as measured by the number of cells, ncell. Eigenvectors and eigenvalues are normalized
by the norm ||(·)||l2(Ω)

required to ensure that eigenvalues are comparable across different mesh densities. Ideally,
eigenvalues would converge to a fixed value as mesh density increases, which does not
occur here. This could be a product of the Hessian approximation using finite differences
which may have introduced errors that prevent this convergence from occurring. Due to
the approximate mesh and step size independence, the first mesh (ncell = 397) and step
size, h = 1× 10−3, were selected for computing results.
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Appendix B

The effect of swelling on vocal fold
kinematics and dynamics

B.1 Swelling constitutive equation

Let the deformation from a reference configuration, X, to spatial coordinates, x, be given
by x = X+u(X). Then F = ∂u/∂X is the deformation gradient and E = 1/2(F ⊺F −I)
is the Green strain tensor. To incorporate the effects of swelling, Gou and Pence [116, 151]
proposed an extension of a hyperelastic strain energy w to the form (the strain energy is
formulated here with dependence on E instead of F where the relation between the two
strain energies is w(E) = w(1/2(F ⊺F − I)) = w(F ))

w̄(E; v) = m(v)w(Ē(E; v)) (B.1)

where w̄ is the swelling generalized strain energy, w is the original strain energy, v is the
swelling, and m(v) is a scalar valued monotonic function that satisfies m(1) = 1. The
swelling modified deformation gradient is given by

F̄ (F ; v) = v−1/3F ;

and the swelling modified Green strain by

Ē(E; v) =
1

2
(F̄

T
F̄ − I) = v−2/3E +

1

2
(v−2/3 − 1)I.
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The second Piola-Kirchhoff stress for the swelling modified strain energy is

S̄ =
∂w̄(E; v)

∂E

= m(v)
∂w(Ē)

∂Ē

∂Ē

∂E

= m(v)v−2/3∂w(Ē)

∂Ē
= m(v)v−2/3S|Ē(E;v)

(B.2)

For a Saint Venant-Kirchhoff material w(E) = λ(TrE)2 + µTrE2 so that the second
Piola-Kirchhoff stress is

Kijkl = λδijδkl + µ(δikδjl + δilδjk), (B.3)

S = KE = λTrEI + 2µE, (B.4)

where µ and λ are Lame’s parameters. Substituting the above (Equation (B.4)) into S̄
(Equation (B.2)) results in

S̄ =
m(v)

v
v1/3

(
λTrĒI + 2µĒ,

)
, (B.5)

where K is the constant elasticity tensor for a Saint Venant-Kirchhoff material.

To determine how m(v) changes the modulus with swelling, consider the reference con-
figuration coordinate, X⋆, corresponding to equiaxial expansion by the prescribed swelling
such that ∂X⋆/∂X = v1/3I. The deformation gradient and Green strain measured with
respect to the unswollen reference configuration, X, and with respect to the swollen refer-
ence configuration, X⋆, are then related by

F ⋆ = v−1/3F

E⋆ =
1

2
(F ⋆⊺F ⋆ − I) = v−2/3E +

1

2
(v−2/3 − 1)I,

identical to the relation between Ē and E described above. The strain energy of the
material with respect to the swollen reference configuration is

w⋆(E⋆; v) = m(v)
w(Ē(E, v))

v
= m(v)

w(E⋆)

v
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where the factor 1/v is due to the volume increase. The tangent modulus with respect to
the swollen configuration is then given by

∂ 2w⋆(E⋆; v)

∂(E⋆)2
=
m(v)

v

∂ 2w(E⋆)

∂(E⋆)2
=
m(v)

v
K,

where K is the elasticity tensor of the swollen material. This shows that the change in
modulus is controlled by m(v)/v,

To simplify investigating different functional forms of m(v), we approximate the effect
of m(v)/v with a linear approximation

S̄ ≈ (m̄′|v=1(v − 1) + 1)v−1/3
(
λTrĒI + 2µĒ,

)
(B.6)

where m̄ = m(v)/v.

B.2 Independence study

The mesh density in Figure 5.1 and time step ∆t were chosen based on a mesh and time
step independence study shown in Figure B.1. The mean (over time and the cover region)
for von Mises stress and viscous dissipation rate both converge to within 1% of the finest
discretization case (mesh size scale of 0.5 and ∆t refinement factor of 16 ) by a ∆t factor
of 8 for the mesh refinement factor of 1. Errors in mean (over time) for contact force
and area similarly converge by the same refinement condition. Therefore a time step of
∆t = 1.25× 10−5 s and the mesh refinement factor of 1 (corresponding to the mesh shown
in Figure 5.1) were chosen.
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Figure B.1: Mesh and time step independence study results in terms of 4 derived quantities
for the case (v, m̄′) = (1.3 ,−1.6 ). Solid lines show absolute values while dotted lines show
errors relative to the finest mesh and time step case (mesh refinement of 2 and time step
refinement of 16)
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Glossary

General

phonation The production of speech sounds involving quasi-periodic oscil-
lation of the vocal folds

glottis The space in the airway between the vocal folds.

viscoelastic Describing a material with both viscous and elastic behaviour.

Speech disorders

etiology The cause (or causes) of a disease or disorder.

phonotrauma Damage sustained by the vocal folds due to phonation and
excessive voice usage

phonotraumatic lesion Growths on the vocal fold surface that occur due to damage
sustained by the vocal (phonotrauma). Different types of le-
sions are classified according to their appearance and cause and
include nodules, polyps, and cysts.

nodule A type of phonotraumatic lesions, typically appearing as small
symmetric bumps on both left and right vocal folds

Anatomy

coronal Relating to the coronal plane of the body. The coronal plane
splits the body into front and back halves (see Figure 2.1 A).
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sagittal Relating to the sagittal plane of the body. The sagittal plane
splits the body into imaginary left and right halves (see Fig-
ure 2.1 A).

transverse Relating to the transverse plane of the body. The transverse
plane splits the body into imaginary top and bottom halves (see
Figure 2.1 A).

medial Relating to the middle of the body (see Figure 2.1 A).

lateral Relating to either side (left or right) of the body (see Figure 2.1
A).

inferior Relating to the bottom of the body (see Figure 2.1 A).

superior Relating to the top of the body (see Figure 2.1 A).

anterior Relating to the front of the body (see Figure 2.1 A).

posterior Near the back of the body (see Figure 2.1 A).
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