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#### Abstract

A language $L$ over an alphabet $\Sigma$ is suffix-convex if, for any words $x, y, z \in \Sigma^{*}$, whenever $z$ and $x y z$ are in $L$, then so is $y z$. Suffixconvex languages include three special cases: left-ideal, suffix-closed, and suffix-free languages. We examine complexity properties of these three special classes of suffix-convex regular languages. In particular, we study the quotient/state complexity of boolean operations, product (concatenation), star, and reversal on these languages, as well as the size of their syntactic semigroups, and the quotient complexity of their atoms.
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## 1 Introduction

Suffix-Convex Languages Convex languages were introduced in 1973 [27], and revisited in 2009 [1]. For $w, x, y \in \Sigma^{*}$, if $w=x y$, then $y$ is a suff $x$ of $w$. A language $L$ is suffix-convex if, whenever $z$ and $x y z$ are in $L$, then $y z$ is also in $L$, for all $x, y, z \in \Sigma^{*}$. Suffix-convex languages include three well-known subclasses: left-ideal, suffix-closed, and suffix-free languages. A language $L$ is a left ideal if it is non-empty and satisfies the equation $L=\Sigma^{*} L$. Left ideals play a role in pattern matching: If one is searching for all words ending with words in some language $L$ in a given text (a word over $\Sigma^{*}$ ), then one is looking for words in $\Sigma^{*} L$. Left ideals also constitute a basic concept in semigroup theory. A language $L$ is suffix-closed if, whenever $w$ is in $L$ and $x$ is a suffix of $w$, then $x$ is also in $L$, for all $w, x \in \Sigma^{*}$. The complement of every suffix-closed language not equal to $\Sigma^{*}$ is a left ideal. A language is suffix-free if no word in the language is a suffix of another word in the language. Suffix-free languages (with the exception of $\{\varepsilon\}$, where $\varepsilon$ is the empty word) are suffix codes. They have many applications, and have been studied extensively; see [2] for example.
Quotient/State Complexity If $\Sigma$ is an alphabet and $L \subseteq \Sigma^{*}$ is a language such that every letter of $\Sigma$ appears in some word of $L$, then the (left) quotient

[^0]of $L$ by a word $w \in \Sigma^{*}$ is $w^{-1} L=\{x \mid w x \in L\}$. A language is regular if and only if it has a finite number of distinct quotients. So the number of quotients of $L$, the quotient complexity $\kappa(L)$ [3] of $L$, is a natural measure of complexity for $L$. A concept equivalent to quotient complexity is the state complexity [28] of $L$, which is the number of states in a complete minimal deterministic finite automaton (DFA) with alphabet $\Sigma$ recognizing $L$. We refer to quotient/state complexity simply as complexity.

If $L_{n}$ is a regular language of complexity $n$, and $\circ$ is a unary operation, then the complexity of $\circ$ is the maximal value of $\kappa\left(L_{n}^{\circ}\right)$, expressed as a function of $n$, as $L_{n}$ ranges over all regular languages of complexity $n$. Similarly, if $L_{m}^{\prime}$ and $L_{n}$ are regular languages of complexities $m$ and $n$ respectively, $\circ$ is a binary operation, then the complexity of $\circ$ is the maximal value of $\kappa\left(L_{m}^{\prime} \circ L_{n}\right)$, expressed as a function of $m$ and $n$, as $L_{m}^{\prime}$ and $L_{n}$ range over all regular languages of complexities $m$ and $n$. The complexity of an operation is a lower bound on its time and space complexities, and has been studied extensively; see [3, 4, 28].

In the past the complexity of a binary operation was studied under the assumption that the arguments of the operation are restricted to be over the same alphabet, but this restriction was removed in [5]. We study both the restricted and unrestricted cases.
Witnesses To find the complexity of a unary operation we find an upper bound on this complexity, and languages that meet this bound. We require a language $L_{n}$ for each $n \geqslant k$, that is, a sequence $\left(L_{k}, L_{k+1}, \ldots\right)$, where $k$ is a small integer, because the bound may not hold for small values of $n$. Such a sequence is a stream of languages. For a binary operation we require two streams. Sometimes the same stream can be used for both operands; in general, however, this is not the case. For example, the bound for union is $m n$, and it cannot be met by languages from one stream if $m=n$ because $L_{n} \cup L_{n}=L_{n}$ and the complexity is $n$ instead of $n^{2}$.
Dialects For all common binary operations on regular languages the second stream can be a "dialect" of the first, that is it can "differ only slightly" from the first, and all the bounds can still be met [4]. Let $\Sigma=\left\{a_{1}, \ldots, a_{k}\right\}$ be an alphabet ordered as shown; if $L \subseteq \Sigma^{*}$, we denote it by $L\left(a_{1}, \ldots, a_{k}\right)$ to stress its dependence on $\Sigma$. A dialect of $L$ is obtained by deleting letters of $\Sigma$ in the words of $L$, or replacing them by letters of another alphabet $\Sigma^{\prime}$. More precisely, for a partial injective map $\pi: \Sigma \mapsto \Sigma^{\prime}$, we obtain a dialect of $L$ by replacing each letter $a \in \Sigma$ by $\pi(a)$ in every word of $L$, or deleting the word entirely if $\pi(a)$ is undefined. We write $L\left(\pi\left(a_{1}\right), \ldots, \pi\left(a_{k}\right)\right)$ to denote the dialect of $L\left(a_{1}, \ldots, a_{k}\right)$ given by $\pi$, and we denote undefined values of $\pi$ by "-". For example, if $L(a, b, c)=\{a, a b, a c\}$, then $L(b,-, d)$ is the language $\{b, b d\}$. Undefined values at the end of the alphabet are omitted. A similar definition applies to DFAs. Our definition of dialect is more general than that of $[7,11]$, where only the case $\Sigma^{\prime}=\Sigma$ was allowed.
Most Complex Streams It was proved that there exists a stream ( $L_{3}, L_{4}, \ldots$ ) of regular languages which together with some dialects meets all the complexity bounds for reversal, (Kleene) star, product (concatenation), and all binary boolean operations [4, 5]. Moreover, this stream meets two additional complexity
bounds: the size of the syntactic semigroup, and the complexities of atoms (discussed later). A stream of deterministic finite automata (DFAs) corresponding to a most complex language stream is a most complex DFA stream. In defining a most complex stream we try to minimize the size of the union of the alphabets of the dialects required to meet all the bounds.

Most complex streams are useful in the designs of systems dealing with regular languages and finite automata. To know the maximal sizes of automata that can be handled by the system it suffices to use the most complex stream to test all the operations.

It is known that there is a most complex stream of left ideals that meets all the bounds in both the restricted $[7,11]$ and unrestricted [11] cases, but a most complex suffix-free stream does not exist [14].

## Our Contributions

1. We derive a new left-ideal stream from the most complex left-ideal stream and show that it meets all the complexity bounds except that for product.
2. We prove that the complement of the new left-ideal stream is a most complex suffix-closed stream.
3. We find a new suffix-free stream that meets the bounds for star, product and boolean operations; it has simpler transformations than the known stream.
4. Our witnesses for left-ideal, suffix-closed, and suffix-free streams are all derived from one most complex regular stream.

## 2 Background

Finite Automata A deterministic finite automaton ( $D F A$ ) is a quintuple $\mathcal{D}=$ $\left(Q, \Sigma, \delta, q_{0}, F\right)$, where $Q$ is a finite non-empty set of states, $\Sigma$ is a finite nonempty alphabet, $\delta: Q \times \Sigma \rightarrow Q$ is the transition function, $q_{0} \in Q$ is the initial state, and $F \subseteq Q$ is the set of final states. We extend $\delta$ to a function $\delta: Q \times \Sigma^{*} \rightarrow$ $Q$ as usual. A DFA $\mathcal{D}$ accepts a word $w \in \Sigma^{*}$ if $\delta\left(q_{0}, w\right) \in F$. The language accepted by $\mathcal{D}$ is denoted by $L(\mathcal{D})$. If $q$ is a state of $\mathcal{D}$, then the language $L^{q}$ of $q$ is the language accepted by the DFA $(Q, \Sigma, \delta, q, F)$. A state is empty if its language is empty. Two states $p$ and $q$ of $\mathcal{D}$ are equivalent if $L^{p}=L^{q}$. A state $q$ is reachable if there exists $w \in \Sigma^{*}$ such that $\delta\left(q_{0}, w\right)=q$. A DFA is minimal if all of its states are reachable and no two states are equivalent. Usually DFAs are used to establish upper bounds on the complexity of operations and also as witnesses that meet these bounds.

A nondeterministic finite automaton (NFA) is a quintuple $\mathcal{D}=(Q, \Sigma, \delta, I, F)$ where $Q, \Sigma$ and $F$ are defined as in a DFA, $\delta: Q \times \Sigma \rightarrow 2^{Q}$ is the transition function, and $I \subseteq Q$ is the set of initial states. An $\varepsilon-N F A$ is an NFA in which transitions under the empty word $\varepsilon$ are also permitted.
Transformations We use $Q_{n}=\{0, \ldots, n-1\}$ as our basic set with $n$ elements. A transformation of $Q_{n}$ is a mapping $t: Q_{n} \rightarrow Q_{n}$. The image of $q \in Q_{n}$ under $t$ is denoted by $q t$. If $s$ and $t$ are transformations of $Q_{n}$, their composition is denoted $(q s) t$ when applied to $q \in Q_{n}$. Let $\mathcal{T}_{Q_{n}}$ be the set of all $n^{n}$ transformations of $Q_{n}$; then $\mathcal{T}_{Q_{n}}$ is a monoid under composition.

For $k \geqslant 2$, a transformation (permutation) $t$ of a set $P=\left\{q_{0}, q_{1}, \ldots, q_{k-1}\right\} \subseteq$ $Q$ is a $k$-cycle if $q_{0} t=q_{1}, q_{1} t=q_{2}, \ldots, q_{k-2} t=q_{k-1}, q_{k-1} t=q_{0}$. This $k$-cycle is denoted by $\left(q_{0}, q_{1}, \ldots, q_{k-1}\right)$. A 2-cycle $\left(q_{0}, q_{1}\right)$ is called a transposition. A transformation that sends all the states of $P$ to $q$ and acts as the identity on the remaining states is denoted by $(P \rightarrow q)$ the transformation $\left(Q_{n} \rightarrow p\right)$ is called constant. If $P=\{p\}$ we write $(p \rightarrow q)$ for $(\{p\} \rightarrow q)$. The identity transformation is denoted by $\mathbb{1}$. The notation ( ${ }_{i}^{j} q \rightarrow q+1$ ) denotes a transformation that sends $q$ to $q+1$ for $i \leqslant q \leqslant j$ and is the identity for the remaining states. the notation $\left({ }_{i}^{j} q \rightarrow q-1\right)$ is defined similarly.

Semigroups The Myhill congruence $\approx_{L}[25]$ (also known as the syntactic congruence) of a language $L \subseteq \Sigma^{*}$ is defined on $\Sigma^{+}$as follows: For $x, y \in \Sigma^{+}, x \approx_{L} y$ if and only if $w x z \in L \Leftrightarrow w y z \in L$ for all $w, z \in \Sigma^{*}$. The quotient set $\Sigma^{+} / \approx_{L}$ of equivalence classes of $\approx_{L}$ is a semigroup, the syntactic semigroup $T_{L}$ of $L$.

Let $\mathcal{D}=\left(Q_{n}, \Sigma, \delta, 0, F\right)$ be a DFA. For each word $w \in \Sigma^{*}$, the transition function induces a transformation $\delta_{w}$ of $Q_{n}$ by $w$ : for all $q \in Q_{n}, q \delta_{w}=\delta(q, w)$. The set $T_{\mathcal{D}}$ of all such transformations by non-empty words is the transition semigroup of $\mathcal{D}$ under composition [26]. Sometimes we use the word $w$ to denote the transformation it induces; thus we write $q w$ instead of $q \delta_{w}$. We extend the notation to sets: if $P \subseteq Q_{n}$, then $P w=\{p w \mid p \in P\}$. We also find write $P \xrightarrow{w} P w$ to indicate that the image of $P$ under $w$ is $P w$.

If $\mathcal{D}$ is a minimal DFA of $L$, then $T_{\mathcal{D}}$ is isomorphic to the syntactic semigroup $T_{L}$ of $L$ [26], and we represent elements of $T_{L}$ by transformations in $T_{\mathcal{D}}$. The size of this semigroup has been used as a measure of complexity $[4,18,21,24]$.

Atoms Atoms are defined by a left congruence, where two words $x$ and $y$ are equivalent if $u x \in L$ if and only if $u y \in L$ for all $u \in \Sigma^{*}$. Thus $x$ and $y$ are equivalent if $x \in u^{-1} L$ if and only if $y \in u^{-1} L$. An equivalence class of this relation is an atom of $L$ [17]. Thus an atom is a non-empty intersection of complemented and uncomplemented quotients of $L$. The number of atoms and their complexities were suggested as possible measures of complexity of regular languages [4], because all the quotients of a language, and also the quotients of atoms, are always unions of atoms $[16,17,22]$.

Our Key Witness The stream $\left(\mathcal{D}_{n}(a, b, c) \mid n \geqslant 3\right)$ of Definition 1 and Figure 1 was introduced in [4]. It will be used as a component in all the classes of languages examined in this paper. It was shown in [4] that this stream together with some dialects is most complex for restricted operations, and also for unrestricted operations if an input $d$ that induces the identity transformation is added $[5,11]$.

Definition 1. For $n \geqslant 3$, let $\mathcal{D}_{n}=\mathcal{D}_{n}(a, b, c)=\left(Q_{n}, \Sigma, \delta_{n}, 0,\{n-1\}\right)$, where $\Sigma=\{a, b, c\}$, and $\delta_{n}$ is defined by $a:(0, \ldots, n-1), b:(0,1), c:(n-1 \rightarrow 0)$.


Fig. 1. Minimal DFA of a most complex regular language.

## 3 Left Ideals

The following stream was studied in [18] and also in $[6,7,13]$. This stream is most complex when the two alphabets are the same in binary operations [7]. It is also most complex for unrestricted operations [11].
Definition 2. For $n \geqslant 4$, let $\mathcal{D}_{n}=\mathcal{D}_{n}(a, b, c, d, e)=\left(Q_{n}, \Sigma, \delta_{n}, 0,\{n-1\}\right)$, where $\Sigma=\{a, b, c, d, e\}$, and $\delta_{n}$ is defined by transformations $a:(1, \ldots, n-1)$, $b:(1,2), c:(n-1 \rightarrow 1), d:(n-1 \rightarrow 0)$, and $e:\left(Q_{n} \rightarrow 1\right)$. See Figure 2. Let $L_{n}=L_{n}(a, b, c, d, e)$ be the language accepted by $\mathcal{D}_{n}$.


Fig. 2. Minimal DFA of a most complex left ideal $L_{n}(a, b, c, d, e)$.

Theorem 3 (Most Complex Left Ideals [7, 11]). For each $n \geqslant 4$, the DFA of Definition 2 is minimal. The stream $\left(L_{n}(a, b, c, d, e) \mid n \geqslant 4\right)$ with some dialect streams is most complex in the class of regular left ideals.

1. The syntactic semigroup of $L_{n}(a, b, c, d, e)$ has cardinality $n^{n-1}+n-1$.
2. Each quotient of $L_{n}(a,-,-, d, e)$ has complexity $n$.
3. The reverse of $L_{n}(a,-, c, d, e)$ has complexity $2^{n-1}+1$, and $L_{n}(a,-, c, d, e)$ has $2^{n-1}+1$ atoms.
4. For each atom $A_{S}$ of $L_{n}(a, b, c, d, e)$, the complexity $\kappa\left(A_{S}\right)$ satisfies:

$$
\kappa\left(A_{S}\right)= \begin{cases}n, & \text { if } S=Q_{n} \\ 2^{n-1}, & \text { if } S=\emptyset \\ 1+\sum_{x=1}^{|S|} \sum_{y=1}^{n-|S|}\binom{n-1}{x}\binom{n-x-1}{y-1}, & \text { otherwise }\end{cases}
$$

5. The star of $L_{n}(a,-,-,-, e)$ has complexity $n+1$.
6. (a) Restricted product: $\kappa\left(L_{m}^{\prime}(a,-,-,-, e) L_{n}(a,-,-,-, e)\right)=m+n-1$.
(b) Unrestricted product: $\kappa\left(L_{m}^{\prime}(a, b,-, d, e) L_{n}(a, d,-, c, e)\right)=m n+m+n$.
7. (a) Restricted complexity: $\kappa\left(L_{m}^{\prime}(a,-, c,-, e) \circ L_{n}(a,-, e,-, c)\right)=m n$.
(b) Unrestricted complexity: $\kappa\left(L_{m}^{\prime}(a, b,-, d, e) \circ L_{n}(a, d,-, c, e)\right)=(m+$ $1)(n+1)$ if $\circ \in\{\cup, \oplus\})$, $m n+m$ if $\circ=\backslash$, and $m n$ if $\circ=\cap$.
In both cases the bounds for boolean operations are the same as those for regular languages.
We now define a new left-ideal witness similar to the witness in Definition 2.
Definition 4. For $n \geqslant 4$, let $\mathcal{E}_{n}=\mathcal{E}_{n}(a, b, c, d, e)=\left(Q_{n}, \Sigma, \delta_{n}, 0,\{1, \ldots, n-\right.$ 1\}), where $\Sigma$ and the transformations induced by its letters are as in $\mathcal{D}_{n}$ of Definition 2. Let $M_{n}=M_{n}(a, b, c, d, e)$ be the language accepted by $\mathcal{E}_{n}$.

Theorem 5 (Nearly Most Complex Left Ideals). For each $n \geqslant 4$, the DFA of Definition 4 is minimal and its language $M_{n}(a, b, c, d, e)$ is a left ideal of complexity $n$. The stream $\left(M_{n}(a, b, c, d, e) \mid n \geqslant 4\right)$ with some dialect streams meets all the complexity bounds for left ideals, except those for product.
Proof. It is easily verified that $\mathcal{E}_{n}(a,-,-, d, e)$ is minimal; hence $M_{n}(a, b, c, d, e)$ has complexity $n . M_{n}$ is a left ideal because, for each letter $\ell$ of $\Sigma$, and each word $w \in \Sigma^{*}, w \in M_{n}$ implies $\ell w \in M_{n}$. We prove all the claims of Theorem 3 except the claims in Item 6.

1. Semigroup The transition semigroup is independent of the set of final states; hence it has the size of the DFA of the most complex left ideal.
2. Quotients Obvious.
3. Reversal The upper bound of $2^{n-1}+1$ was proved in [8], and it was shown in [17] that the number of atoms is the same as the complexity of the reverse. Applying the standard NFA construction for reversal, we reverse every transition in DFA $\mathcal{E}_{n}$ and interchange the final and initial states, yielding the NFA in Figure 3, where the initial states (unmarked) are $Q_{n} \backslash\{0\}$.
We perform the subset construction. Set $Q_{n} \backslash\{0\}$ is initial. From $\left\{q_{1}, \ldots, q_{k}\right\}$, $1 \leqslant q_{1} \leqslant q_{k}$, we delete $q_{i}, q_{1} \leqslant q_{i} \leqslant q_{k} \leqslant n-1$, by applying $a^{q_{i}} d a^{n-1-q_{i}}$. Thus all $2^{n-1}$ subsets of $Q_{n} \backslash\{0\}$ can be reached, and $Q_{n}$ is reached from the initial state $\{1\}$ by $e$. For any distinct $S, T \subseteq Q_{n}$ with $q \in S \backslash T$, either $q=0$, in which case $S$ is final and $T$ is non-final, or $S a^{q-1} e=Q_{n}$ and $T a^{q-1} e=\emptyset$. Hence all $2^{n-1}+1$ states are pairwise distinguishable.
4. Atoms The upper bounds in Theorem 3 for left ideals were derived in [6]. The proof of [6] that these bounds are met applies also to our witness $M_{n}$.
5. Star The upper bound $n+1$ was proved in [8]. To construct an NFA recognizing $\left(M_{n}(a,-,-, d, e)\right)^{*}$ we add a new initial state $0^{\prime}$ which is also final and has the same transitions as the former initial state 0 . We then add an $\varepsilon$-transition from each final state of $\mathcal{E}(a,-,-, d, e)$ to the initial state $0^{\prime}$. The language recognized by the new NFA $\mathcal{N}$ is $\left(M_{n}(a,-,-, d, e)\right)^{*}$. The final state $\left\{0^{\prime}\right\}$ in the subset construction for $\mathcal{N}$ is distinguishable from every other final state, since it rejects $a$, whereas other final states accept it.


Fig. 3. NFA for reversal of $M_{n}(a,-,-, d, e)$.
6. Product Not applicable.
7. Boolean Operations Proof sketch; omitted proofs can be found in [12].
(a) Restricted complexity: The upper bound of $m n$ is the same as for regular languages. We show that $M_{m}^{\prime}(a, b,-, d, e) \circ M_{n}(a, e,-, d, b)$ has complexity $m n$. Using the standard construction for boolean operations, we consider the direct product of $\mathcal{E}_{m}^{\prime}(a, b,-, d, e)$ and $\mathcal{E}_{n}(a, e,-, d, b)$. The set of final states of the direct product varies depending on $\circ \in\{\cup, \oplus, \backslash, \cap\}$. It is easy to see that all $m n$ states are reachable. We then verify for each operation that every two states in the direct product are distinguishable.
(b) Unrestricted complexity: To produce a DFA recognizing $M_{m}^{\prime}(a, b, c, d, e) \circ$ $M_{n}(a, e, f, d, b)$, we add an empty state $\emptyset^{\prime}$ to $\mathcal{E}_{m}^{\prime}(a, b, c, d, e)$, and send all the transitions from any state of $Q_{m}^{\prime}$ under $f$ to $\emptyset^{\prime}$. Similarly add an empty state $\emptyset$ to $\mathcal{E}_{n}(a, e, f, d, b)$ and send all the transitions from any state of $Q_{n}$ under $c$ to $\emptyset$. Now the DFAs are over $\{a, b, c, d, e, f\}$ and we take their direct product. By the restricted case all the states of $Q_{m}^{\prime} \times Q_{n}$ are reachable and distinguishable using words in $\{a, b, d, e\}^{*}$. Let $R_{\emptyset^{\prime}}=\left\{\left(\emptyset^{\prime}, q\right) \mid q \in Q_{n}\right\}$ and $C_{\emptyset}=\left\{\left(p^{\prime}, \emptyset\right) \mid p^{\prime} \in Q_{m}^{\prime}\right\}$. States of $R_{\emptyset^{\prime}} \cup C_{\emptyset} \cup\left\{\left(\emptyset^{\prime}, \emptyset\right)\right\}$ are easily seen to be reachable.
Union Here all $(m+1)(n+1)$ states turn out to pairwise distinguishable. Symmetric Difference Same as union.
Difference States of $R_{\emptyset^{\prime}} \cup\left\{\left(\emptyset^{\prime}, \emptyset\right)\right\}$ are empty and therefore equivalent. However, since the alphabet of $M_{m}^{\prime}(a, b, c, d, e) \backslash M_{n}(a, e, f, d, b)$ is $\{a, b, c, d, e\}$ we omit $f$, delete the states of $R_{\emptyset^{\prime}} \cup\left\{\left(\emptyset^{\prime}, \emptyset\right)\right\}$, and have a DFA over $\{a, b, c, d, e\}$ accepting $M_{m}^{\prime}(a, b, c, d, e) \backslash M_{n}(a, e, f, d, b)$. The $m n+m$ remaining states are pairwise distinguishable.
Intersection States of $R_{\emptyset^{\prime}} \cup C_{\emptyset} \cup\left\{\left(\emptyset^{\prime}, \emptyset\right)\right\}$ are empty and therefore equivalent. Since the alphabet of $M_{m}^{\prime}(a, b, c, d, e) \cap M_{n}(a, e, f, d, b)$ is $\{a, b, d, e\}$, we omit $c$ and $f$, delete the states of $R_{\emptyset^{\prime}} \cup C_{\emptyset} \cup\left\{\left(\emptyset^{\prime}, \emptyset\right)\right\}$, and have a DFA over $\{a, b, d, e\}$ accepting $M_{m}^{\prime}(a, b, c, d, e) \cap M_{n}(a, e, f, d, b)$. By the restricted case, all $m n$ states are pairwise distinguishable.

## 4 Suffix-Closed Languages

The complexity of suffix-closed languages was studied in [9] in the restricted case, and the syntactic semigroup of these languages, in $[13,15,18]$; however, most complex suffix-closed streams have not been examined.

Definition 6. For $n \geqslant 4$, let $\mathcal{D}_{n}=\mathcal{D}_{n}(a, b, c, d, e)=\left(Q_{n}, \Sigma, \delta_{n}, 0,\{0\}\right)$, where $\Sigma=\{a, b, c, d, e\}$, and $\delta_{n}$ is defined by transformations $a:(1, \ldots, n-1), b:(1,2)$, $c:(n-1 \rightarrow 1), d:(n-1 \rightarrow 0), e:\left(Q_{n} \rightarrow 1\right)$. Let $L_{n}=L_{n}(a, b, c, d, e)$ be the language accepted by $\mathcal{D}_{n}$; this language is the complement of the left ideal of Definition 4. The structure of $\mathcal{D}_{n}(a, b, c, d, e)$ is shown in Figure 4.


Fig. 4. Minimal DFA $\mathcal{D}_{n}(a, b, c, d, e)$ of Definition 6.

Theorem 7 (Most Complex Suffix-Closed Languages). For each $n \geqslant 4$, the DFA of Definition 6 is minimal and its language $L_{n}(a, b, c, d, e)$ is suffixclosed and has complexity $n$. The stream $\left(L_{n}(a, b, c, d, e) \mid n \geqslant 4\right)$ with some dialect streams is most complex in the class of suffix-closed languages.

1. The syntactic semigroup of $L_{n}(a, b, c, d, e)$ has cardinality $n^{n-1}+n-1$. Moreover, fewer than five inputs do not suffice to meet this bound.
2. All quotients of $L_{n}(a,-,-, d, e)$ have complexity $n$.
3. The reverse of $L_{n}(a,-,-, d, e)$ has complexity $2^{n-1}+1$, and $L_{n}(a,-,-, d, e)$ has $2^{n-1}+1$ atoms.
4. For each atom $A_{S}$ of $L_{n}(a, b, c, d, e)$, the complexity $\kappa\left(A_{S}\right)$ satisfies:

$$
\kappa\left(A_{S}\right)= \begin{cases}n, & \text { if } S=\emptyset \\ 2^{n-1}, & \text { if } S=Q_{n} \\ 1+\sum_{x=1}^{|S|} \sum_{y=1}^{n-|S|}\binom{n-1}{y}\binom{n-y-1}{x-1}, & \text { if }\{0\} \subseteq S \subsetneq Q_{n}\end{cases}
$$

5. The star of $L_{n}(a,-,-, d, e)$ has complexity $n$.
6. (a) Restricted complexity: $\kappa\left(L_{m}^{\prime}(a, b,-, d, e) L_{n}(a, e,-, d, b)\right)=m n-n+1$.
(b) Unrestricted complexity: $\kappa\left(L_{m}^{\prime}(a, b, c, d, e) L_{n}(a, e, f, d, b)\right)=m n+m+1$.
7. (a) Restricted complexity: $\kappa\left(L_{m}^{\prime}(a, b,-, d, e) \circ L_{n}(a, e,-, d, b)\right)=m n$ for $\circ \in$ $\{\cup, \oplus, \cap, \backslash\}$.
(b) Unrestricted complexity: $\kappa\left(L_{m}^{\prime}(a, b, c, d, e) \circ L_{n}(a, e, f, d, b)\right)=(m+1)(n+$ 1) if $\circ \in\{\cup, \oplus\}$, it is $m n+m$ if $\circ=\backslash$, and $m n$ if $\circ=\cap$.

The above results for syntactic complexity, reversal, complexity of atoms, and restricted boolean operations follow easily from Theorem 5 .

## 5 Suffix-Free Languages

The complexity of suffix-free languages was studied in detail in $[10,14,19,20$, 23]. For completeness we present a short summary of some of those results. The main result of [14] is a proof that a most complex suffix-free language does not exist. Since every suffix-free language has an empty quotient, the restricted and unrestricted cases for binary operations coincide.

For $n \geqslant 6$, the transition semigroup of the DFA defined below is the largest transition semigroup of a minimal DFA accepting a suffix-free language.

Definition 8. For $n \geqslant 4$, we define the $D F A \mathcal{D}_{n}(a, b, c, d, e)=\left(Q_{n}, \Sigma, \delta, 0, F\right)$, where $Q_{n}=\{0, \ldots, n-1\}, \Sigma=\{a, b, c, d, e\}, \delta$ is defined by the transformations $a:(0 \rightarrow n-1)(1, \ldots, n-2), b:(0 \rightarrow n-1)(1,2), c:(0 \rightarrow n-1)(n-2 \rightarrow 1)$, $d:(\{0,1\} \rightarrow n-1), e:(Q \backslash\{0\} \rightarrow n-1)(0 \rightarrow 1)$, and $F=\left\{q \in Q_{n} \backslash\{0, n-1\} \mid\right.$ $q$ is odd $\}$. For $n=4$, a and $b$ coincide, and we can use $\Sigma=\{b, c, d, e\}$. Let the transition semigroup of $\mathcal{D}_{n}$ be $\mathbf{T}^{\geqslant 6}(n)$.

The main result for this witness is the following theorem:
Theorem 9 (Semigroup, Quotients, Reversal, Atoms, Boolean Ops.). Consider DFA $\mathcal{D}_{n}(a, b, c, d, e)$ of Definition 8; its language $L_{n}(a, b, c, d, e)$ is a suffix-free language of complexity $n$. Moreover, it meets the following bounds:

1. For $n \geqslant 6, L_{n}(a, b, c, d, e)$ meets the bound $(n-1)^{n-2}+n-2$ for syntactic complexity, and at least five letters are required to reach this bound.
2. The quotients of $L_{n}(a,-,-,-, e)$ have complexity $n-1$, except for $L$ which has complexity $n$, and the empty quotient which has complexity 1.
3. For $n \geqslant 4$, the reverse of $L_{n}(a,-, c,-, e)$ has complexity $2^{n-2}+1$, and $L_{n}(a,-, c,-, e)$ has $2^{n-2}+1$ atoms.
4. Each atom $A_{S}$ of $L_{n}(a, b, c, d, e)$ has maximal complexity:

$$
\kappa\left(A_{S}\right)= \begin{cases}2^{n-2}+1, & \text { if } S=\emptyset \\ n, & \text { if } S=\{0\} \\ 1+\sum_{x=1}^{|S|} \sum_{y=0}^{n-2-|S|}\binom{n-2}{x}\binom{n-2-x}{y}, & \emptyset \neq S \subseteq\{1, \ldots, n-2\}\end{cases}
$$

5. For $n, m \geqslant 4$, the complexity of $L_{m}(a, b,-, d, e) \circ L_{n}(b, a,-, d, e)$ is $m n-$ $(m+n-2)$ if $\circ \in\{\cup, \oplus\}$, $m n-(m+2 n-4)$ if $\circ=\backslash$, and $m n-2(m+n-3)$ if $\circ=\cap$.
6. A language which has a subsemigroup of $\mathbf{T}^{\geqslant 6}(n)$ as its syntactic semigroup cannot meet the bounds for star and product.

The DFA defined below has the largest transition semigroup when $n \in\{4,5\}$. The transition semigroup of this DFA is $\mathbf{T}^{\leqslant 5}(n)$, and at least $n$ letters are required to generate it.

Definition 10. For $n \geqslant 4, \mathcal{D}_{n}\left(a, b, c_{1}, \ldots, c_{n-2}\right)=\left(Q_{n}, \Sigma_{n}, \delta, 0,\{n-2\}\right)$, where $Q_{n}=\{0, \ldots, n-1\}, \Sigma_{n}=\left\{a, b, c_{1}, \ldots, c_{n-2}\right\}, \delta$ is given by $a:(0 \rightarrow n-$ 1) $(1, \ldots, n-2), b:(0 \rightarrow n-1)(1,2)$, and $c_{p}:(p \rightarrow n-1)(0 \rightarrow p)$ for $1 \leqslant p \leqslant n-2$.

We now define a DFA based on Definition 10, but with only three inputs.
Definition 11. For $n \geqslant 4$, define the $D F A \mathcal{D}_{n}=\left(Q_{n}, \Sigma, \delta, 0,\{n-2\}\right)$, where $Q_{n}=\{0, \ldots, n-1\}, \Sigma=\{a, b, c\}$, and $\delta$ is defined by $a:(0 \rightarrow n-1)(1, \ldots, n-2)$, $b:(0 \rightarrow n-1)(1,2), c:(1, n-1)(0 \rightarrow 1)$. See Figure 5.


Fig. 5. Witness for star, product, and boolean operations.

Theorem 12 (Star, Product, Boolean Operations). Let $\mathcal{D}_{n}(a, b, c)$ be the $D F A$ of Definition 11, and let the language it accepts be $L_{n}(a, b, c)$. Then $L_{n}$ and its permutational dialects meet the bounds for star, product, and boolean operations as follows:

1. For $n \geqslant 4,\left(L_{n}(a, b, c)\right)^{*}$ meets the bound $2^{n-2}+1$.
2. For $m, n \geqslant 4, L_{m}^{\prime}(a, b, c) L_{n}(c, a, b)$ meets the bound $(m-1) 2^{n-2}+1$.
3. For $m, n \geqslant 4$, but $(m, n) \neq(4,4)$, the complexity of $L_{m}^{\prime}(a, b, c) \circ L_{n}(b, a, c)$ is $m n-(m+n-2)$ if $\circ \in\{\cup, \oplus\}$, $m n-(m+2 n-4)$ if $\circ=\backslash$, and $m n-2(m+n-3)$ if $\circ=\cap$.

The transition semigroup of the DFA of Definition 13 below is a also a subsemigroup of $\mathbf{T}^{\leqslant 5}(n)$, and its language also meets the bounds for product, star and boolean operations. The advantage of this DFA is that its witnesses use only two letters for star and only two letters (but three transformations) for boolean operations. Its disadvantages are the rather complex transformations. For more details see [14]. The DFA of Definition 11 seems to us more natural.

Definition 13. For $n \geqslant 6$, we define the DFA $\mathcal{D}_{n}=\left(Q_{n}, \Sigma, \delta, 0,\{1\}\right)$, where $Q_{n}=\{0, \ldots, n-1\}, \Sigma=\{a, b, c\}$, and $\delta$ is defined by the transformations $a:(0 \rightarrow n-1)(1,2,3)(4, \ldots, n-2), b:(2 \rightarrow n-1)(1 \rightarrow 2)(0 \rightarrow 1)(3,4)$, $c:(0 \rightarrow n-1)(1, \ldots, n-2)$.

## 6 Conclusions

We have examined the complexity properties of left-ideal, suffix-closed, and suffix-free languages together because they are all special cases of suffix-convex languages. We have used the same most complex regular language as a basic component in all three cases.

Our results are summarized in Table 1. The largest bounds are shown in boldface type. Recall that for regular languages we have the following results: semigroup: $n^{n}$; reverse: $2^{n}$; star: $2^{n-1}+2^{n-2}$; product, restricted: $(m-1) 2^{n}+$ $2^{n-1}$; unrestricted: $m 2^{n}+2^{n-1} ; \cup$ and $\oplus$, restricted: $m n$; unrestricted: $(m+1)(n+$ 1); <br>, restricted: $m n$; unrestricted: $m n+m ; \cap$, restricted: $m n$; unrestricted: $m n$.

Table 1. Complexities of special suffix-convex languages

|  | Left-Ideal | Suffix-Closed | Suffix-Free |
| :---: | :---: | :---: | :---: |
| Semigroup | $\mathbf{n}^{\mathbf{n - 1}}+\mathbf{n}-\mathbf{1}$ | $\mathbf{n}^{\mathbf{n - 1}}+\mathbf{n}-\mathbf{1}$ | $(n-1)^{n-2}+n-2$ |
| Reverse | $\mathbf{2}^{\mathbf{n}-\mathbf{1}}+\mathbf{1}$ | $\mathbf{2}^{\mathbf{n - 1}}+\mathbf{1}$ | $2^{n-2}+1$ |
| Star | $n+1$ | $n$ | $\mathbf{2}^{\mathbf{n - 2}}+\mathbf{1}$ |
| Product restricted | $m+n-1$ | $m n-n+1$ | $(\mathbf{m}-\mathbf{1}) \mathbf{2}^{\mathbf{n - 2}}+\mathbf{1}$ |
| Product unrestricted | $m n+m+n$ | $m n+m+1$ | $(\mathbf{m}-\mathbf{1}) \mathbf{2}^{\mathbf{n - 2}}+\mathbf{1}$ |
| $\cup$ restricted | $\mathbf{m n}$ | $\mathbf{m n}$ | $m n-(m+n-2)$ |
| $\cup$ unrestricted | $(\mathbf{m}+\mathbf{1})(\mathbf{n}+\mathbf{1})$ | $(\mathbf{m}+\mathbf{1})(\mathbf{n}+\mathbf{1})$ | $m n-(m+n-2)$ |
| $\oplus$ restricted | $\mathbf{m n}$ | $\mathbf{m n}$ | $m n-(m+n-2)$ |
| $\oplus$ unrestricted | $(\mathbf{m}+\mathbf{1})(\mathbf{n}+\mathbf{1})$ | $(\mathbf{m}+\mathbf{1})(\mathbf{n}+\mathbf{1})$ | $m n-(m+n-2)$ |
| $\backslash$ restricted | $\mathbf{m n}$ | $\mathbf{m n}$ | $m n-(m+2 n-4)$ |
| $\backslash$ unrestricted | $\mathbf{m n}+\mathbf{m}$ | $\mathbf{m n}+\mathbf{m}$ | $m n-(m+2 n-4)$ |
| $\cap$ restr. and unrestr. | $\mathbf{m n}$ | $\mathbf{m n}$ | $m n-2(m+n-3)$ |

The complexities for left ideals are the same as those for suffix-closed languages, except for star and product, and the complexities of boolean operations for these two classes are the same as those for arbitrary regular languages. The complexities of suffix-free languages are smaller than those of left ideals and suffix-closed languages, except for star and product.
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