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Abstract

Web resources are becoming more available in various languages, increasing the impor-
tance of cross-lingual information retrieval (CLIR) in accessing information that is present
in a different language. To support CLIR studies, test collections are actively curated in
the information retrieval (IR) field for the evaluation of methods and systems. Resources
which support the evaluation of CLIR for African languages exist, however, these resources
are few and are mostly curated synthetically or through translation, making them biased
towards certain retrieval methods or prone to “Translationese” issues. Current resources
also have document collections collected from sources with scarce resources for African
languages, potentially limiting the provision of documents relevant to a search query. To
address these, we present CIRAL, a test collection covering retrieval between English and
four African languages: Hausa, Somali, Swahili and Yoruba. With its corpora developed
from African news and blogs, which are a rich source of textual data for these languages,
CIRAL was formulated for the passage ranking task with queries in English and passages
in the African languages. Native speakers of the African languages develop the queries and
provide query-passage relevance assessment. As often done in IR to curate test collections
and promote research participation in CLIR, CIRAL was hosted as a shared task at the
Forum for Information Retrieval and Evaluation (FIRE) 2023, where pools were collected
for a subset of the collection.

In this thesis, we provide a detailed description of CIRAL as a body of work, covering
its curation process and shared task. Additionally, we conduct retrieval and reranking
experiments, evaluating the effectiveness of systems in CLIR for African languages and
demonstrating the utility of CIRAL. These include BM25 baselines with query and document
translations and dense retrieval baselines with multilingual dense passage retrievers. We
also examine the zero-shot reranking capabilities of T5 cross-encoder models and Large
Language Models (LLMs) such as GPT and Zephyr in CLIR for African languages. We
hope CIRAL fosters CLIR evaluation and research in African languages, and hence the
development of retrieval systems that are well-suited for such tasks.
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Chapter 1

Introduction

The growing use of the internet has increased the digital presence of diverse language
speakers. Access to information is fundamental to speakers of any language, however, web
resources are not as prevalent for certain languages. Cross-Lingual Information Retrieval
(CLIR) helps by providing a means to obtain information that satisfies a user’s need but
is available in a different language. This is also useful when the required information
is associated with a specific language, hence increasing the likelihood of obtaining it in
documents of the language. Over the years, CLIR research and its applications have become
instrumental, with the advances in machine translation systems aiding with the language
barrier and the use of pre-trained language models such as BERT in learning cross-lingual
relevance ranking from labelled data. To encourage research, and likewise the development
of suitable systems, labelled datasets and test collections for CLIR are actively curated
in the information retrieval (IR) field. Specifically, the nature of resources available for a
language or language group, such as African languages, contributes to the development of
CLIR systems that are well suited for these languages.

Research in language technologies for African languages has garnered attention over the
last couple of years, and more so in information retrieval (IR). There have been specific
efforts made to improve cross-lingual information retrieval for African languages as well.
This can especially be seen in the introduction of various deep neural methods to improve
ranking quality in low-resource settings [86, 83, 44, 92], where studies on African languages
are carried out in their work. Additionally, improvements in machine translation for these
languages [20] boost the two-step CLIR process of translation and monolingual retrieval.
The development of pre-trained language models with provisions for African languages or
which are Afro-centric [53, 9] in nature, have also enhanced the prospects for dense retrieval
and reranking approaches.
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To explore research methods, these works require cross-lingual datasets or test collections
with support for the African languages of interest. The development of datasets and test
collections for CLIR studies goes as early as the 70s [67], with English queries translated to
German for English-German retrieval. Certain cross-lingual datasets, such as the Large
Scale CLIR [69] and CLIRMatrix [71] which are curated from Wikipedia, include a few
African languages in their collections. Another test collection solely made for low-resource
languages is the MATERIAL test collection [66]. More notable is the recent curation of
the AfriCLIRMatrix [55] test collection which covers 15 African languages, from Wikipedia
inter-language links. However, there are a few gaps in the existent CLIR datasets in African
languages: the datasets are mostly curated synthetically or via translation, which might be
biased towards certain retrieval methods or the “Translationese” issue [15]. Additionally,
the current datasets are mostly Wikipedia-based, which has sparse content for African
languages.

In this work, we take a step towards addressing these concerns by presenting CIRAL,
a new test collection curated for the evaluation of CLIR methods in African languages.
Despite their low-resourced nature, many African languages have indigenous news and blog
websites that are a huge source of textual information. CIRAL’s corpora is curated from
these indigenous websites hence improving on the limited-resource issue. Articles collected
from these websites are chunked into passages, creating a larger collection and making
CIRAL suited for the passage ranking task. The CIRAL test collection currently supports
cross-lingual retrieval between English queries and passages in four of the most widely
spoken African languages, namely Hausa, Somali, Swahili, and Yoruba. Native speakers of
the African languages generate the queries and annotate for relevance between the passage
candidates and the queries. The queries in CIRAL are formulated as natural language
questions and generated with the indigenous nature of the corpora in consideration, which
lean towards topics that are of interest to its speakers. Examples of queries with such topics
are presented in Figure 1.1.

To facilitate CLIR research, a usual practice in the information retrieval field is curating
test collections through community evaluations at shared tasks. Starting with the Text
Retrieval Conference (TREC) [70], shared tasks have been hosted where submissions from
various systems are pooled to form test collections. As illustrated in Figure 1.2, Pooling [98]
entails collecting the retrieval submissions of participants in the shared task, removing
the duplicates and manually assessing for relevance. Over time, community evaluations
have also been incorporated at other venues such as the Cross-Language Evaluation Forum
(CLEF) [57] and NCTIR [28], and more so for specific language groups like the South-Asian
languages at the Forum for Information Retrieval Evaluation FIRE [41]. Tracks dedicated
to cross-lingual information retrieval in these conferences, such as the NeuCLIR track [32] in
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(a) Sample query and relevant passage in Somali.

(b) Sample query and relevant passage in Hausa.

Figure 1.1: Examples of queries with topics that are of interest to the speakers of languages
in CIRAL, due to the indigenous nature of the corpora. The topics are highlighted in green
in the query.

TREC, are a venue to promote the participation and evaluation of these groups of languages
in CLIR.

The importance of community evaluations in the field is to collate reusable test collections,
as well as continually ensure the quality of test collections is suitable for newer systems.
This could easily apply to languages with active shared tasks on CLIR. However, there is a
lag in such research involvement for African languages.

As a step towards addressing this lag, and to foster CLIR research efforts for African
languages, the CIRAL track was hosted at the Forum for Information Retrieval Evaluation
(FIRE) 2023. The focus task was passage ranking, where track participants were tasked with

3



Figure 1.2: The pooling process carried out in community evaluations to create test
collections. The top-k retrieved documents (where k is the pooling depth e.g k=50) of
submitted runs are collated to form pools and manually assessed for relevance.

developing systems that retrieved African passages relevant to English queries. Pools were
collected for a subset of CIRAL’s queries from runs submitted by track participants. Native
speakers of the African languages served as relevance assessors and deeper judgements were
obtained for this subset of the test collection.

Using CIRAL’s evaluation resources, we present strong baselines for comparison with
future systems. These include sparse retrieval pipelines using BM25, with query and docu-
ment translations followed by monolingual retrieval. Dense retrieval baselines using dense
passage retrieval models (DPRs) are also evaluated for cross-lingual retrieval capabilities.
Reranking baselines include cross-encoder models evaluated for cross-lingual reranking.
Additionally, we evaluate baseline results on both the shallow judgements and pools curated
for the subset of topics used in CIRAL’s shared task, providing a basis to compare system
effectiveness using both judgements sets.

This work also extends to examining the cross-lingual effectiveness of Large language
models as rerankers for African languages, using CIRAL as an evaluation resource. Several
works have demonstrated the effectiveness of large language models (LLMs) across NLP
tasks [94, 95, 80]. For text ranking, researchers have explored the effectiveness of LLMs as
retrievers [39], and as pointwise or listwise rerankers. Reranking is cast as text generation
so that the models either generate an ordered list [72, 60, 40] or the ordered list is created
by sorting the token probabilities generated [40]. The large context size of LLMs makes
listwise approaches particularly attractive because the model attends to multiple documents
and produces a relative ordering. Recent work has also demonstrated that LLMs’ listwise

4



reranking approaches outperform pointwise, and also has the potential to be effective across
different languages [40].

We investigate the effectiveness of RankGPT [72] and RankZephyr [61] models as zero-
shot cross-lingual rerankers for African languages using the listwise approach. These also
include monolingual reranking scenarios, where CIRAL’s English queries were translated
to their respective African languages for the query translation setting, and the documents
were translated to English for the document translation setting, before passing to the LLM
for reranking. We compare the reranking effectiveness of the LLMs when using query
translations generated from itself with translations from more generic systems such as
Google Machine Translator, and find that translation quality from the LLMs varies and
LLMs with good translations are better rerankers with their own translations than with
generic models. Our findings also indicate the growing effectiveness of non-proprietary
LLMs such as Zephyr when compared to proprietary GPT models for African languages.

1.1 Contributions

The main contributions of this thesis are summarized below:

• We present a new test collection named CIRAL for cross-lingual retrieval evaluations
between English and four African languages: Hausa, Somali, Swahili and Yoruba.
CIRAL makes use of indigenous news and blog websites of the African languages in
curating its corpora, hence improving on the limited resource issue.

• We hosted CIRAL as a shared task to promote CLIR research for African languages.
This involved community evaluations where pooling was carried out to obtain deeper
judgements for a subset of the queries, providing a comparison of evaluation results
using the shallow and deep judgments.

• We provide baseline systems covering sparse retrievers using document and query
translations, dense retrievers and reranking models.

• Using CIRAL, we also examine the effectiveness of large language models in cross-
lingual retrieval for African languages.

5



1.2 Thesis Organization

This thesis is organized as follows.

Chapter 2 lays the background of this work by describing important concepts and
providing an overview of related studies.

In Chapter 3, we describe CIRAL in detail, its curation process and the properties of
the test collection.

Chapter 4 covers the experimental framework of the baseline and LLM reranking systems,
and discusses results and observations.

In Chapter 5, we provide details of CIRAL’s shared task, participation and analysis of
results. We also discuss use cases of CLIR systems for African languages

Chapter 6 summarizes and wraps up the thesis while proposing future research directions.
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Chapter 2

Background and Related Work

In this chapter, we describe the major concepts covered in this work, including cross-lingual
information retrieval, test collections for cross-lingual information retrieval, retrieval and
reranking methods and large language models (LLMs) as rerankers. We discuss the current
state of these concepts with regard to African languages and the challenges that motivated
this work.

2.1 Text Retrieval and Reranking

Text retrieval and ranking aim to obtain relevant documents from a large collection that
satisfies an issued user query, ordered according to their likelihood of relevance. Retrieval is
carried out using sparse methods [65, 24], dense representation-based models, or a hybrid of
both [34, 38]. Traditional sparse retrieval methods such as the bag-of-words BM25 [65] and
TF-IDF rely on term-based lexical matching between the query and documents for relevance.
Learned sparse retrieval methods such as SPLADE [24] and uniCOIL [34], are implemented
using lexical-based matching of learned representations from pretrained models [24, 34].
Dense retrieval methods rely on pre-trained language models such as BERT [23] and
RoBERTa [37] and make use of the semantic matching in measuring relevance. Pre-trained
language models for dense retrieval could take the form of a bi-encoder, learning the
representations for both the query and document separately and calculating their similarity
function only at the final layer, or a cross-encoder which takes both the query and document
as input and produces a similarity score for the input pair.

Along with retrievers, rerankers are integral components of multi-stage text reranking
systems, where first-stage retrieval of relevant documents from the prebuilt database is done,
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followed by reranking these documents to obtain the optimal order of relevance. Early use
of transformers for reranking involved employing an encoder-only model as a cross-encoder
such as in monoBERT [49], which led to significant gains in document reranking. Reranking
has also been done with decoder-only [52] and encoder-decoder [97] models. The initial
approach to reranking with transformer-based models was with the point-wise method
where relevance was done in isolation, i.e., the model generates a score indicating the
relevance of a single document to the query. More recent approaches include pairwise and
listwise reranking with cross-encoder models [26, 97], and have been demonstrated to be
more effective than point-wise. With pair-wise reranking, systems determine if a document
is more relevant than another document to the given query, and is implemented in encoder-
only models in duoBERT [51] and encoder-decoder model in duoT5 [59]. The pairwise
scores are computed and aggregated to assign a score for each document. The list-wise
reranking re-orders a list of documents according to their relevance to the query. Recent
studies on the use of large language models (LLMs) as rerankers have demonstrated the
effectiveness of list-wise reranking in comparison with point-wise and pairwise [40, 72, 60]
as discussed further in section 2.6. These works implement reranking with large language
models in a zero-shot manner with prompt engineering or distillation, as well as finetuning.

2.2 Cross-Lingual Information Retrieval

Cross-Lingual information retrieval (CLIR) entails retrieving relevant documents in a
language different from the search query. Approaches to cross-lingual retrieval include
the traditional two-step method of translation and monolingual retrieval, and the use
of dense representations for deep neural methods. As with many information retrieval
problems, approaches to CLIR could also employ either the one-stage retrieval approach or
a multi-stage approach which includes reranking.

2.2.1 Translation and Monolingual Retrieval

A classical method in CLIR is implementing translation to cross the language barrier,
followed by monolingual retrieval in the language to which the translation was done. To
achieve this, either the query needs to be translated into the language of the document via
query translation or the document translated to the language of the query by document
translation. Early approaches to translation include statistical machine translation while
more recent methods implement Neural Machine translation. However, the effectiveness
of a translation-based approach is limited by the machine translation quality and how it

8



(a) Document
Translation

(b) Query
Translation

Figure 2.1: Implementation of CLIR with document (a) or query (b) translation and
monolingual retrieval. Document Repr: Document representations, Query Repr: Query
representations, Doc Encoder: Document Encoder.

handles translation ambiguity [93], which could affect the quality of retrieval. As illustrated
in Figure 2.1, the vector representations are obtained after translation and the top relevant
documents are returned with monolingual retrieval.

2.2.2 Cross-lingual Dense Representations

In cross-lingual dense retrieval, dense representations of the query and documents are
matched in a multilingual vector space without translating [42]. Before BERT [23], dense
retrieval methods implemented for CLIR made use of non-contextualized cross-language
word matching to perform retrievel [84]. The recent advancements in multilingual pretrained
language models such as mBERT and XLM-RoBERTa [17] have led to more effective dense
retrieval approaches [45] where these models provide contextualized dense representations.
The use of the multilingual language models for CLIR tasks requires further fine-tuning with
sufficient amounts of labelled training data to learn the cross-lingual representations, as
using the model out of the box is suboptimal. Training data can be obtained existing CLIR
datasets and translations of existing English retrieval datasets such as MS MARCO [47]
can be done to obtain a more sufficient amount for certain languages.
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2.3 IR and CLIR for African Languages

Several information retrieval studies pertain to improving retrieval methods for African
languages. These include multilingual information retrieval (MLIR) where African languages
are studied along with other languages, or studies on specific African languages of interest.
Early works on MLIR for African languages involved methods such as using language/vo-
cabulary similarity for ranking [13, 14]. There are also works on specific languages such as
the improvement of MLIR for Swahili using Topic-Language (TL) preferences [74]. Recent
advances in multilingual language models that have proven effective in African languages
have also led to the development of dense retrieval methods suited to these languages.
[89] provides recommendations and best practices for building multilingual dense passage
retrievers (mDPRs) for non-English languages, and their work also covers African languages.

Likewise, research on fostering CLIR for African languages exists. Early works include
retrieval between English and languages such as Afaan Oromo [76], Zulu [19] using dictionary-
based CLIR, motivated by the need for language speakers to have access to English
information using native queries. Additionally, there have been continuous efforts such as
the introduction of various deep neural methods to improve CLIR in low-resource settings
[86, 83, 44, 92], where studies on African languages are also carried out in their work.
Recent approaches in sparse retrieval with BM25 [64] for non-English languages and dense
retrieval methods with multilingual pretrained models [23] also demonstrate the prospects
that exist for African languages in CLIR [89]. These include multilingual DPRs (mDPRs)
initialized from mBERT or Afrocentric BERT [53, 9], as well as late interaction models
such as the ColBERT-X [45].

To explore and evaluate these methods for African languages, especially in CLIR,
cross-lingual datasets or test collections for these languages are needed.

2.4 Test Collections

The purpose of a test collection is to evaluate and compare information retrieval methods and
systems. For the most part, African languages are often included as a part of a multilingual
dataset or collection with other high-resource languages. As presented in Table 2.1, various
datasets and test collections exist in IR with support for African languages in the task they
are curated for. Mr. TyDi [88], a multilingual benchmark dataset provides resources for
monolingual passage ranking in the Swahili language, with human-annotated queries and
passages collected from Wikipedia. Curated for the same task, the MIRACL [91] dataset
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Dataset CLIR African Languages Task Manual Corpora Source

Mr. TyDi [88] ✗ 1: Swahili PR ✓ Wikipedia

MIRACL [91] ✗ 2: Swahili, Yoruba PR ✓ Wikipedia

CLIRMatrix [71] ✓ 5: Afrikaans, Amharic, Egyptian Arabic,
Swahili, Yoruba

DR ✗ Wikipedia

Large Scale CLIR [69] ✓ 1: Swahili DR ✗ Wikipedia

AfriCLIRMatrix [55] ✓ 16: Afrikaans, Amharic, Moroccan Ara-
bic . . . Yoruba, Zulu

DR ✗ Wikipedia

IARPA MATERIAL [85] ✓ 2: Somali, Swahili DR ✓ Indigenous Text Sources

CIRAL [7] ✓ 4: Hausa, Somali, Swahili, Yoruba PR ✓ African News, Blogs

Table 2.1: Comparison of CIRAL to the existent datasets that include African languages.
CLIR: whether the dataset is designed for cross-lingual retrieval (✓) or monolingual
retrieval (✗). PR: passage ranking; DR: document ranking. Manual : whether the dataset
is human-annotated (✓) or synthetically generated (✗).

is much larger and covers both Swahili and Yoruba. Although CIRAL supports passage
ranking like MIRACL and Mr. TyDi, it is however formulated for cross-lingual retrieval.
Closely related to passage ranking is the Question-Answering task (QA), which also has
multilingual datasets curated for African languages. TyDi QA [15] includes Swahili, while
the AmQA [1] and TiQuAD [25] support Amharic and Tigrinya respectively. AfriQA [54]
is a larger dataset with support for 10 African languages in cross-lingual open-retrieval
question answering. However, CIRAL is formulated for ad-hoc cross-lingual retrieval.
Similar collections exist for cross-lingual retrieval, and we discuss them below.

2.5 CLIR Test Collections

The amount of CLIR test collections and datasets with African languages is relatively few, as
presented in Table 2.1. Certain cross-lingual collections, such as the Large Scale CLIR [69]
and CLIRMatrix [71] datasets which are curated from Wikipedia, also include a few African
languages in their collections. Another test collection solely made for low-resource languages
is the IARPA MATERIAL test collection [66], which although curated manually, contains
2 African languages. More notable is the recent curation of the AfriCLIRMatrix [55] test
collection which covers 15 African languages, from Wikipedia inter-language links. Despite
the growth, these collections are all built via translation or synthetically by extracting
natural structures of the existing corpus (e.g., Wikipedia title and contents) via heuristic
rules. However, as previous works pointed out, constructing datasets from translation
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Figure 2.2: Listwise reranking with large language models (LLMs) as a text generation
problem. The permutation of ranked documents is the generated output.

leads to the “Translationese” issue [15], whereas the synthetically converted datasets may
be inherently biased towards certain retrieval methods. For example, the relevance label
from CLIRMatrix [71] and AfriCLIRMatrix [55], are converted from BM25 scores, which
is naturally biased to the lexical matching methods. We thus believe the curation of a
human-labelled test collection is necessary for high-quality evaluation of African-language
retrieval, hence the reason for CIRAL. Additionally, existing test collections curated their
corpora from sources with sparse content for African languages such as Wikipedia. This
is aside from the IARPA MATERIAL [85] dataset, which obtains its document collection
from blog, news and topical texts in the languages it covers. However, it only contains
approximately 15,000 documents in text and speech for these languages. CIRAL’s curation
from African news and blog sites helps it achieve much larger corpora for retrieval.

2.6 Large Language Models as Rerankers

Large language models have been shown to achieve impressive zero-shot results in reranking
tasks. Depending on the nature of the prompt, LLMs can be utilized for reranking with
pointwise, pairwise or listwise approaches. As stated in section 2.1, listwise reranking
has been demonstrated to be the most effective [40, 60]. In listwise, a set of documents
(or passages) along with the search query is fed to the LLM, where each document has
a unique identifier [1], [2], etc (Figure 2.2). With this approach, the model can attend
to all the input documents simultaneously and compare relevance while reranking. As
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proposed by [72], rather than relying on the log-probabilities of the model’s output for
relevance, a permutation generation approach outputs the re-ranked order of the input
passages using their unique identifiers, i.e., [10] > [8] > [2] > . . . The restricted context
length of LLMs is also addressed with the sliding window technique [40, 72], where the LLM
focuses on a window size at a time given that the model may have to handle longer texts in
the listwise approach. Listwise reranking has been implemented in the proprietary model
RankGPT [72] and its implementation in non-proprietary models such as RankVicuna [60]
and RankZephyr [61] achieves competitive reranking effectiveness with RankGPT models. In
this work, we examine the cross-lingual reranking capabilities of RankGPT and RankZephyr
models on African languages also using listwise.
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Chapter 3

CIRAL

CIRAL– Cross-lingual Information Retrieval for African Languages, is a test collection
curated for the evaluation of cross-lingual information retrieval systems on African languages.
CIRAL is suited for the passage ranking task with its queries as natural language questions
and retrieval at the passage level, modelling that of datasets such as MS MARCO [47] used
in TREC’s Deep Learning track [22], MIRACL [90] and Mr. TyDi [88]. The cross-lingual
nature of the test collection entails its queries being in English with passages in the African
languages.

In this chapter, we provide an overview of the CIRAL test collection and a detailed
description of the construction process. The statistics and attributes of the constructed
test collection are also discussed.

3.1 Language Details

CIRAL supports CLIR between English and four African languages: Hausa, Somali, Swahili
and Yoruba, which are 4 of the most spoken African languages. The choice to search
with English queries is a result of English being the official language in countries where
the African languages are spoken, with the exception of Somali whose speakers lean more
towards Arabic than English. We provide descriptions of the African languages below and
a summary in Table 3.1.

Hausa. Hausa is a widely spoken Chadic language and belongs to the Afro-Asiatic family.
Primarily spoken in parts of West Africa and with over 80 million speakers in the world,
the language exhibits a complex system of morphology, marked by agglutination, wherein
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Language Family Language Region # Speakers Script

Afro-Asiatic
Hausa West Africa 88M Latin
Somali East Africa 24M Latin

Niger-Congo
Swahili East Africa 88M Latin
Yoruba West Africa 55M Latin

Table 3.1: Details on the African languages in the CIRAL task.

affixes are appended to root words to convey grammatical distinctions such as tense, aspect,
and mood. It makes use of the Latin script which is referred to as Boko.

Somali. The Somali language is a Cushitic language also belonging to the Afro-Asiatic
language family, and is spoken majorly in the Horn of Africa. With 24 million speakers,
it is the national language in Somalia, and also spoken by Somalis in Kenya and other
countries to which they have immigrated. It is a tonal language written in Latin script:
with pitch accent marking both lexical and grammatical distinctions; however, the tone is
not written, so it does not play a role in what follows.

Swahili. Swahili is a Bantu language spoken widely in the East and Central Africa. The
language has evolved to be formal and informal, with formal vocabularies used in official
settings and informal vocabularies used by young people and in social media settings. It
contains many loan words from the English, Bantu and Arabic languages. Swahili is spoken
by over 40 million people in East Africa and more than 80 million globally.

Yoruba. Yoruba, a Niger-Congo language spoken primarily in Nigeria and the western part
of Africa, has about 55 million speakers globally. Written in the Latin script, it is a tonal
language with three tones: low (\), middle (–) and high (/). These marks and dots are
referred to as diacritics and are necessary to pronounce words correctly. Yoruba exhibits a
basic subject-verb-object (SVO) word order in declarative sentences, and its adapts loan
words to fit its phonological and morphological patterns.

3.2 Collection Construction

At a high level, CIRAL’s construction comprised curating a collection of passages for the
African languages, and a two-stage annotation process: (1) query generation using passages
from news articles; (2) relevance assessment, where the top-k passages for each generated
query were annotated for binary relevance. Relevance assessment was done in tandem
with query generation, i.e., for every generated query (or group of queries), the annotator
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simultaneously checked for passages relevant to the query. Additionally, deeper judgments
were obtained for a subset of the queries via pooling from systems that participated in
CIRAL’s shared task;1 we discuss this in detail in chapter 5.

CIRAL’s queries and judgments were generated via human annotation. This involved
23 annotators in total, where fifteen of them were volunteers from Masakhane,2 an NLP
community of researchers and linguists for African languages, and the other eight were
hired from the public. All annotators were native speakers of the African languages and
fluent in English. The annotators were properly and consistently onboarded to ascertain
they had the required level of skills needed, as well as provide annotation guidance to them.
Volunteer annotation commenced on 27th May 2023, while hired annotators began on 22nd
July 2023, with varying start dates for the languages. The dataset construction process
was completed on the 17th of October 2023.

3.2.1 Passage Collection

CIRAL’s passage collection is curated from indigenous news websites and blogs for each
of the four languages. These sites serve as a source of local and international information
and are a huge source of text for their languages. The articles are collected using a web
scrapping framework called Otelemuye3 and combined into monolingual document sets.
The collected articles date from as early as was available on the website (which was from the
early 2000s for some languages) up until March 2023. Passages are generated from the set
by chunking each news article on a sentence level using a sliding-window segmentation [73].
To ensure natural discourse segments when chunking the articles, a stride window of 3
is used with a maximum of 6 sentences per window. The resulting passages are further
filtered to remove those with less than 7 or more than 200 words. To ensure passages are in
the required African language, filtering was done using the language’s list of stopwords and
we retain passages that have not less than 3 or 5 stopwords depending on the language.
Passages in Hausa, Swahili and Yoruba were filtered for a minimum of 5 stop words, while
we filtered Somali passages for a minimum of 3. CIRAL’s passage collection is publicly
available in the corpus’s Hugging Face repository.4

The curated passages are provided in JSONL files, each line representing a JSON object
with details about a passage. Passages have the following fields: docid which is its unique

1https://ciralproject.github.io/
2https://www.masakhane.io/
3https://github.com/theyorubayesian/otelemuye
4https://huggingface.co/datasets/CIRAL/ciral-corpus
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identifier, title which is the headline of the news article from which it was obtained, text
represents the passage body and the url filed is the link to the news article from which
it was gotten. The unique identifier docid is constructed programmatically to have the
format source#article id#passage id providing information on the news website and
specific article number the passage was extracted from in the monolingual set. This is also
helpful as there are a few news articles without titles, hence leaving the respective passages
without a text in the title field. Examples of the JSON object with the passage fields
are provided below for each language, with translations of the title and text fields in
brackets.

{
“docid”: “VOA#3882#0”,

“title”: “Tasirin COVID-19 a Rayuwar Matasa (Impact of COVID-19 on Youth Lives)”,

“text”: “Tun lokacin da duniya ta shiga cikin mawuyacin hali bayan barkewar annobar
cutar Coronavirus, ko COVID-19, rayuwar gaba daya ta canza, kuma babu tabbacin
ko zata koma daidai. An fara samun bullar cutar a watan Disamba na shekara ta
2019, a birnin Wuhan a dake kasar China. Bayan barkewar cutar a wasu kasashen, nan
da nan Gwamnatoci suka fara kafa dokar ta baci ta hana shiga da fita, tare da rufe
ofisoshin gwamnati, kasuwanni, da wuraren aiki, wuraren shakatawa, makarantu, da
dai sauransu. (Since the world went into a difficult situation after the outbreak of the
Corona virus, or COVID-19, life has completely changed, and there is no guarantee
that it will return to normal. The outbreak of the disease began in December 2019,
in the city of Wuhan in China. After the outbreak of the disease in many countries,
the government started to stop people from going in and out, and they closed down
government offices, businesses, parks, parks, schools, etc.)”,

“url”: “https://www.voahausa.com/a/tasirin-da-covid-19-a-rayuwar-matasa-
/5524888. html”

}

Sample Passage in Hausa
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{
“docid”: “DALJIR#31432#0”,

“title”: “Beel Gobolka Mudug oo Taageertay Kordhinta Kuraasta Barlamaanka (dhe-
gayso). (A Community in Mudug Region Supported the Increase of Parliamentary
Seats (listen).)”,

“text”: “Mid kamid beelaha gobolka Mudug oo shir jaraa’id waxgaradkeedu maanta ku
qabteen magaalada Galkacyo ee xarunta gobolka Mudug ayaa aad u soo dhoweeyey
go’aanka uu madaxweynaha dowladda Puntland ku doonayo in la kordhiyo barlamaanka
dowladda Puntland. DHEGAYSO. (One of the clans of Mudug region who held a press
conference today in Galkacyo, the capital of Mudug region, welcomed the decision of
the president of the Puntland government to increase the parliament of the Puntland
government. LISTEN.)”,

“url”: “https://www.daljir.com/mid-kamid-ah-beelaha-dega-gobolka-mudug-oo-
taageertay-kordhinta-barlamaanka-puntland-dhegayso/”

}

Sample Passage in Somali

{
“docid”: “TUKO#27240#4”,

“title”: “Bilionea Chris Kirubi awaomba Wakenya kufanyiwa uchunguzi wa mapema wa
saratani. (Billionaire Chris Kirubi asks Kenyans to undergo early cancer screening.)”,

“text”: “Mnamo mwaka 2018, Kirubi alisafiri nchini Marekani kwa miezi kadhaa kutafuta
matibabu ya jinamizi hilo. TUKO.co.ke iliripoti awali kuwa Kirubi alikuwa akiugua
saratani ya utumbo na sasa yuko kwenye safari ya kupona. Kando na hali yake
ya zamani ambapo alikuwa akionekana kudhoofika, mwanabiashara huyo kwa sasa
anaonekana kuwa mwenye buheri ya afya, mchangamfu na pia mwingi wa matumaini.
(In 2018, Kirubi traveled to the United States for several months to seek treatment for
the nightmare. TUKO.co.ke previously reported that Kirubi was suffering from colon
cancer and is now on the road to recovery. Apart from his old condition where he used
to look weak, the businessman now seems to be healthy, cheerful and also full of hope.)”,

“url”: “https://mtanzania.co.tz/mapambano-dhidi-ya-malaria-yafikia-pazuri-nchini/”

}

Sample Passage in Swahili
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{
“docid”: “ASEJERE#1269#0”,

“title”: “
·
Sina Peters di Bis

·
o

·
obu nij

·
o Kerubu. (Shina Peters became a bishop in

Cherub.)”,

“text”: “Gbajugbaja olorin juju nni, Sir
·
Sina Peters ti di gba oye Bis

·
o

·
obu ninu ij

·
o

Kerubu ati Serafu.
·
Oj

·
o Sannde to k

·
oja yii ni w

·
on fi agba olorin juju naa j

·
e oye naa.

·
Sina funra r

·
e lo gbe fidio ifisorioye naa sori

·
er

·
o ayelujara laip yii, lati dup

·
e l

·
ow

·
o

·
Ol

·
orun,

b
·
e

·
e lo si tun n s

·
o fun aw

·
on ololuf

·
e r

·
e pe oun ti di Bi

·
s

·
o

·
obu. (A famous juju artist, Sir

Shina Peters has become a bishop in the congregation of Cherubs and Seraphs. This
past Sunday, the juju artist was blamed for the intelligence. Shina himself uploaded the
video of the assessment on the internet recently, to thank God, and he is also telling
his fans that he has become a Bishop.)”,

“url”: “https://www.asejere.net/%e1%b9%a3ina-peters-di-bi%e1%b9%a3oobu-nijo-
ker ubu/”

}

Sample Passage in Yoruba

3.2.2 Query Generation

Given that CIRAL’s passage collection was curated from African sources, queries for a given
language were formulated to model the interests of its speakers. We call these cultural-
specific queries, and these include queries with topics that are particularly of interest to the
languages’s speakers as well as generic topics. We also prioritized the generation of these
queries as factoids to avoid ambiguous answers.

The query generation process entailed providing annotators with passages in the African
languages as inspiration for developing questions. To attain the cultural-specific queries,
passages used for the annotation process were obtained from the MasakhaNEWS [4]
dataset. MasakhaNEWS is a news classification dataset for African languages covering
14 African languages including English and French, and news categories such Politics,
Religion, Sports, Health and Entertainment, hence it served as a good resource for the
query generation. Articles from MasakhaNEWS were chunked into passages using the same
processing approach as in Section 3.2.1 and then randomly shuffled. Next, the passages,
together with their news categories and the titles of their original article, were sent to the
annotators, who were asked to write a single question based on each passage and its auxiliary
information. Inspired by previous works [15, 90], we enforce the questions should not be
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answerable by the given passages, looking for “information-seeking” questions. Considering
that the annotation passages were in the African languages, annotators first generated the
query in its African language and then provided its English translation.

3.2.3 Relevance Assessment

On generating a query, annotators assessed its relevance to the top passages retrieved
from the collections prepared as in Section 3.2.1. CIRAL uses binary relevance, where the
passages are either relevant or non-relevant. Candidate passages were prepared via hybrid
results of sparse and dense retrieval methods:

• BM25: We chose BM25 [64] as the sparse retrieval method, which has demonstrated
effective zero-shot capabilities on various benchmarks and languages [75, 55]. We used
the implementation in Anserini [82], a toolkit for reproducible information retrieval
research built on Lucene. Anserini supports custom tokenizers for BM25, where we
used the tokenizer of AfriTeVa [56] for all experiments.

• AfriBERTa-DPR: We train an AfriBERTa-DPR model,5 as the first-stage dense
retriever. It is a dense passage retriever [29] initialized from AfriBERTa [53] and
fine-tuned on MS MARCO and then all Latin languages in Mr. TyDi [88]. The model
is pre-finetuned on MS MARCO [11] for 40 epochs with a batch size of 128 and a
learning rate of 4e− 5 and further finetuned on all the Latin-script languages in Mr.
TyDi [88] using a learning rate of 1e − 5. We finetune with only the Latin-script
languages of Mr. TyDi as CIRAL’s target languages are in Latin script.

Results from the sparse and dense models are interpolated with shybrid = α · ssparse + sdense
where α = 0.1 as the default value in Pyserini, and the top-20 passages in the hybrid system
are annotated. To maximize the number of relevant passages from the candidate set, we
adopt monolingual retrieval for both sparse and dense models. That is, while the released
questions are in English, the candidates are retrieved based on the queries in their African
language.

Figure 3.1 shows the annotation interface for the relevance assessment stage, which
has the hybrid retrieval system implemented in its backend. When assessing a query, the
annotators enter the query in the African language, its English translation and the unique
identifier of the passage that inspired it in the interface, and label each of the passage

5https://huggingface.co/castorini/afriberta-dpr-ptf-msmarco-ft-latin-mrtydi
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Figure 3.1: Search interface developed using Spacerini [8] for the relevance assessment step.
To get candidate passages, annotators are asked to provide their names, the query in the
African language and its English translation, and the id of the passage that inspired the
query. This shows an example when “Language” is selected as Swahili.

candidates as true (relevant, 1) or false (irrelevant, 0). The interface is implemented
on Spacerini [8], a framework that integrates the Pyserini [35] toolkit and Hugging Face
Spaces6 for interactive search applications. Annotators were asked to assess for relevance
following the criteria below:

• Relevant (True): The annotator selected true if the passage answered the question
or implied the answer without doubt.

• Non-relevant (False): The annotator selected false if the passage didn’t answer the
question.

In cases where the passage partially answered the question, e.g., a passage having only the
day of the week when the question asks for the date, such passages were annotated based
on the discretion of the annotator as non-relevant depending on the level of incompleteness.
Passages annotated as true in the interface were assigned a relevance of 1 and those
annotated as false a relevance of 0.

3.2.4 Fold Creation

We retain queries with at least one relevant passage and not more than 15 relevant passages
to control the prevalence of queries that are too simple for systems. Processed queries and

6https://huggingface.co/spaces
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judgments were split into development set, test set A, and test set B. We obtained two test
sets as a result of releasing part of the collection to CIRAL’s shared task. Test queries
collected by the 21st of August, 2023 were released to the shared task, forming test set A,
while annotation continued for test set B. The statistics of each set is provided in section 3.3
and the curated test collection is available on CIRAL’s Hugging Face repository.7 Since test
set A was released in the shared task, queries in this fold have retrieval results submitted
by the participants, allowing us to conduct pooling.

3.2.5 Pooling Process

A major component of the curation process was pooling [98], where deeper judgments
(pools) were obtained for test set A from systems that participated in CIRAL’s shared
task (chapter 5). Test set A queries were released to the track and runs submitted
by participants were collected to form pools. Contributing runs consisted of the top 3
submissions ranked by the participating teams, and subsequent additions depending on
factors such as time constraints, model type, and assessment resources. The prevalent
model types of contributing runs included dense and reranking methods. Dense methods
included PLAID [68] implementations of the ColBERT-X [45] model, and multilingual
DPRs trained with mBERT [88] and Afrocentric BERT-style models [53, 9] as backbones.
Submissions implementing reranking worked with first-stage models such as BM25 [64] and
SPLADE [24] and reranked with multilingual T5 models [81].8 The submission pool depth
was kept at k = 20, however, there were no restrictions to the pool size of queries. A total
of 40 runs contributed to the pool formation, 10 runs per language.

Passages in the pools were manually assessed by annotators for binary relevance; relevant
passages are given a judgment of 1 and non-relevant a judgment of 0. The assessment was
done by two annotators per language where each annotator provided judgments for halves
of the test set queries. Passages from test set A’s already existing shallow judgments were
also included in the pools and re-assessed during the pooling process for quality assurance.
The curated pools are also available in the test collection’s Hugging Face repository.

7https://huggingface.co/datasets/CIRAL/ciral
8We do not cite the specific working notes as proceedings of the conference were not out at the time of

this thesis submission.
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ha so sw yo

# of Queries 19 46 43 34
κ Scores 0.6295 0.6466 0.8281 0.8005

Table 3.2: Cohen Kappa’s inter-annotator agreement scores κ calculated on assessments
done for a set of queries in each language.

3.2.6 Quality Control

Certain measures were put in place during the annotation process for quality control. These
included (1) ensuring the queries were unambiguous and of required quality; (2) ensuring
the queries had relatively complete assessments, and (3) random checks to ascertain the
correctness of the judgments. These quality control steps were done by volunteer language
coordinators from the Masakhane community, who are also native speakers of the languages
they coordinated for. Queries with less than 15 annotated passages, i.e., if the annotator
didn’t complete the relevance assessment, were re-annotated. Poorly formulated queries
were either corrected by the annotator and re-assessed for judgments, or discarded if it was
over-ambiguous, e.g., What happened in 1999?

As an additional quality assurance measure, we ascertain the quality of judgments
provided in both the shallow judgments and pools by calculating the inter-annotator
agreement scores of the test set A passages re-assessed during pooling. Inter-annotator
agreement scores were calculated for queries with different annotators in the initial relevance
assessment and pooling stages. We selected a total of 142 queries: 46 Somali, 43 Swahili,
34 Yoruba and 19 Hausa queries, and calculated the Cohen Kappa’s score κ [16] of both
judgments. The Kappa scores are reported in Table 3.2, and we observe scores between 0.6
and 0.8 which indicate moderate to substantial agreement [79] in the judgments provided.

3.3 Collection Statistics

We report the number of queries and judgments in each split of the test collection along
with the passage corpus size in Table 3.3. The corpus sizes for Hausa, Somali, and Swahili
range from 700k to 900k passages, with Yoruba having a minimum amount of roughly 82k
passages. The average number of tokens per passage across the languages is 127 to 168
tokens, where the tokens are obtained using a whitespace tokenizer. The development set
is made up of 10 sample queries which can be used to understand the nature of the task
and develop systems and methods.
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Dev Test A Test B

ISO Language #Q#J #Q #J
Total

Pool Size
Avg.

Pool Size
#Q #J # Passages

Avg.
Psg Len.

# Articles

ha Hausa 10 165 80 1447 7,288 91 312 5,930 715,355 135 240,883
so Somali 10 187 99 1798 9,094 92 239 4,324 827,552 126 629,441
sw Swahili 10 196 85 1656 8,079 95 113 2,175 949,013 127 146,669
yo Yoruba 10 185 100 1921 8,311 83 554 10,569 82,095 168 27,985

Table 3.3: Statistics of CIRAL’s queries, judgments and passages. Test Set A includes both
shallow judgments and deep judgments from pools, while Test Set B includes only shallow
judgments. #Q: number of queries; #J: number of judgements; #Passages: number of
passages in the collection; #Articles: number of articles where the passages are prepared
from; Total Pool Size: Total the number of judgments in the pool curated for the language;
Avg. Pool Size: average pool size per query; Avg. Passg Len.: average number of tokens
per passage using a whitespace tokenizer.

Test sets A and B both include shallow judgments with an average of 17 judgments per
query. Figure 3.2 shows the query distribution according to their relevant passage count.
Most queries in each set have between 3 to 9 relevant passages across the languages, with
the exception of Swahili’s test set A having more queries with 1 to 2 relevant passages
(Figure 3.2a).

3.3.1 Pool Statistics

Table 3.3 also provides the overall and average sizes of the pools, with pool size distributions
shown in Figure 3.3. The average pool size per query across the languages is between 83
and 95 (Table 3.3), with sizes ranging from as small as 40 and 60, to maximum sizes of
120 (Figure 3.3). Queries with minimal pool sizes indicate that the systems retrieved very
similar sets of passages for these queries in their top 20 results.

Figure 3.4 shows the query distribution according to the number of relevant passages
obtained during the pooling process, indicating that runs which contributed to the pools
also retrieved more relevant passages across the four languages. The majority of the queries
are annotated with 2–60 relevant passages, with a few queries having over 60 relevant
passages or only 1 relevant passage. This also suggests a balanced challenging level of
CIRAL queries. To understand whether the pools provide adequate coverage on the relevant
passages, we analyze the relevance density measure [21] of the queries (Figure 3.5). The
relevance density Drel of a query is the number of relevant passages compared to its pool
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Figure 3.2: Query distribution according to the number of relevant passages in the shallow
judgment.
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Figure 3.3: Query distribution according to the pool size, with minimum sizes of 40 to 60
judgments and maximum sizes of over 120 judgments (Test Set A only).
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Figure 3.4: Query distribution according to the number of relevant passages in the pools
(Test set A only).

size N , i.e, Drel =
|p|rel
N

. Figure 3.5 shows the distribution of the relevance density: relatively
few queries have densities higher than 0.6 across the languages. Most queries have densities
less than or equal to 0.2, with an equal proportion having densities between 0.2 and 0.6.
The distribution suggests that the percentage of relevant passages in the pool is modest
for most of the queries and that the queries are not over-easy or over-challenging to the
retrieval systems in general. An example of a query with a density higher than 0.6 in the
Swahili set: “When did South Sudan gain independence?”, indicating it has a good amount
of relevant passages and is an easy question. On the other hand, the Yoruba query “How
many countries qualified for the AFCON 2022?” has a relevance density less than 0.2,
indicating it has fewer relevant passages and is more challenging.
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Figure 3.5: Query distribution based on their relevance density (Test Set A only).

Test Set A Test Set B

Question Type ha so sw yo ha so sw yo

What 24.7 40.0 43.5 64.0 25.6 44.4 52.2 50.0
Who 23.5 18.0 21.2 16.0 29.8 32.2 14.2 29.8
Which 9.4 10.0 9.41 4.0 4.2 2.1 7.9 4.2
Where 5.9 2.0 11.8 7.0 11.5 1.3 7.9 3.3
When 14.1 5.0 9.4 3.0 7.7 3.8 4.4 5.1
How many/much 4.7 15.0 3.5 2.0 10.9 5.9 4.4 1.3
How 5.8 6.0 1.2 2.0 2.6 7.5 - 0.5
Why - - - - 0.6 - - 0.5
Yes/No 3.5 1.0 - 1.0 0.9 1.3 2.7 1.6

Table 3.4: Question type proportions (%) of Test Sets A and B.

3.3.2 Question-Type Proportion

Given that the queries in CIRAL are natural language questions, we analyze the proportion
of question types via query words. As reported in Table 3.4, the top question types include
what and who, making up 50–70% across the languages. Questions with which, when, where
and how many/much are the next most occurring types and have varying proportions across
the languages. The nature of the questions with the highest proportions is a direct result of
formulating questions from news content, as news topics focus on specific entities and events.
Additionally, the most occurring question types also make up the largest proportions in
other datasets [63, 91, 25]. There are very few why and how (e.g. How do you wash a car? )
question types, further indicating the preference for factoid questions with direct answers
in CIRAL.
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Chapter 4

Experiments

We conduct experiments demonstrating the utility of CIRAL in evaluating retrieval and
reranking systems for African languages. Baseline retrieval and reranking systems are
presented for comparison with future systems, and we examine the zero-shot cross-lingual
effectiveness of large language models on African languages.

4.1 Baselines

Baseline systems in CIRAL include single-stage retrieval methods using sparse and dense
models and second-stage rerankers. We also experiment with translation techniques as often
practiced for CLIR tasks, and the end-to-end CLIR with queries in English and retrieved
passages in the African languages. We share the documentation for reproducing CIRAL’s
retrieval baselines on Pyserini.1

4.1.1 Retrieval Baselines

We use BM25 as our sparse retrieval baseline [64]. BM25 is an unsupervised retrieval
method based on exact matching, which is more successful in monolingual retrieval settings.
Hence we applied query and document translations prior to retrieval. We experiment with
both human and machine translations of the queries from English to the African languages,
and machine translations of the passages from the African languages to English. Machine

1https://github.com/castorini/pyserini
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translation of the queries was done using the Google Machine Translation (GMT) model,
while human translations were obtained during the query generation stage of the curation
process. Passages are translated from the African languages to English using the NLLB
1.3B [20] translation model and we use this model given that it was trained on fifty-five
(55) African languages, including those in CIRAL. Translation was done at the sentence
level, with a batch size of 256 and a maximum sequence length of 128.

We evaluate the zero-shot cross-lingual retrieval effectiveness of already established
dense passage retrievers. Dense retrieval baselines include the mDPR) [88] and AfriBERTa-
DPR2, which are multilingual variants of the English DPR by initializing the model
with mBERT [23] and the Afrocentric AfriBERTa backbone [53]. Both models have
demonstrated effective capabilities in several retrieval tasks. The models were pre-finetuned
on MS MARCO [11] for 40 epochs with a batch size of 128 and a learning rate of 4e− 5.
AfriBERTa was further finetuned on all the Latin-script languages in Mr. TyDi [88] using
a learning rate of 1e− 5. We finetune with only the Latin-script languages of Mr. TyDi as
CIRAL’s target languages are in Latin script.

Our retrieval baselines also include a fusion of sparse and dense retrieval methods. We
implement Reciprocal Rank Fusion (RRF) [18] which assigns reciprocal rank scores to the
documents in the input runs and combines the scores to produce a new ranking. We perform
fusion on the BM25 with document translation and AfriBERTa-DPR runs, following the
implementation of [18].

4.1.2 Reranking Baselines

We experiment with cross-encoder T5 models as reranking baselines. Cross-encoder models
have proven to be effective rerankers [50, 12], even in low-resource settings. We implement
the multilingual T5 model (mT5) [81] and as done with our dense retrieval baselines, we
also analyse the effectiveness of Afrocentric multilingual T5 models as rerankers using
AfrimT5 [2]. AfrimT5 is the continued pretraining of the mT5 model on African corpora.
We finetune the base versions of both models on the MS MARCO [11] passage collection to
obtain our rerankers. Following the recommendation of [50] and [12], we make use of yes
and no as prediction tokens, where yes is generated when a query is relevant to a passage,
and no otherwise. Both models are fine-tuned for 100k iterations on 2 NVIDIA RTX-A6000
GPUs for 27 hours. The training batch size was 128, with a maximum sequence length of
512 and a 5e− 5 learning rate.

2https://huggingface.co/castorini/afriberta-dpr-ptf-msmarco-ft-latin-mrtydi
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nDCG@20 Recall@100

BM25
hQT

BM25
mQT

BM25
mDT mDPR

Afri.
DPR Fusion

BM25
hQT

BM25
mQT

BM25
mDT mDPR

Afri.
DPR Fusion

Test Set A (Shallow judgments)
(1a) ha 0.1656 0.0921 0.1619 0.0150 0.1864 0.2842 0.2874 0.2409 0.4099 0.0845 0.4379 0.6107
(1b) so 0.1214 0.0729 0.1590 0.0563 0.1878 0.2608 0.2615 0.1543 0.3904 0.1253 0.4029 0.5512
(1c) sw 0.1720 0.1625 0.2033 0.0942 0.2311 0.2716 0.4161 0.4003 0.4786 0.2655 0.4977 0.7456
(1d) yo 0.4023 0.3024 0.4265 0.1776 0.1288 0.3843 0.6659 0.6097 0.7832 0.3877 0.3421 0.8195

(1e) Avg. 0.2153 0.1575 0.2377 0.0858 0.1835 0.3002 0.4077 0.3513 0.5155 0.2157 0.4202 0.6818

Test Set A (Pools)
(2a) ha 0.1161 0.0870 0.2142 0.0472 0.1726 0.3108 0.1916 0.1888 0.4039 0.0947 0.2692 0.4638
(2b) so 0.1232 0.0813 0.2461 0.0621 0.1345 0.2860 0.1923 0.1397 0.4379 0.0988 0.2017 0.4565
(2c) sw 0.1500 0.1302 0.2327 0.1556 0.1602 0.2821 0.2430 0.2178 0.3636 0.2117 0.2093 0.4290
(2d) yo 0.3118 0.2864 0.4451 0.1819 0.0916 0.3832 0.4899 0.4823 0.7199 0.3132 0.2262 0.6960

(2e) Avg. 0.1753 0.1462 0.2845 0.1117 0.1397 0.3155 0.2792 0.2572 0.4813 0.1796 0.2266 0.5113

Test Set B
(3a) ha 0.2121 0.1547 0.2124 0.0397 0.2028 0.2935 0.3800 0.2996 0.4394 0.1027 0.3900 0.6007
(3b) so 0.1725 0.0891 0.2186 0.0635 0.1682 0.2878 0.3479 0.2019 0.4637 0.1345 0.3558 0.5618
(3c) sw 0.1727 0.1724 0.2582 0.1227 0.2166 0.3187 0.4166 0.4364 0.4918 0.3019 0.4608 0.7007
(3d) yo 0.3459 0.2940 0.3700 0.1458 0.1157 0.3435 0.6434 0.5735 0.7348 0.3249 0.2907 0.7525

(3e) Avg. 0.2258 0.1776 0.2648 0.0929 0.1758 0.3109 0.4470 0.3779 0.5324 0.2160 0.3743 0.6539

Table 4.1: Sparse and Dense baselines on CIRAL’s test sets A and B. BM25 hQT: BM25
retrieval with human query translations; BM25 mQT: BM25 retrieval with machine query
translations; BM25 mDT: BM25 retrieval with machine document translations; Afri. DPR:
AfriBERTa-DPR; Fusion: RRF of BM25 mDT and Afri. DPR.

4.1.3 Evaluation Metrics

We evaluate the effectiveness of the retrieval and reranking baselines with some of the
standard metrics used in passage ranking tasks. These include the Normalized Discounted
Cumulative Gain at a cut-off of 20 (nDCG@20 ) and Recall for the top 100 retrieved passages
(Recall@100 ). The metrics are computed using trec eval3 provided in Pyserini.

4.1.4 Results and Discussion

Retrieval Effectiveness. We report the retrieval scores of the sparse and dense baselines in
Table 4.1. Evaluations are done against the test sets A and B’s shallow judgments (Rows
1 and 3), and also on the pools obtained for test set A (Row 2). The average scores for

3https://trec.nist.gov/trec_eval/
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nDCG@20 Recall@100

BM25
mDT mT5

Afri-
mT5

BM25
mDT mT5

Afri-
mT5

Test Set A (Shallow Judgments)
(1a) ha 0.1619 0.2444 0.2496 0.4009 0.5014 0.5007
(1b) so 0.1590 0.2031 0.2117 0.3904 0.4849 0.4529
(1c) sw 0.2033 0.1741 0.1981 0.4786 0.5615 0.5073
(1d) yo 0.4265 0.4598 0.4510 0.7832 0.8372 0.8432

(1e) Avg. 0.2377 0.2704 0.2776 0.5155 0.5963 0.5760

Test Set A (Pools)
(2a) ha 0.2142 0.4431 0.4357 0.4039 0.5623 0.5545
(2b) so 0.2461 0.4095 0.3789 0.4379 0.5635 0.5235
(2c) sw 0.2327 0.4145 0.4104 0.3636 0.5349 0.5028
(2d) yo 0.4451 0.5639 0.5422 0.7199 0.7886 0.8003

(2e) Avg. 0.2864 0.4610 0.4448 0.4809 0.6141 0.5994

Test Set B
(3a) ha 0.2124 0.2370 0.2456 0.4394 0.4781 0.4881
(3b) so 0.2186 0.2513 0.2577 0.4637 0.5108 0.4906
(3c) sw 0.2582 0.2328 0.2307 0.4918 0.5627 0.5647
(3d) yo 0.3700 0.4170 0.4062 0.7348 0.7614 0.7777

(3e) Avg. 0.2648 0.2845 0.2851 0.5324 0.5783 0.5803

Table 4.2: Reranking baselines on CIRAL’s test sets A and B. BM25 mDT: BM25 retrieval
with machine document translations, copied from Table 4.1 for easier comparison.

the retrieval methods are provided in Rows *e. As seen in the average results of the three
judgment sets, BM25 with document translation (BM25 mDT) is the most effective sparse
retrieval baseline, considering retrieval is done in English. The AfriBERTa-DPR model
generally performs as the better cross-lingual dense retriever, with the exception of the
mDPR model achieving higher nDCG scores in the Yoruba language across all judgment
sets (Rows *d). This indicates the effectiveness of an Afrocentric model as a DPR. BM25
mDT however outperforms the AfriBERTa-DPR model and the RRF of both models is the
strongest retrieval baseline. In using query translations to cross the language barrier, BM25
retrieval with human translations BM25 hQT outperforms retrieval with machine query
translations BM25 mQT. The effectiveness of the BM25 with the human query translations
demonstrates the quality of in-language queries generated during the curation process.

Reranking Effectiveness. Table 4.2 shows the effectiveness of the reranking baselines,
following the same presentation as Table 4.1. Considering BM25 with document translation
is the next most effective retrieval baseline after fusion, we implement it as the first-stage
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ha so sw yo Avg

Pearson’s r 0.9227 0.8676 0.6909 0.9530 0.9004

Table 4.3: Pearson’s correlation coefficient r between baseline systems’ orderings when
evaluated on Test set A’s shallow judgments and pools. Avg represents the coefficient of
the systems’ ordering on average results in, i.e., Row 1e and 2e in Table 4.1.

run and compare reranking and fusion results. Reranking is done in a cross-lingual manner,
where the queries are fed to the models in English and passages are reranked in the African
languages. We rerank and evaluate on all passages retrieved in the first stage, i.e., top-k =
1000. The mT5 and AfrimT5 models both achieve competitive effectiveness, with AfrimT5
having slightly higher nDCG scores for test sets A and B’s shallow judgments (Rows 1e and
3e). The mT5 model however is the more effective reranker when evaluating with Test set
A’s pools and achieves higher Recall on average (Row 2e). In comparing the effectiveness
of the reranking and fusion baselines, we observe that the Fusion baseline is more effective
than both reranking models on the shallow judgments, while rerankers outperform the
fusion baseline on the pools.

Comparing Shallow Judgments and Pools. Given that CIRAL provides two sets of judgments
for Test set A’s queries, we examine the differences when evaluating with either set. On
Rows 1e and 2e in Table 4.1 we observe that on average, the scores of the retrieval systems
when evaluated on the shallow judgments are mostly higher than when evaluated on the
pools. This could be a result of the shallow judgments being a bit simpler than the pools,
considering the pools include more relevant passages in their depth. The lower Recall scores
on the pools further indicate this. On the other hand, we notice that the reranking models
perform better on the pools (Row 2e in Table 4.2) than on the shallow judgments (Row
1e in Table 4.2), demonstrating their effectiveness in reranking relevant passages in BM25
mDT’s candidates.

That said, the relative effectiveness of the baselines does not significantly change with
respect to shallow or deep judgment. We compare the orderings by taking Pearson’s
correlation coefficient r of the retrieval nDCG scores when evaluated on the shallow
judgments and pools. That is, we calculate the correlation between Rows 1* and 2* in
Table 4.1 to get the r for each language as presented in Table 4.3. Across the languages,
the orderings of the baselines do not change much as the correlation coefficients indicate a
significantly positive relationship in the orderings. This is except for Swahili, which has
a moderately positive relationship due to the mDPR outperforming both BM25 query
translation baselines on the pools (Row 2c in Table 4.1), as opposed to both performing
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better than the mDPR model on the shallow judgments (Row 1c in Table 4.1).

4.2 Zero-shot Cross-lingual Reranking with LLMs

We implement zero-shot reranking for African languages on three (3) models. These
include proprietary reranking LLMs—RankGPT4 and RankGPT3.5, using the gpt-4 and
gpt-3.5-turbo models respectively from OpenAI’s API. To examine the effectiveness
of open-source LLMs, we rerank with RankZephyr [61], an open-source reranking LLM
obtained by instruction-finetuning Zephyrβ [77] to achieve competitive performance with
RankGPT models.

4.2.1 Listwise Reranking

In listwise reranking, LLMs compare and attribute relevance over multiple documents in a
single prompt. As this approach has been proven to be more effective than pointwise and
pairwise reranking [40, 60], we solely employ listwise reranking in this work. For each query
q, a list of provided documents D1, ..., Dn is reranked by the LLM, n being the number of
documents at a specific prompt.

4.2.2 Prompt Design

We adopt RankGPT’s [72] listwise prompt design as modified by [60]. The input prompt
and generated completion are as follows:

Input Prompt:

SYSTEM
You are RankGPT, an i n t e l l i g e n t a s s i s t a n t
that can rank passages based on t h e i r r e l evancy
to the query .
USER
I w i l l prov ide you with {num} passages ,
each ind i c a t ed by number i d e n t i f i e r [ ] .
Rank the passages based on t h e i r r e l evance
to the query : {query } .
[ 1 ] {passage 1}
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[ 2 ] {passage 2}
. . .
[num] {passage num}
Search Query : {query}
Rank the {num} passages above based
on t h e i r r e l evance to the search query .
The passages should be l i s t e d in descending
order us ing i d e n t i f i e r s . The most r e l e van t
passages should be l i s t e d f i r s t . The output
format should be [ ] > [ ] , e . g . , [ 1 ] > [ 2 ] .
Only respond with the ranking r e s u l t s , do not
say any word or exp la in .

4.2.3 LLM Zero-Shot Translations

We examine the effectiveness of LLMs in using their translations in crossing the language
barrier. For a given LLM, we generate zero-shot translations of queries from English to
African languages and implement reranking with the LLM using its translations. With this
approach, we are able to examine the ranking effectiveness of the LLM solely in African
languages, and look out for the correlation between its translation quality and reranking.
The prompt design for generating the query translation is as follows:

Input Prompt:

Query : {query}
Trans late t h i s query to {Afr i can language } .
Only re turn the t r an s l a t i on , don ’ t say any
other word .

Model Completion:

{Trans lated query}

4.2.4 Configurations

First-stage retrieval is BM25 [65] using the open-source Pyserini [36] toolkit. We use
whitespace tokenization for passages in native languages and the default English tokenizer
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for the translated passages. We investigate first-stage retrieval using document (BM25-
DT) and query translation (BM25-QT). For BM25-QT, we translate queries using Google
Machine Translation (GMT).

We rerank the top 100 passages retrieved by BM25 using the sliding window technique
by [72] with a window of 20 and a stride of 10. We use a context size of 4,096 tokens for
RankGPT3.5 and 8,192 tokens for RankGPT4. These context sizes are also maintained
for the zero-shot LLM translation experiments. For each model, translations is done over
3 iterations and we vary the model’s temperatures from 0 to 0.6 to allow variation in
the translations. Translations are only obtained for the GPT models considering that
RankZephyr is suited only for reranking.

4.2.5 Results and Discussion

Cross-Lingual vs. Monolingual Reranking. Table 4.4 compares results for the cross-lingual
reranking using CIRAL’s queries and passages as is, and English reranking scenarios. Row
(1) reports scores for the two first-stage retrievers, BM25 with query translation (BM25-QT)
and document translation (BM25-DT). Cross-lingual reranking scores for the different LLMs
are presented in Row (2), and we employ BM25-DT for first-stage retrieval given it is more
effective. Scores for reranking in English are reported in Row (3), and results show this to
be the more effective scenario across the models and languages.

Improved reranking effectiveness with English translations is expected, given that LLMs,
despite being multilingual, are more attuned to English. The results obtained from reranking
solely with African languages further investigate the effectiveness of LLMs in low-resource
language scenarios. We report scores using query translations in Table 4.5, with BM25-DT
also as the first-stage retriever for equal comparison. In comparing results from the query
translation scenario to the cross-lingual results in Row (2) of Table 4.4, we generally observe
better effectiveness with cross-lingual. However, RankGPT4 obtains higher scores for Somali,
Swahili and Yoruba in the African language scenario, especially with its query translations
(comparing Rows (2a) in Table 4.4 and 4.5).

LLMs’ Reranking Effectiveness We compare the effectiveness of the different LLMs across
the reranking scenarios. RankGPT4 generally achieves better reranking among the 3 LLMs
as presented in the Tables 4.4 and 4.5. In the cross-lingual and English reranking scenarios,
open-source LLM RankZephyr [61] achieves better reranking scores in comparison with
RankGPT3.5 as reported in Rows (*b) and (*c) in Table 4.4. RankZephyr also achieves
comparable scores with RankGPT4 in the English reranking scenario, and even a higher
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Source nDCG@20 MRR@100
Prev. top-k ha so sw yo ha so sw yo

(1a) BM25-QT None |C| 0.0870 0.0824 0.1252 0.2600 0.1942 0.1513 0.3098 0.3914
(1b) BM25-DT None |C| 0.2142 0.2517 0.2260 0.4169 0.4009 0.4348 0.4313 0.5359

Cross-lingual Reranking: English queries, passages in African languages
(2a) RankGPT4 BM25-DT 100 0.3577 0.3268 0.2991 0.4738 0.7006 0.6038 0.6270 0.6732
(2b) RankGPT3.5 BM25-DT 100 0.2413 0.2984 0.2497 0.4413 0.5125 0.5360 0.5577 0.6080
(2c) RankZephyr BM25-DT 100 0.2741 0.2996 0.2881 0.4218 0.4917 0.5397 0.5823 0.5853

English Reranking: English queries, English passages
(3a) RankGPT4 BM25-DT 100 0.3967 0.3812 0.3694 0.5355 0.7042 0.6313 0.7058 0.6858
(3b) RankGPT3.5 BM25-DT 100 0.2980 0.3189 0.3010 0.4621 0.5702 0.5826 0.6150 0.6582
(3c) RankZephyr BM25-DT 100 0.3686 0.3622 0.3601 0.4887 0.6431 0.6453 0.6995 0.6467

Table 4.4: Comparison of Cross-lingual and English reranking results. The cross-lingual
scenario uses CIRAL’s English queries and African language passages while English reranking
crosses the language barrier with English translations of the passages.

Source nDCG@20 MRR@100
Prev. top-k ha so sw yo ha so sw yo

(1) BM25-DT None |C| 0.2142 0.2517 0.2260 0.4169 0.4009 0.4348 0.4313 0.5359

LLM Query Translations: Queries and passages in African languages
(2a) RankGPT4 BM25-DT 100 0.3458 0.3487 0.3559 0.4834 0.6293 0.4253 0.6961 0.6551
(2b) RankGPT3.5 BM25-DT 100 0.2370 0.2850 0.2741 0.4190 0.4651 0.4937 0.5295 0.5594

GMT Query Translations: Queries and passages in African languages
(3a) RankGPT4 BM25-DT 100 0.3523 0.3159 0.3012 0.4386 0.6800 0.5421 0.6149 0.5935
(3b) RankGPT3.5 BM25-DT 100 0.2479 0.2894 0.2692 0.4001 0.4996 0.5005 0.5539 0.5419
(3c) RankZephyr BM25-DT 100 0.2515 0.2621 0.2497 0.3873 0.4573 0.4644 0.5401 0.5171

Table 4.5: Reranking in African languages using query translations and passages in the
African language. BM25-DT is used as first stage. Query translations are done using the
LLMs, and we compare effectiveness with GMT translations.

MRR for Somali as reported in Row (3c) of Table 4.4. These results establish the growing
effectiveness of open-source LLMs for language tasks considering the limited availability of
proprietary LLMs, but with room for improvement in low-resource languages.

LLMs’ Translations and Reranking. Given that RankGPT4 achieves better reranking
effectiveness using its query translations in the monolingual setting, we further examine the
effectiveness of this scenario. Row (2) in Table 4.5 reports results using LLMs translations,
and we compare these to results obtained using translations from GMT. Compared to results
obtained with GMT translations, RankGPT4 does achieve better monolingual reranking
effectiveness in the African language using its query translations. RankGPT3.5 on the
other hand achieves less competitive scores using its query translations when compared to
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Model ha so sw yo avg

GPT4 21.8 7.4 43.8 16.0 22.3
GPT3.5 7.1 1.8 42.4 6.6 14.5
GMT 45.3 17.9 85.9 36.7 46.5

Table 4.6: Evaluation of the LLMs query translation quality using the BLEU metric. Scores
reported are the average over three (3) translation iterations.

translations from the GMT model.

Considering translation quality’s effect on reranking, we evaluate the LLMs’ transla-
tions and report results in Table 4.6. Evaluation is done against CIRAL’s human query
translations using the BLEU4 metric. We observe better translations with GPT4, and
GPT3.5 having less translation quality, with GMT having the best quality. RankGPT4

still performs better using its query translations, indicating a correlation in the model’s
understanding of the African languages.

4https://github.com/mjpost/sacrebleu
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Chapter 5

Community Evaluations

The CIRAL track was held for the first time at the Forum for Information Retrieval
Evaluation (FIRE) 2023, with the goal of promoting the research and evaluation of cross-
lingual information retrieval for African languages. In hosting CIRAL, we look out for:
(1) The effectiveness of indigenous textual data in CLIR for African languages, (2) A
comparison of how well different retrieval methods perform in CLIR for African languages,
(3) The importance of retrieval and participation diversity. In this chapter, we discuss the
task in the CIRAL track, participation in the track and submissions for the respective
languages, comparing different retrieval methods employed in the task. Details of the track
are also available on the provided website.1

5.1 Task Description

The task at CIRAL was cross-lingual passage ranking between English and four African
languages: Hausa, Somali, Swahili and Yoruba. With English queries formulated as natural
language questions, track participants were tasked with developing systems that returned a
ranked list of passages in the African languages according to binary relevance: 1 indicating a
passage answers the question (relevant) and 0 for passages that do not answer the question
(irrelevant). There were no specifications on model or run type, hence participants could
implement any approach towards the cross-lingual task. To facilitate the development
and evaluation of their retrieval systems, participants were provided with a training set
comprising a sample of 10 queries for each language, their relevance judgments and the
passage collection for the languages. Considering the nature of the task, we evaluate for

1https://ciralproject.github.io/
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Date Event

13th July 2023 Hausa and Yoruba Training Data Released

6th Aug 2023 Somali and Swahili Training Data Released

21st Aug 2023 Test Data Released

10th Sep 2023 Run Submission Deadline

26th Sep 2023 Distribution of Results

Table 5.1: Track timeline showing the release dates of datasets, submission of runs and
result distribution.

early precision and recall using metrics such as nDCG@20 and Recall@100 and participants
were also made aware of these in developing their systems. For evaluations, the test set
of queries was provided for which submitted runs were manually judged to form query
pools. Subsequently, the test queries for which the pooling process was to be carried out
were released: 85 for Hausa, 100 for Somali, 85 for Swahili and 100 for Yoruba. The
different timelines for which each set was released, along with the run submission and result
distribution dates are provided in Table 5.1. Participants were also encouraged to rank
their submitted runs in the order that they preferred to contribute to the pools.

5.2 Participation

A total of 3 teams participated in the CIRAL track with 84 runs submitted, where each team
submitted runs from 7 different retrieval systems for each language making a total of 28 runs
per team. Considering that cross-lingual passage ranking was the focus task, participants
weren’t given any specifications on the retrieval type to employ and submissions comprised
dense (52), reranking (20), hybrid (8) and sparse (4) methods, covering end-to-end CLIR
as well as translation. All submissions covered the four languages hence there is an equal
number of runs among the languages.

5.3 Results and Analysis

We present the results of all languages in CIRAL’s leaderboard.2 The nDCG@20, MRR@10,
Recall@100, and MAP@100 scores for each submission are reported and the average and

2Leaderboard
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nDCG@20 MRR@10 Recall@100 MAP
Mean Max Mean Max Mean Max Mean Max

Hausa 0.2690 0.5700 0.4230 0.6952 0.3598 0.5902 0.1624 0.3611
Somali 0.2403 0.5118 0.4115 0.7102 0.3265 0.6436 0.1483 0.3567
Swahili 0.2644 0.5232 0.4537 0.7222 0.3249 0.5956 0.1406 0.3117
Yoruba 0.3115 0.5819 0.4486 0.6211 0.5091 0.8057 0.2135 0.4512

Table 5.2: Mean and Maximum scores across all runs.

Figure 5.1: Distribution of nDCG@20 among the various run types, ordered by nDCG@20.
Hatched bars represent runs that implement document translation at any stage in their
methods.

maximum scores can be found in Table 5.2. The main metric in the task is nDCG@20 and
a cut-off of k=20 is used considering a decent number of queries had above 10 relevant
passages during query development. Dense models make up 62% of submissions for each
language and have the highest average scores across the metrics. Most submissions employ
end-to-end cross-lingual retrieval with a few document translation methods represented as
DT in the table. However, the top 2 performing submissions across the languages employ
document translation at one stage or the other in their systems and have the highest scores
for all metrics.

The effectiveness of model types is better visualized in Figure 5.1. Runs are ordered
by the nDCG@20 scores, and though dense runs make up most of the top runs, there is a
variation in effectiveness across the dense models. The effectiveness of reranking methods
also varies widely across the languages, with the exception of Yoruba where reranking
models have the top nDCG@20 scores as seen in Figure 5.1. Given there wasn’t a specific

40



Figure 5.2: Distribution of Recall@100 among the various run types, ordered by nDCG@20
scores from Figure 5.1. Hatched bars represent runs that implement document translation
at any stage in their methods.

task on reranking, submitted runs employ different first and second-stage methods which
has an impact on the varying degree of output quality. However, the best reranking run
outperformed the best dense run across the languages with the exception of Somali. The
submission pool has a very minimal number of hybrid and sparse runs, giving insufficient
room for comparison of the model types on the task. The sparse run, however, outperforms
some of the dense and reranking runs and achieves competitive nDCG scores, especially in
Somali and Yoruba.

Dense models achieve higher recall@100 across all languages as seen in Figure 5.2.
Maintaining the same order by nDCG@20, runs not having a high nDCG@20 retrieved
more relevant passages in their top 100 candidates. With the exception of Yoruba and the
best reranking model, reranking generally achieved lower recall@100, with even the sparse
run achieving a better score across the languages. These results indicate that many of the
submitted systems have relevant passages at deeper depths, however, due to the nature of
the task, we optimize for early rankings using nDCG@20.

5.4 Use Cases for African Languages

The relevance of cross-lingual information retrieval with queries in English and documents
in African languages can be identified in certain scenarios. There are a number of African
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countries whose official languages are both English and a popularly spoken indigenous
language, indicating a widespread usage of both languages in trade, commerce, communi-
cations, education, and news. An example is Kenya, whose official languages are Swahili
and English, as compared to Nigeria with only English as its official language. In such
scenarios, there should exist an easy flow of online resources between the official languages.
This is especially true in “very official” settings where English is most accepted, but the
information needed is in the African language. Another use case is in African online forums,
where most users communicate in both their mother tongue and English. CLIR can enable
speakers of both languages make searches in English for information that could be in the
African language.
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Chapter 6

Conclusion and Future Work

This thesis presents CIRAL, a test collection curated to facilitate cross-lingual information
retrieval (CLIR) research for African languages. CIRAL covers retrieval between English
and four African languages namely Hausa, Somali, Swahili and Yoruba and is suited for
the passage ranking task with English queries as natural language questions and African
language passages. High-quality query-passage relevance assessment is provided, where
native speakers of the languages generate the queries and also annotate for relevance.
CIRAL’s passage corpora are curated from African news and blog websites, providing a
good amount of passages for the retrieval task.

In chapter 3, we detail CIRAL’s curation process and the statistics of the test collection.
Articles collected from the website are chunked into passages resulting in collection sizes of
700k to 900k passages for the languages except Yoruba having approximately 82k passages.
Human-generated queries were done using the MasakhaNEWS [4] dataset as a source of
inspiration to achieve queries with entities/topics that have a good chance of being found in
the passage collection. Annotators also provided relevance assessment via a search interface
that retrieved passages from a hybrid of BM25 and an AfriBERTa-DPR. Quality control
measures were in place during the annotation process to ensure the requirements of the
queries and judgments were met.

In chapter 4, we provide comprehensive baselines with reproducible results that demon-
strate CIRAL’s evaluation capabilities. We find BM25 with document translation (BM25
mDT) to be the most effective retrieval baseline before Fusion, where Fusion with a dense
passage retriever (DPR) further improves retrieval results. We also implemented reranking
baselines that improved on the results of BM25 mDT. Additionally, we carry out zero-shot
cross-lingual reranking with large language models (LLMs) using the RankGPT [72] and
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RankZephyr [61] models. Using the list-wise reranking method, our results demonstrate that
reranking in English via translation is the most optimal. We examine the effectiveness of
the LLMs in reranking for low-resource languages in the cross-lingual and African language
monolingual scenarios and find that the LLMs have comparable performances in both
scenarios but with better results in cross-lingual. In the process, we also establish that
good translations obtained from the LLMs do improve their reranking effectiveness in
the African language reranking scenario as discovered with RankGPT4. Although results
indicate RankGPT4 to be the most effective reranker, they also demonstrate the growing
effectiveness of open-source LLMs in reranking for low-resource languages, as RankZephyr is
achieved competitive results with the RankGPT4 models in certain instances and generally
performed better than RankGPT3.5.

A component of CIRAL is the curated pools obtained via the shared task hosted at the
Forum for Information Retrieval and Evaluation (FIRE) 2023. In chapter 5, an overview of
the task and participation was discussed, and we compared the effectiveness of the submitted
systems. Submissions from participating teams comprise mostly dense single-stage retrieval
systems, and these make up most of the best-performing systems on the task. The details
of the pooling process and its statistics are discussed in chapter 3 as part of CIRAL’s
curation, and pooling is done at a depth of k = 20. Additionally, we demonstrate the
utility of the pools in chapter 4 by comparing retrieval and reranking baseline results when
evaluated with the pools and with the shallow judgements for the same queries. Results
indicate a correlation between the two judgment sets, suggesting both are suitable for
system evaluations.

Future research directions point to expanding CIRAL’s coverage of African languages
to include more, as well as other high-resourced languages, considering languages such as
French, Arabic and Portuguese are also spoken by Africans. Holding a shared task for
CLIR research in African languages could be a spur towards more of such efforts, where the
limitations faced in CIRAL such as the minimal number of participants and less-diverse
submitted retrieval systems could be addressed. In evaluating the zero-shot reranking
capabilities of LLMs on African languages, future research directions could explore a wider
array of low-resource languages and incorporate more diverse LLMs.
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